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A method to determine the particle nucleation rate directly from atmospheric measurements is presented. During the Southern Ontario Oxidant Study (SONTOS) field campaign in rural Ontario, Canada, particle size distributions and concentrations of a range of photochemical species were measured. On 25 August 1993, the size distribution showed a pronounced peak in the concentration of nucleation mode particles. This correlated with, but lagged behind, a peak in the SO$_2$ concentration. The data imply that nucleation occurred aloft as an SO$_2$ plume was entrained into the growing boundary layer.

The particle growth rates were determined from the evolution of the measured particle size distributions, while accounting for coagulation and dilution. In principle, measurements of precursor species are not needed. However, in this case study, the ground-based measurements did not reflect the aerosol concentrations in the plume aloft; as a result, extrapolation of the growth rate was necessary. This was accomplished by using a one-dimensional model to calculate the gas phase sulfuric acid concentration. The particle growth rate due to condensation of H$_2$SO$_4$ was calculated and used to extrapolate the observed growth backward to obtain the time of formation. From the particle number in a certain size interval, suitably corrected for losses by coagulation and dilution, and the time interval in which they formed, the nucleation rate can be determined. We obtained nucleation rates of 5–40 cm$^{-3}$ s$^{-1}$ for sulfuric acid mixing ratios of 3–10 pptv. These nucleation rates are higher than predicted by classical binary nucleation theory for H$_2$SO$_4$ and H$_2$O.

INDEX TERMS: 0305 Atmospheric Composition and Structure: Aerosols and particles (0345, 4801); 0365 Atmospheric Composition and Structure: Troposphere—composition and chemistry; 0345 Atmospheric Composition and Structure: Pollution—urban and regional (0305)

1. Introduction

[2] The radiative effects of the atmospheric aerosol are responsible for a large amount of uncertainty in assessing climate change [Schwartz, 1996; Intergovernmental Panel on Climate Change (IPCC), 1995]. Both direct climate forcing (scattering and absorption of radiation by particles) and indirect forcing (modifying radiative properties of clouds) are influenced by particle size, composition and relative humidity [Nenes et al., 1995; Pilinis et al., 1995; Twomey, 1991; Leaitch et al., 1992, 1996]. Particle nucleation and growth influence both the size distribution and the composition of the aerosol. Homogeneous nucleation of sulfuric acid and water is thought to be a major source of new particles [Andronache et al., 1997; Weber et al., 1997] although recently biogenic emissions have also been proposed to play a role in particle formation [Leaitch et al., 1999, Weber et al., 1998].

[3] Particle nucleation is an extremely difficult process to quantify because of its nonlinear nature. This is clearly shown by the large discrepancies between measurements (both laboratory and atmospheric) and classical nucleation theory; these discrepancies often amount to several orders of magnitude [Weber et al., 1995, 1997, 1998; Wyslouzil et al., 1991; Andronache et al., 1997]. Different parameterizations of nucleation rates give orders of magnitude different results [Kulmala and Laaksonen, 1990]. Good agreement of theoretical nucleation rates with laboratory experiments has been presented [Viisanen et al., 1997], but the sulfuric acid concentrations used were much higher than is typical for the atmosphere. Since the nucleation rate is extremely sensitive to the sulfuric acid concentration, extrapolation to atmospheric values is highly uncertain.

[4] Weber et al. [1997, 1998] hypothesize that a third species, possibly ammonia, might be involved in the nucleation mechanism, which would explain the deviation between the bimolecular theory and measurements. Nilsson and Kulmala [1998] showed that atmospheric mixing processes such as entrainment might produce a substantial enhancement of the nucleation rate. Part of the discrepancy may also be caused by the fact that classical nucleation theory is based on thermodynamic bulk properties, which is not realistic for the very small critical clusters that can not be classified as being in the liquid phase [Preining, 1998].

[5] Although nucleation events are frequently observed in the atmosphere, there have been few attempts to derive nucleation rates from observations. O’Dowd et al. [1998]
have made estimates of nucleation rates from temporal variations in ultrathin particle concentrations. However, their method does not account for the time required for the particles to grow to detectable size or for how coagulation or dilution may affect the concentration during this time. Recently, they have estimated the nucleation rate by employing an aerosol growth and dynamics model to match the aerosol size distributions, and infer what combination of precursor concentration and nucleation rate gave the best fit with the measurements [O'Dowd et al., 1999]. Weber et al. [1995] estimate a “formation rate,” defined as the rate at which particles grow past the small size range of 3–4 nm diameter. Although this size range is close to the assumed diameter of the critical cluster (1 nm), coagulation and dilution during the time required for growth alter the calculated value from the actual nucleation rate.

[6] In a spatially and temporally homogeneous situation the growth rate can be deduced from the time delay between the increase in precursor concentration and (ultra)fine particle number [Weber et al., 1997]. If the location of the precursor source is known and constant in time, the inferred transport time to the measurement site can be used to determine the growth rate [Weber et al., 1998; O’Dowd et al., 1999], although dilution and coagulation would have influenced the size distribution during this time delay or during transport time, respectively. Mäkelä et al. [1997] and Kulmala et al. [1998b] estimate the growth rate from the evolution of the maximum particle number in the size distributions under homogeneous conditions. These ways of determining the growth rate are limited by the special conditions they require, and they provide an estimate of the growth rate only for a specific size and often averaged over longer time and larger size scales.

[7] Since our measurements indicate the presence of a plume, meaning no spatial or temporal homogeneity, we cannot deduce information on the growth from the observed time delay between SO₂ and nucleation mode particles. Instead, a quantitative method, following the same principle as used by McMurry and Wilson [1982], is developed to determine the growth rate from the evolution of the size distributions. By accounting for coagulation and dilution and by using a range of size intervals rather than a total number [i.e. O'Dowd et al., 1998, 1999] or only one size interval [i.e. Weber et al., 1995; Mäkelä et al., 1997; Kulmala et al., 1998b], we obtain more accuracy in determining both the atmospheric growth and nucleation rates [Verheggen and Mozurkevich, 1998, 2000].

[8] On the timescale of this nucleation event and especially on the timescale of two consecutive measurements, we assume that the history of the measured air mass has not changed. This means we can deduce growth rates from the change in the size distribution over time, although the experimental setup is not Lagrangian. We believe that this method can serve as a powerful tool to improve our understanding of nucleation by providing data on nucleation in the atmosphere that do not depend on the classical theory.

[9] We apply this method to a nucleation event that was observed in measurements performed as part of the Southern Ontario Oxidant Study (SONTOS) field campaign in Hastings, Ontario, Canada, in 1993. A burst in nucleation mode particle clearly correlated with, but lagged behind, a peak in SO₂ mixing ratio that reached 5 ppbv at ground level. To quantify the nucleation rate, the particle growth rate is obtained from the measured size distributions and is extrapolated backward to the time of formation. In principle, the method described here to determine the growth rate could also be used to determine the formation time. Since the growth rate for these small particles is independent of size, the measurements can provide the growth rate needed for extrapolation down to the critical cluster size. Consecutive measurements of the aerosol size distributions in a relatively homogeneous environment are all that is needed to determine the growth and nucleation rates. However, in this case study, the nucleation took place aloft under conditions that were different from those revealed by the ground level measurements. Therefore the method is supplemented by calculations of the rate of growth due to condensation of sulfuric acid and water. This is used to extrapolate the observed growth backward and to find the time of particle formation. The sulfuric acid concentrations are calculated using a one dimensional gas-phase model. Ground based measurements of H₂SO₄ would not have eliminated the need for model calculations of the H₂SO₄ concentrations aloft.

2. Observations

[10] The SONTOS field study was designed to examine photochemical oxidant formation at a rural site near Hastings, Canada, north of Lake Ontario (see Figure 1), during the summers of 1992 and 1993. A wide range of species involved in this process were measured; details are given by Reid et al. [1996, and references therein]. In 1993, aerosol size distributions were measured with a differential mobility analyzer (DMA, TSI model 3071) and condensation nucleus counter (CNC, TSI model 3020). There were a total of 17 size bins with midpoint diameters ranging from 11 to 457 nm; scans were completed at intervals of approximately eleven minutes. A Royco particle counter provided 6 size
bins from 0.5 to 15.0 μm diameter. In addition, a second CNC (TSI model 3020) was used to measure total particle concentrations with a nominal lower diameter limit of 6 nm; these measurements were averaged over five minute intervals. Typically, the sum of concentrations over all DMA size bins was about 80% of the concentration measured by the CNC in spite of the fact that the two systems were carefully inter-calibrated in the laboratory. The noise in this ratio was larger than would be expected for a purely systematic error, and therefore the difference was attributed to particles with sizes between the lower diameter limits of the CNC (6 nm) and the DMA (10 nm). This additional “size bin” however was found to add more noise to the data rather than providing more information, so it was not incorporated in the analysis.

[11] During the SONTOS field experiment a burst of particle formation was observed on 25 August 1993. On this day, all measured gases (O₃, SO₂, NO, NO₂, CO, and hydrocarbons) were present at relatively low concentrations. This indicates that the air mass observed on that day was not strongly influenced by polluted air from Toronto. With the exception of SO₂ and nucleation mode aerosol particles, trace species concentrations were nearly constant on this day. Figure 2 shows that, beginning at 09:45 Eastern Daylight-saving Time, the SO₂ concentration increased from 1.5 to 5 ppbv in less than one hour. After a time delay of 30 min the number density of nucleation mode particles increased sharply. The time delay shows that these particles were not emitted simultaneously with the SO₂, but implies that they were formed recently by homogeneous nucleation. All other species remained at or near their initial low levels as typified by the O₃ and NOₓ data in Figure 3. The levels of these species change after 8:25 due to the break-up of the nocturnal inversion. The relative humidity and temperature at the site are steadily decreasing and increasing, respectively. The CO concentration decreased from 200 to 150 ppbv while the total aerosol surface area varied between about 100 and 200 μm² cm⁻³ during this time.

[12] The air mass back trajectory indicates that the SO₂ was probably emitted before midnight by the nickel smelters near Sudbury, Ontario (approximately 400 km northwest of Hastings, see Figure 1). The back trajectory was calculated from three-dimensional wind fields generated by the MC2 model [Benoit et al., 1997]. The MC2 model is a non-hydrostatic limited area model and was run for this day on a 2000 × 2000 km² domain at a horizontal resolution of approximately 21 km, driven by objectively analyzed meteorological fields provided by the Canadian Meteorological Centre (D. A. Plummer, personal communication, 2001). The trajectory shown in Figure 1 is for the air mass arriving at Hastings at 11:00 local time (which is the time that the maximum SO₂ concentration was observed) at an altitude of 435 meters above ground level, close to the assumed level of the plume. While the plume is mixing down through the growing boundary layer, the vertical wind shear is expected to cause the air mass to slightly divert from the path of the trajectory for approximately the latest hour. This is not accounted for in this analysis.

[13] We assume that the SO₂ plume traveled above the nocturnal inversion to the measurement site. The observation of the SO₂ plume at ground level follows the breakup of the nocturnal inversion. Similar behavior of these plumes has been observed previously [Hoff and Gallant, 1985]. Unfortunately there are no vertical soundings of the atmosphere available for this day, which evokes a high uncertainty in assessing the ambient boundary layer formation and thus in assessing the history of the air mass. However, a number of factors lead us to have confidence in our

Figure 2. Arrival of the SO₂ plume at Hastings on 25 August 1993. The arrival of the SO₂ plume is followed by an increase in nucleation mode particle concentration, while the accumulation mode particle concentration is steadily decreasing over the same time period.

Figure 3. Time evolution of key quantities during the arrival of the plume. The O₃ and NOₓ concentrations indicate the growth of the boundary layer starting at 8:25; their relatively low and constant values during the arrival of the SO₂ plume indicate that they were not at elevated concentrations in the plume. Temperature and relative humidity steadily increase and decrease, respectively, during the morning.
modeling of this process. These include the temporal change in measured key parameters such as wind speed and direction, ozone, nitrogen oxides, accumulation mode particles and carbon monoxide, the absence of strong local SO$_2$ sources, the air mass back trajectory, and the ability of the model to provide a reasonable simulation of the concentrations of the many different measured species including the SO$_2$ as it is mixed down. All of these support the assumed history of the air mass.

[14] The ground level SO$_2$ concentration (Figure 2) increases due to mixing of the plume downward when the nocturnal inversion is breaking up, and decreases due to mixing with clean upper level air as the boundary layer grows. If particle nucleation occurs aloft where the SO$_2$ concentration is highest, then the newly formed particles will be mixed in a similar manner. As a result, these newly formed particles will undergo substantial dilution before they are measured at ground level. This, as well as coagulation, is accounted for in the following analysis.

3. Determination of Growth Rate From Measured Size Distributions

[15] A number of processes cause the size distribution to change, the most important ones being growth (or shrinkage) by condensation (evaporation) of semi-volatile vapors and associated water, uptake or release of water by changing relative humidity, dilution, and coagulation. The first two of these processes affect the diameter and therefore define the growth rate, while the latter two affect the number density and can thereby mask the change in diameter. In the time interval that we use to deduce the growth rates (approximately 2 hours), we assume that the size distribution of nucleation mode particles is not significantly influenced by a change in air mass, but rather by those four processes. Here, the nucleation mode particles are defined as those between 10 and 43 nm diameter, which is the upper limit of the bin, centered on 38 nm, that usually contained the minimum between the nucleation and accumulation modes on this day.

[16] Figure 4 shows the cumulative distributions (number of particles larger than a certain diameter) of the nucleation mode particles measured at different times, corrected for dilution and coagulation with 12:19 as the reference time. Now consider a cohort of particles that were formed at the same time. Since they all grow at the same rate, the number of nucleation mode particles larger than this cohort changes only by dilution and coagulation. Once these processes are accounted for, the corrected number of particles larger than this cohort remains constant. Thus a horizontal line through the cumulative distributions in Figure 4 defines the growth rate for a cohort of particles. Starting out with the cumulative size distribution at a particular measurement time, horizontal interpolation gives the diameter of the same cohort at different times. Provided that the particle number is corrected for losses by coagulation and dilution, this gives us the growth rate in that time interval. By taking two consecutive measurements for the interpolation, errors due to the interpolation are minimized. The prerequisite of homogeneity need only be fulfilled at the timescale of two consecutive measurements, 11 min. We use this growth rate to calculate backward in time when the particles were formed.

[17] To calculate the nucleation rate, we ultimately need the number of particles that were formed. As the plume is mixed downward, the particle number in every cohort decreases due to dilution and coagulation. Therefore, these processes must be accounted for, in order to obtain both the growth rate and the number of nucleated particles.

[18] The number densities are corrected for dilution by using SO$_2$ as a tracer. This is reasonable since the critical nucleating species, H$_2$SO$_4$, is formed from SO$_2$, while removal of SO$_2$ by oxidation and dry deposition amounts to only a few percent on the timescale of this event. The correction for coagulation uses a time and particle size dependent adjustment factor, $f(a,t)$. The following equation is used to correct all values to a reference time taken as $t = t_R$:

$$
N(i,t) / N_c(i,t) = \frac{[SO_2(t)]}{[SO_2(t_R)]} f(a_i,t)
$$

where $N$ is number density of particles in size bin $i$ and $a_i$ is the particle diameter in bin $i$. For calculating the growth rate, the choice of reference time is arbitrary. The growth rate is calculated from each pair of consecutive measurements, with the later time used as reference ($t_R$). The corrected particle number, $N_c(i,t)$, represents what the number of particles would have been if there were no decrease due to coagulation and dilution between the two measurement times. Because of this use of a sliding reference time, the analytical method is different in detail from the illustration in Figure 4 which used a constant reference time (12:19).
The coagulation adjustment factor, \( f(a, t) \), can be deduced by noting that, from the properties of total differentials,

\[
\frac{df}{dt} = \left( \frac{\partial f}{\partial a} \right)_t \frac{da}{dt} + \left( \frac{\partial f}{\partial t} \right)_a
\]  
(2)

In equation (2), \( \left( \frac{\partial f}{\partial a} \right)_t \) represents the change of \( f \) with respect to time for particles of diameter \( a \). \( df/dt \) is the change in \( f \) for a particular group of particles (denoted here as a cohort) as they change in size and is given by

\[
\frac{df}{dt} = -k_c(a, t)
\]  
(3)

where \( k_c(a, t) \) is the pseudo-first order rate constant for removal of particles with diameter \( a \) by coagulation with accumulation mode particles.

The coagulation scavenging rates were computed for each size bin at each time by using the equation of Sceats [1989] to obtain the second order coagulation rate constants for each pair of particle sizes. Then the pseudo-first order rate constant was obtained by summing the products of the second order rate constant and the measured particle concentration in the appropriate size bin, larger than the one for which \( k_c \) was being determined. For the relatively modest concentrations of nucleation mode particles observed here, coagulation between the nucleation mode and the accumulation mode is much faster than coagulation within the nucleation mode. Thus, the latter process was neglected in this analysis, which we will later show to be a valid assumption. As a result, the loss of nucleation mode particles can be treated as pseudo-first order.

The effects of Van der Waals forces on the coagulation rate constant was included and the Hamaker constant was set to \( 1.0 \times 10^{-19} \) J as an upper limit [Chan and Mozurkewich, 2001]. Particles with diameters of about 300 nm contributed the largest terms to the summation of the coagulation rates. Substituting equation (3) into equation (2) yields

\[
\left( \frac{\partial f}{\partial a} \right)_t = -k_c(a, t) - \left( \frac{\partial f}{\partial t} \right)_a \frac{da}{dt}
\]  
(4)

This was solved numerically to obtain \( f \) as a function of \( a \) and \( t \). The initial condition was taken to be \( f(a, t_0) = 0 \) for all particle sizes at the reference time (cf equation (1)). Since \( da/dt \) must be known in order to evaluate equation (4), an iterative procedure was required. The value of \( f \) proved rather insensitive to the growth rate, \( da/dt \), resulting in rapid convergence. Then equation (1) was used to obtain \( N_C(i, t) \), the particle number corrected for dilution and coagulation.

As explained earlier, linear interpolation from the cumulative particle distribution at the reference time to the corrected distribution at the earlier time gives the growth rate of a particular cohort of particles. Over the time interval of interest (10:27–12:19) the average particle diameter growth rate plus or minus one standard error was found to be \( 4.2 \pm 0.8 \) nm hr\(^{-1}\).

The recently nucleated particles were only measured at ground level from 10:27 onwards, since that is the time at which the \( \text{SO}_2 \) (and aerosol) plume was fully entrained. Before 10:27 the background aerosol was measured; at this time most of the newly formed particles were still aloft. Since the measurements only provide information on the nucleated particles after 10:27 and above 10 nm diameter, the observed growth indicated by the development of the cohort diameters needs to be extrapolated backward in time to reveal the time of particle formation and to calculate the nucleation rate. This is done using the modeled sulfuric acid concentration as described in the next section. The modeled growth is checked against the measured growth for times after 10:27.

4. Modeling the Sulfuric Acid

A one-dimensional photochemical gas-phase diffusion model is used to calculate the \( \text{H}_2\text{SO}_4 \) concentration. These model-calculated \( \text{H}_2\text{SO}_4 \) concentrations are used to calculate the growth of newly formed particles, assuming condensation by \( \text{H}_2\text{SO}_4 \) vapour to be the main growth process. Full details about the model are given by Plummer et al. [1996]. The time evolution of the mixing ratio for the species within the model is governed by the one-dimensional form of the continuity equation. Fluxes into or out of the model, including emissions and dry deposition, are treated as part of the chemistry term.

The height of the boundary layer is parameterized to give a diurnal profile as described in Stull [1988]. The value for the eddy diffusion coefficient \( K_z \) is dependent on time, \( t \), and on height, \( z \). The nocturnal inversion is set to 100 metres altitude with \( K_z \) fixed at \( 3.0 \times 10^5 \) cm\(^2\) s\(^{-1}\) within that layer. Above 100 metres \( K_z \) is set to \( 1.0 \times 10^2 \) cm\(^2\) s\(^{-1}\). The behavior of the boundary layer during daytime is parameterized using the time-dependent function for \( K_z \) given by Singh et al. [1993]. An exponential height dependence is included. The well mixed boundary layer starts forming at 08:30, which compares well with the measurements (Figure 3), and reaches its maximum of 1650 metres at 13:00, with \( K_z \) reaching 1.0H\text{H}_10^6 \text{cm}^2\text{s}^{-1} \) above 1000 metres. This produces good agreement with the observed diurnal pattern of measured species, including \( \text{SO}_2 \). The top of the model is in the free troposphere at 1850 metres. There are 22 vertical layers, with increasing resolution at lower altitudes.

The temperature at the bottom grid point of the model is calculated by a radiative balance model. The decrease of temperature with height is assumed to occur at the dry adiabatic lapse rate (9.8 K km\(^{-1}\)) when the atmosphere is well mixed. The temperature profile before the boundary layer is fully developed simulates a nocturnal temperature inversion of 2 K at 100 meters altitude and a lapse rate of 6 K km\(^{-1}\). The temperature measurements at ground-level are matched extremely well by the model simulation. Unfortunately no measurements of vertical profiles are available.

The model includes the main species in tropospheric photochemistry, 85 in total, in 161 reactions. Gas phase \( \text{H}_2\text{SO}_4 \) is produced from the oxidation of \( \text{SO}_2 \) by the OH radical (\( K = 8.9 \times 10^{-13} \) cm\(^3\) molecule\(^{-1}\) s\(^{-1}\) [DeMore et al., 1997]). Since the day in question was under a clear sky, no aqueous phase \( \text{SO}_2 \) oxidation reactions were included. Both condensation and dry deposition are loss processes for \( \text{H}_2\text{SO}_4 \). In this case dry deposition, set at
0.5 cm s\(^{-1}\), was minor in comparison with condensation. It has been shown that measured H\(_2\)SO\(_4\) concentrations agree well with calculated H\(_2\)SO\(_4\) from the oxidation of SO\(_2\) by OH when the mass accommodation coefficient is assumed to be in the range of 0.5 to 1 [Eisele and Tanner, 1993; Weber et al., 1997]. The same steady state condition as they used is assumed in our calculations.

The aerosol surface area was calculated from the measured size distribution and was used to simulate the condensation in the model as a sink for H\(_2\)SO\(_4\). By adding the accumulation mode particle surface area as a conserved species in the model, only changing due to vertical mixing, a time and height dependence for the condensation was achieved. To simulate the measured pattern at ground level by vertical mixing, a lower initial accumulation mode particle surface area aloft was used. This favored nucleation, because the condensational sink for H\(_2\)SO\(_4\) at the altitude of the plume was a factor of 1.5 weaker than at the surface, causing even higher vapour concentrations aloft. The (model-calculated) difference in relative humidity aloft and at ground level had a negligible effect on the surface area.

The condensation rates were calculated using the equation of Fuchs and Sutugin [1970] with an accommodation coefficient, \(\alpha\), of 0.5. This is the lower limit of the range of likely values for this quantity [Jefferson et al., 1997; Pöschl et al., 1998]. Setting \(\alpha\) to unity would increase the growth rate by about 25% since condensation on nucleation mode particles is more sensitive to this parameter than condensation on accumulation mode particles.

The model was adjusted to match the observations to provide a realistic OH profile responsible for oxidizing the SO\(_2\) to H\(_2\)SO\(_4\). Sensitivity studies show that changes in concentration of various species, other than isoprene, within their range of measurement variation do not change the OH concentration by more than 15%. The simulated OH is primarily sensitive to isoprene for which only 5 daytime measurements are available. The simulation also serves as a good test for the assumed history of the air mass by examining the timing and magnitude of the SO\(_2\) plume at ground level.

The initial (0:00) concentration of SO\(_2\) was chosen to be 1.5 ppbv up to 100 meters to match the measurements at ground level, 1.0 ppbv between 150 and 350 meters, increasing to 71 ppbv at 400 meters, then decreasing to 0.05 ppbv at 450 meters and above. Combined with the described formation of the boundary layer, this results in a good simulation of the SO\(_2\) peak as measured at ground level. Figure 5a gives the measured and simulated diurnal profile of SO\(_2\) at ground level. The increase of SO\(_2\) is in good agreement with the measurements. In order to get good agreement for the decrease as well, a first order loss of 5.5% hr\(^{-1}\) is included after 11:30. The necessity of this extra loss rate is probably due to horizontal diffusion and transport processes not being dealt with by the 1-D model. Figure 5b shows how the SO\(_2\) plume mixes down in time. The plume begins to disperse due to boundary layer growth just after 09:00.

The H\(_2\)SO\(_4\) concentration profiles are similar to the SO\(_2\) profiles. The highest simulated H\(_2\)SO\(_4\) concentration occurs at 400 meters, the height of the plume. This indicates that nucleation probably started aloft. Nucleation is also favored by lower aerosol surface area and lower temperature at higher altitudes.

Plummer et al. [1996] found that an additional first order loss process of HO\(_2\) was needed to prevent this model from being overactive in producing O\(_3\) and peroxy radicals. In our model-runs we assumed that HO\(_2\) was lost on the particles with a reaction probability of unity. Smaller values of the reaction probability resulted in higher OH concentrations and larger modeled growth rates. The HO\(_2\) loss rate was calculated in the same way as condensation of H\(_2\)SO\(_4\). The resulting pseudo-first order loss rates for HO\(_2\) were much smaller than the loss rate assumed by Plummer et al. in spite of the particle number concentrations being similar on both days. They did not calculate the loss rate from the aerosol distribution, but instead used a solely empirical parameter to suppress the peroxy radical concentration. Unfortunately, no particle size distributions are available.

![Figure 5](https://example.com/figure5.png)

**Figure 5.** (a) Model simulation (lines) of diurnal profile of SO\(_2\) mixing ratios at ground level (solid line) and at the level of the plume centre (dotted line), compared with measured mixing ratios (symbols). (b) Model simulation of the vertical profile of SO\(_2\) at different times, showing the downward mixing of the plume. At 09:30, the plume has already been broadened by vertical mixing. The H\(_2\)SO\(_4\) profiles are qualitatively very similar.
for the day analyzed by Plummer et al., so a direct comparison is not possible. The additional HO₂ loss affects both the magnitude and the diurnal profile of the OH concentration.

5. Determination of Growth Rate From Model Calculated H₂SO₄

[34] The small particles that are observed at ground level were probably formed aloft. When the boundary layer started to form, these were mixed downward concurrent with the SO₂. At the same time, they grew by condensation of H₂SO₄. Most nucleation would have occurred where H₂SO₄ was at its maximum, which was at nearly the same altitude as the SO₂ maximum. Since the particles were mixed along with the SO₂, the largest part of them would have continued to be near the SO₂ maximum. Therefore, the H₂SO₄ concentration at the altitude where the SO₂ was at its maximum, was used to simulate the particle growth. This provides an upper limit for the growth, since a fraction of the observed particles would have grown under a sub-maximum H₂SO₄ regime. As a result, we might expect the calculated time of formation to be somewhat later (that is, nearer to the time of measurement) than the actual time of formation.

[35] To obtain the time of formation, the effect of water vapour condensing on or evaporating from the particle must also be considered, since this affects the particle size. Condensation of other species is assumed to be negligible, because of the extremely high SO₂ concentrations and relatively low levels of VOCs. Assuming the particle consists mainly of H₂SO₄ and H₂O, the particle volume can be written as

\[ V = \frac{m_{H_2SO_4}}{wp} \]  

(5)

where \( m_{H_2SO_4} \) and \( w \) are the mass and weight fraction of sulfuric acid in the particle, and \( \rho \) is the particle density. The values of \( w \) and \( \rho \) are dependent on the ambient temperature and relative humidity, and are interpolated from the tables in Gmitro and Vermeulen [1964] and Perry and Chilton [1978]. A change in relative humidity affects \( w \) and \( \rho \) but not \( m_{H_2SO_4} \) so the ratio of volumes at two consecutive measurement times, due to a change in relative humidity, is given by

\[ \frac{V_1}{V_2} = \frac{w_{p2} \rho_1}{w_{p1} \rho_2} = \frac{a_1^3}{a_2^3} \]  

(6)

where the subscripts denote the values at the two different measurement times, and \( a \) is particle diameter.

[36] Differentiating equation (5) with respect to time, and substituting the equation for condensational growth [Fuchs and Sutugin, 1970] gives for the diameter growth rate, in the limit of infinite Knudsen number,

\[ \frac{da}{dt} = \frac{2c}{4p w N_d} \left( \frac{X_{H_2SO_4}}{M_{H_2SO_4}} \right) - \frac{a}{3} \frac{d \ln(\rho w)}{dt} \]  

(7)

where \( a \) is the mass accommodation coefficient (set to 0.5), \( c \) is the mean molecular speed of H₂SO₄ molecules, \( M_{H_2SO_4} \) is the molecular weight of H₂SO₄ and \( X_{H_2SO_4} \) is the volume mixing ratio of H₂SO₄. The constant 0.253 has units of m s⁻¹ g cm⁻³ and is evaluated at an air density of 2.45 × 10¹⁵ molecules cm⁻³ (10¹⁵ Pa, 295 K). The first part of this equation describes the growth by condensation of sulfuric acid (\( m_{H_2SO_4} \) changing in time). The second part describes the growth (or shrinkage) by uptake (or release) of water (\( \rho \) and \( w \) changing in time); its (size-averaged) contribution to the growth rate is −0.8 nm h⁻¹ (i.e. shrinkage) over the time period of interest (10:27–12:19).

[37] The growth rates calculated using equation (7) were larger than the growth rates based on measurements for the time period after the plume had reached the ground. The model-calculated growth rate can be slightly reduced by assuming a reaction of HO₂ with the particles and by reducing the value assumed for the H₂SO₄ mass accommodation coefficient. Even assuming a HO₂ reaction probability of unity and a H₂SO₄ mass accommodation coefficient of 0.5 gave growth rates that were more than double the measured rates. This is not too surprising since this photochemical model has been shown before to be over-reactive in terms of the radical budget relative to observations [Plummer et al., 1996]. Since we trust the measured growth more than the modeled growth, all OH and consequently H₂SO₄ concentrations produced by the model were reduced by a factor of 2.5. The resulting growth curves, calculated using equation (7), are shown in Figure 6. These agree well with the growth determined from the measured size distributions.
The growth rate of 4.2 nm hr\(^{-1}\) is higher than values reported by Weber et al. [1997], but similar to values found by Mäkelä et al. [1997], Kulmala et al. [1998b] and Weber et al. [1998]. The fact that our growth rates are larger than found by Weber et al. [1997] is due to the higher SO\(_2\) and H\(_2\)SO\(_4\) concentrations encountered in our study, while biogenics are expected to dominate the growth rate in their 1998 study and in the forested environment in the studies by Mäkelä et al. [1997] and Kulmala et al. [1998b]. It is interesting to note that Weber et al. [1997, 1998] found the observed growth to be higher than the growth calculated from the condensation of H\(_2\)SO\(_4\): this is opposite of our results. For the calculation of the growth they used measured H\(_2\)SO\(_4\), while we use calculated values. Eisele and Tanner [1993] and Weber et al. [1997] have shown that their calculated and measured concentrations agree well.

The large discrepancy between the growth rates caused Weber et al. to conclude that another mechanism besides condensation of H\(_2\)SO\(_4\) was contributing to the growth. Modeling studies indicate that condensation of other species has the potential to considerably enhance the binary growth rate [Kerminen et al., 1997]. In our case study, the observed isoprene concentration at 12 noon was 0.4 ppbv. No measurements of pinenes were available. Quantitative assessment of the role of biogenic emissions falls beyond the scope of this paper, but they are expected to have a minor influence on the observed growth rates as compared to H\(_2\)SO\(_4\). In both cases described by Weber et al. [1997, 1998], the probability of other species contributing significantly to the growth rate is much higher. This increases their ratio of the observed growth rate over the growth rate calculated from the condensation of H\(_2\)SO\(_4\) and H\(_2\)O only. A larger contribution of biogenic or other species to the growth rate might be a (partial) explanation for the difference in discrepancy between the cases presented by Weber et al. [1997, 1998] and by us, as well as the over-reactivity of the 1D-model used here.

We neglect the effect of other condensing species and attribute the difference between the calculated and measured growth rates to uncertainty in the model calculated OH concentrations.

### 6. Determination of the Nucleation Rate

Figure 6 shows several growth curves starting at various times, assuming that condensation of H\(_2\)SO\(_4\) and H\(_2\)O is the only growth process. For such small particles, growth by condensation of H\(_2\)SO\(_4\) should be nearly independent of particle size. Accordingly, the particles that formed between 09:00 and 09:12 reached diameters between 12.5 and 17.5 nm at 10:27. The number of nucleated particles is obtained by correcting the particle number, measured at 10:27 between 12.5 and 17.5 nm diameter, for losses due to dilution and coagulation that have occurred since they formed. Dividing the number of nucleated particles by the time interval in which they were formed (12 min in this example) gives the nucleation rate. The diameter range is equal to the formation time interval multiplied by the average growth rate during that time. Thus, the nucleation rate can also be obtained by multiplying the concentration per unit size interval by the growth rate, both evaluated at the time of formation. To obtain the diameter range at the time of measurement, the effect of changing relative humidity must be accounted for.

To carry out this calculation, we let \( n(a, t) \) be the measured size distribution function (concentration per unit size interval) at time \( t \); this is just the concentration of particles in a bin divided by the width of the bin. Let \( t = t_N \) be the time of nucleation, \( a_N \) the diameter of a recently nucleated particle (i.e., the critical cluster), and \( (da/dt)_N \) the growth rate at the time of nucleation. The nucleation rate is simply the rate at which particles grow past the critical cluster diameter, \( a_N \), and is given by

\[
J(t_N) = n(a_N, t_N) \frac{da}{dt} \bigg|_{t_N} \tag{8}
\]

This formula can be readily obtained by integrating the General Dynamic Equation (GDE) from \( a_N \) to infinity and evaluating the contribution of the growth term to the evolution of the total particle concentration. The other significant processes that are represented by the GDE are incorporated in the analysis by the same method as was used to account for these processes in determining the growth rate. Clearly, \( n(a_N, t_N) \) is not directly measurable, but it can be obtained from the measured size distribution, \( n(a, t) \) at a later time, \( t \) via

\[
n(a_N, t_N) = n(a_N, t) \frac{[SO_2(t_N)]}{[SO_2(t)]} \exp \left( \int_{a}^{a_N} k_c(a', t) \, da' \right) \left( \frac{w(t_N)p(t_N)}{w(t)p(t)} \right)^{1/3} \tag{9}
\]

where \( a' \) is the diameter at time \( t' \) of the cohort of particles that were formed at time \( t_N \). Substituting equation (9) into equation (8) allows us to account for the effects of dilution, coagulation, and particle size changes due to changes in relative humidity during the time that elapsed between particle formation and measurement.

Equation (9) is a straightforward adoption of equation (1) with \( f(a, t) \) computed from equation (3). Equation (3) is used instead of equation (4) since here we are accounting for the effect of coagulation on the concentration of a cohort of particles as they grow. In equation (8) the distribution function must be used, while equations (1) and (9) could be applied to either the distribution function or to the concentration in each size interval. Basically, \( n(a_N, t_N) \) is the measured size distribution function corrected for the losses integrated over the time interval between formation and measurement. It is the number of nucleated particles per unit size interval.

Equations (8) and (9) were applied to each measured size bin in the nucleation mode (up to 43 nm diameter) for each measurement time from 10:27 to 12:19. For each bin, the model calculated growth rates were used to determine the size of formation for particles in that bin. This is because the ground level measurements can only be used to determine the growth after 10:27. When applying equation (9) before 10:27, the SO\(_2\) concentration at the height at which it was at a maximum (i.e., the height at which the growth was calculated) was used.

In evaluating equation (9), the coagulation rate varies with time as a result of changes in the concentration of
accumulation mode particles and because of the changing particle size for which the coagulation rate was calculated. Using the coagulation rates calculated as described above, it was found that $k_c$ is proportional to $a^{-1.7}$; this was used to provide a continuous function for the size dependence of the coagulation rate. Since the coagulation rate diverges as the particle diameter goes to zero, it was necessary to pick a definite value for $a_0$. A diameter of 1.0 nm was chosen; this is the same as the value used by Weber et al. [1997]. Increasing or decreasing this diameter by a factor of two only changes the formation times by about two minutes. However, doubling this diameter reduces the calculated nucleation rates by about a factor of three; halving it increases the nucleation rates by an order of magnitude. This is because these very small particles are rapidly scavenged by coagulation.

Because of the initially high concentration of very small particles, the effect of coagulation within the nucleation mode must be evaluated as a potential loss and growth process. This is done by comparing the rate of production of new particles (i.e. the nucleation rate) to the rate of removal by within-mode coagulation ($R_C$). The latter can be written as

$$R_C = k_c(a)(N_a)^2$$  \hspace{1cm} (10)$$

where $N_a$ is the number of particles with diameter between 1 and 10 nm, and $k_c(a)$ is the second order rate constant for coagulation of monodisperse aerosols. Note that $k_c(a)$ denotes the second order rate constant for coagulation, while $k_c$ stands for the pseudo-first order rate constant. To calculate the maximum loss rate, $N_a$ is evaluated for the time that the calculated nucleation rate is highest, and $k_c(a)$ is set to $2 \times 10^{-3}$ cm$^3$ s$^{-1}$ as an upper limit [Seinfeld and Pandis, 1998].

If the main loss process is coagulation scavenging by the accumulation mode, then the concentration of particles in any cohort decreases exponentially as the cohort grows. Therefore, since $n(a)$ represents cohorts of increasing age as size increases, we expect $n(a)$ to be a roughly exponential function for the nucleation mode, while nucleation is occurring. Thus, $N_a$ can be expressed as

$$N_a = \int_1^{10} c e^{-b a} da = \frac{n(1) - n(10)}{b}$$  \hspace{1cm} (11)$$

where $c$ and $b$ are constants, and $a$ is diameter. The size distribution functions $n(1)$ and $n(10)$ are obtained from equation (9) and directly from the measurements, respectively. While the constant, $c$, does not need to be known, the scaling factor, $b$, can be obtained by simple rearrangement of the exponential function:

$$\ln \left( \frac{n(1)}{n(10)} \right) = b \bullet \Delta a = b \bullet (9 \text{ nm})$$  \hspace{1cm} (12)$$

Via this procedure, the maximum $N_a$ is found to be approximately $2 \times 10^4$ particles cm$^{-3}$, giving a loss rate of about 10% of the calculated nucleation rate. The time constant for within-mode coagulation, $\tau = N_a/(dN_a/dt)$, is 7 hours, considerably longer than the time needed to grow from 1 to 10 nm diameter (less than 1 hour). Taking into account the large uncertainties in calculating the nucleation rate, and the fact that this estimate is a maximum loss rate, it is concluded that neglecting within-mode coagulation is a valid assumption for the present calculations. By neglecting the growth of very small particles due to within-mode coagulation, the growth rate is slightly underestimated. However, the maximum reduction of 10% in number density produces an increase in average diameter of only 3%. Since this is a maximum, we can also neglect the effect of coagulation on the growth rate.

In using equation (9) to determine the critical cluster concentration, there are three factors that contribute. The correction factors for dilution range from 1.9 to 22 (median value 11.5). The correction factors for coagulation range from 2.5 to 26 (median value 3.8). The correction factors for relative humidity range from 0.83 to 0.91 (median value 0.87). Obviously, the uncertainty in the latter, dependent on the modeling of relative humidity aloft and estimated at 10%, does not have a large effect on the nucleation rates obtained. The other two factors increase as the particle size at the time of measurement increases; this is because these particles are “older” and have had more time to be affected by these processes.

The accuracy of the dilution correction depends on both the magnitude and time dependence of the modeled SO$_2$ plume. A reasonable match to the ground-based measurements requires peak SO$_2$ concentrations within 20% of those assumed; this corresponds to the maximum uncertainty in the dilution correction, which only applies to formation times of 9:00 or earlier.

The coagulation correction factors depend on two factors: the assumed accumulation mode size distribution aloft and the calculated coagulation rate constants. Since the accumulation mode particles do not change much during the growing of the boundary layer, their size distribution can not have been much different aloft. The coagulation rate constants are based on a widely accepted theory. A reasonable estimate of the uncertainty in $k_c$ is 10%, which leads to uncertainties of 9 to 32% in the correction factor.

The large coagulation correction factors are due to the rapid removal of very small particles by coagulation scavenging. As a result, only a fraction of newly formed particles grow to a detectable size. We expect that this will be a general result for moderately polluted conditions where the total surface area of the accumulation mode particles is relatively large. The uncertainty in nucleation rates due to noise in the measurements, propagated via the determination of growth rates, will be discussed below.

The calculated nucleation rates as a function of time are shown in Figure 7a. To reduce the noise, groups of seven successive points are averaged; error bars are one standard error of the mean. The noise may be due in part to real variation in the nucleation rate, but it is at least as likely due to uncertainties in both the calculations and the measurements. The calculated nucleation rates are in the range of 5 to 40 particles cm$^{-3}$ s$^{-1}$. The H$_2$SO$_4$ mixing ratio and relative humidity in the plume, as calculated from the model, are shown in Figure 7a as well. Figure 7b shows the (averaged) nucleation rates for three different cases: By using the average growth rate (4.2 nm h$^{-1}$) and by using the high and low estimate (average plus or minus one standard error,
resulting in a higher value for has decreased, compared with the case of average growth, 0.8 nm h⁻¹ or minus one standard error). Measurements, and the high and low estimate (average plus or minus one standard error). (b) The sensitivity of the calculated nucleation rate to the variation in the growth rate (G), by employing the average growth rate deduced from the nucleation rate to the variation in the growth rate (G). While it is mixing down. The estimates for the nucleation rate have been averaged over seven successive points; error bars are standard errors. (b) The sensitivity of the calculated nucleation rate as a function of time, at the centre of the plume mixing ratios (solid line) and calculated nucleation rates (symbols) as a function of time, at the centre of the plume while it is mixing down. The estimates for the nucleation rate have been averaged over seven successive points; error bars are standard errors. (b) The sensitivity of the calculated nucleation rate to the variation in the growth rate (G), by employing the average growth rate deduced from the measurements, and the high and low estimate (average plus or minus one standard error).

0.8 nm h⁻¹ of the growth rate. It can be seen that in the case with lower estimated growth rate (lower H₂SO₄ concentration) the calculated nucleation rates are found to be higher. This is because a smaller growth rate means more time has passed between particle formation and measurement, resulting in greater losses by coagulation and dilution. Mathematically, n(ΔN, N) has increased to a greater extent than (da/dt)N has decreased, compared with the case of average growth, resulting in a higher value for J(N) in equation (8). This does not imply a cause-effect relationship; it is simply due to the propagation of the error in the growth rate.

In Figure 7a it can be seen that the maximum nucleation rate occurs about ten minutes after the maximum H₂SO₄ mixing ratio. It is unlikely that the calculated formation times are sufficiently accurate for this difference to be significant.

Figure 7. (a) Modeled RH (dotted line) and H₂SO₄ mixing ratios (solid line) and calculated nucleation rates (symbols) as a function of time, at the centre of the plume while it is mixing down. The estimates for the nucleation rate have been averaged over seven successive points; error bars are standard errors. (b) The sensitivity of the calculated nucleation rate to the variation in the growth rate (G), by employing the average growth rate deduced from the measurements, and the high and low estimate (average plus or minus one standard error).

7. Conclusions

We have developed a method to systematically quantify particle growth and nucleation from measured size distributions. The large discrepancies between nucleation theory and aerosol measurements clearly show a need for such an empirically based determination. We believe the method described here has the potential to be applied to relatively widespread situations, thereby offering the possibility of acquiring an observationally derived data set for nucleation rates in the atmosphere. Application of this method to other data sets and comparison with nucleation theory could provide more insight in the quantitative relation between the nucleation rate and environmental factors such as precursor concentration, temperature, and relative humidity.

Several of the conditions favorable for nucleation as identified by Mäkelä et al. [1997] are similar to the conditions observed in our case: sunny and a large increase in temperature and decrease in relative humidity from morning to afternoon. Vertical transport of air masses was
an important factor to trigger the onset of nucleation in this study. However, substantial nucleation occurred in spite of a relatively large aerosol surface area of 100 to 200 μm² cm⁻³. Apparently, this “obstacle” was overcome by the very high H₂SO₄ concentrations encountered.

The method employed here allowed us to determine both the times at which particle formation occurred and the nucleation rate. The maximum nucleation rate coincided reasonably well with the maximum in the H₂SO₄ concentration. However, the nucleation rates of 5 to 40 particles cm⁻³ s⁻¹ for H₂SO₄ mixing ratios of 3 to 10 pptv are larger than expected from parameterizations of the nucleation process.

The assumed history of the air mass, which dictates the conditions under which H₂SO₄ is formed, is associated with a certain degree of uncertainty, although it is supported by strong evidence. A major source of uncertainty in this study is the model calculated H₂SO₄ profile; in order to get modeled growth rates that agree with those inferred from the measured distributions, we had to artificially reduce the OH mixing ratio by a factor of 2.5. This implies that the model was over-reactive with respect to radical formation and cycling. The fact that the maximum nucleation rate was calculated to occur at approximately the same time as the H₂SO₄ concentration was at its maximum, indicates that the model did not produce serious systematic errors in the H₂SO₄ profile. This is because such errors would have substantially shifted the calculated time of particle formation away from the maximum in H₂SO₄ concentration.

The use of a model is not essential to the method described here; it was required in this case only because the ground level measurements could not be directly applied to the conditions under which nucleation occurred aloft. In principle, measurements of consecutive aerosol size distributions are all that is needed to obtain both the growth and nucleation rates. Future experiments may be able to reduce errors associated with the use of a model by making measurements under Lagrangian conditions. In that case there is no need to calculate the growth rate from either modeled or measured H₂SO₄, since it could be determined directly from the measurements and extrapolated down to the critical cluster size.

Another source of uncertainty is that the size distribution measurements were rather noisy for the purpose of the growth measurements. Finally the method itself involves calculations of dilution and coagulation that are subject to uncertainty. In particular, the magnitude of the correction for coagulation scavenging is sensitive to the assumed critical cluster size. The overall uncertainty in the calculated nucleation rate is estimated to be a factor of two to three. Thus, this method could be a valuable tool for quantifying particle growth and nucleation rates from measured size distributions.
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