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Abstract

DevOps refers to a set of practices dedicated to accelerating modern software engineering process. It breaks the barriers between software development and IT operations and aims to produce and maintain high quality software systems. Software logging is widely used in DevOps. However, there are few guidelines and tool support for composing high quality logging code and current application context of log analysis is very limited with respect to feedback for developers and correlations among other telemetry data.

In this thesis, we first conduct a systematic survey on the instrumentation techniques used in software logging. Then we propose automated approaches to improving software logging practices in DevOps by leveraging various types of software repositories (e.g., historical, communication, bug, and runtime repositories). We aim to support the software development side by providing guidelines and tools on developing and maintaining high quality logging code. In particular, we study historical issues in logging code and their fixes from six popular Java-based open source projects. We found that existing state-of-the-art techniques on detecting logging code issues cannot detect a majority of the issues in logging code. We also study the use of Java logging utilities in the wild. We find the complexity of the use of logging utilities increases as the project size increases. We aim to support the IT operation side by enriching the log analysis context. In particular, we propose a technique, LogCoCo, to systematically estimate code coverage via executing logs. The results of LogCoCo are highly accurate under a variety of testing activities. Case studies show that our techniques and findings can provide useful software logging suggestions to both developers and operators in open source and commercial systems.
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Chapter 1

Introduction

1.1 Motivation

DevOps is a software development methodology that intends to automate the process between software development and IT operations. The goal is to reduce the time between committing a change to a system and placing it to production, while ensuring high quality [1]. Compared to traditional software development process, DevOps provides faster feedback between software development and IT operations so that new features and bug fixes can be released faster to the customers. To ensure the quality and the health of the deployed systems, software logging plays a central role.

Software logging in the context of DevOps refers to the practices of developing and maintaining logging code and analyzing the resulting execution logs. Logging code refers to the code snippets that developers inserted into source code (e.g., \texttt{LOG.info("User " + userName + " logged in")}) to monitor the behavior of systems during runtime. There are typically four types of components in a snippet of logging code: a logging object, a verbosity level, static texts, and dynamic contents. In the above example, the logging object is \texttt{LOG}, the verbosity level is \texttt{info}, the static texts are \texttt{User} and \texttt{logged in}, and the dynamic content is \texttt{userName}. Execution logs (a.k.a., logs), which are generated by logging code during runtime, are readily available in large-scale software systems for many purposes like system monitoring [2], problem debugging [3], workload characterization [4], and business decision making [5]. Stale or incorrect logging code may cause confusion [6] or even more serious issues like system crash [7]. In particular, there are three major challenges associated with the software logging practices in DevOps:

- \textbf{C1: No existing guidelines on producing high quality logging code.} Recent empirical studies show that there are no existing logging guidelines for commercial [8] and open source systems [9, 10]. Developers write logging code solely based on domain expertise and revise them in an ad-hoc fashion [9, 10]. Unlike feature code, which can be examined through testing, it is very challenging to verify the correctness of logging code.
1.2 RESEARCH HYPOTHESIS

• $C_2$: **Difficulty in maintaining and evolving logging code.** As logging code tangles with source code, it is very challenging to maintain and update logging code along with feature code for constantly evolving systems. Although there are language extensions (e.g., AspectJ [11]) to support better management of logging code, many industrial and open source systems still choose to inter-mix logging code with feature code [9, 10].

• $C_3$: **Limited mechanism for quality feedback.** In the context of DevOps, the software testing process is completely changed compared to traditional software development process, as many testing activities are automated and occur in the field [12]. There is limited mechanism for quality feedback from the IT operation to the software development. This problem becomes even more serious, as in DevOps code base evolves more rapidly with usage scenarios being constantly added or modified.

Motivated by the importance and challenges, throughout the thesis, we propose systematic approaches to improving the logging practices to aid software development and IT operations by leveraging various types of software repositories. To note, the resulting techniques and findings are especially useful for systems that adopt DevOps practices, but they can be useful for other types of systems as well.

1.2 Research Hypothesis

**Research Hypothesis:** Software repositories (e.g., code repositories, communication repositories, runtime repositories, and bug repositories) which are readily available and contain rich information about software development and system behavior during runtime, can be leveraged to improve the logging practices by understanding the current logging practices of software systems.

We mainly rely on four types of repositories to tackle challenges in software logging practices. The *historical repositories* refer to the source code version control systems like GitHub and SVN. The *communication repositories* refer to the online communication data from StackOverflow and developer mailing list. The *runtime repositories* refer to the telemetry data generated in various scenarios. The *bug repositories* refer to the issue tracking systems such as JIRA and BugZilla. In the thesis, we attempt to improve logging practices from two dimensions: software development and IT operation. For the aforementioned three challenges ($C_1 - C_3$), we propose corresponding research outcomes ($O_1 - O_3$), which address these challenges. $O_1$ and $O_2$ address the first two challenges which are on the development side. $O_3$ address the last challenge which is on the IT operation side.

• ($O_1$): We mine the historical and bug repositories to extract a benchmark dataset which contains real-world issues in logging code so that interested researchers could develop and evaluate their techniques of automated detection of logging code issues.
1.3 Thesis overview

In this section, we provide an overview of the presented work in this thesis. This thesis has four main chapters. As every chapter tackles a specific problem, we ensure that the contents of each chapter is self-contained. Hence, repetitions could be found among different chapters. In addition, for each chapter, the related work are summarized for the specific objective. The overview is shown in Figure 1.1. In Chapter 1(this chapter), we describe the motivation of this thesis. In Chapter 2, we survey the current practice of software log instrumentation and summarize three challenges. In Chapter 3, 4, and 5, we conduct studies for each challenge. At last, in chapter 6, we summarize our findings and propose future work.

- Chapter 2: A Survey of the Instrumentation Techniques Used in Software Logging
  Execution logs have been used widely for many software systems for a variety of purposes (e.g., monitoring, debugging, and security compliances). There are two phases in software logging: log instrumentation and log management. Log instrumentation

---

Figure 1.1: Overview of the thesis.

- \((O_2)\): We mine the communication and historical repositories to explore the rationle behind various types of logging utilities (e.g., general-purpose, LU interaction, internationalization, and modularization).

- \((O_3)\): We propose automated techniques to estimate code coverage measures (e.g., statement coverage, branch coverage) by correlating source code with the logs stored in the runtime repositories.
refers to the practice that developers insert logging code into source code to record runtime information. Log management refers to the practice that operators collect the generated log messages and conduct data analysis techniques to provide valuable insights of runtime behavior. Unlike log management, which is supported by many open source and commercial tools, there are no well-defined guidelines on log instrumentation. The quality of instrumented logging code snippets plays a vital role in software logging, as it impacts the quality of generated log messages, which will be used for different objectives. Hence, we conducted a systematic survey on state-of-the-art research on software log instrumentation by studying 69 papers over 23 years. In particular, we have focused on the problems and proposed solutions used in the three steps of log instrumentation: (1) logging approach; (2) logging utility integration; and (3) logging code composition. This survey will be useful to DevOps engineers and researchers who are interested in software logging.

• Chapter 3: Extracting and Studying the Logging-Code-Issue-Introducing Changes in Java-based Large-Scale Open Source Software Systems

Execution logs, which are generated by logging code, are widely used in modern software projects for tasks like monitoring, debugging, and remote issue resolution. Ineffective logging would cause confusion, lack of information during problem diagnosis, or even system crash. However, it is challenging to develop and maintain logging code, as it inter-mixes with the feature code. Furthermore, unlike feature code, it is very challenging to verify the correctness of logging code. Currently developers usually rely on their intuition when performing their logging activities. There are no well established logging guidelines in research and practice.

In this chapter, we intend to derive such guidelines through mining the historical logging code changes. In particular, we have extracted and studied the Logging-Code-Issue-Introducing (LCII) changes in six popular large-scale Java-based open source software systems. Preliminary studies on this dataset show that: (1) both co-changed and independently changed logging code changes can contain fixes to the LCII changes; (2) the complexity of fixes to LCII changes are similar to regular logging code updates; (3) it takes longer for developers to fix logging code issues than regular bugs; and (4) the state-of-the-art logging code issue detection tools can only detect a small fraction (3%) of the LCII changes. This highlights the urgent need for this area of research and the importance of such a dataset.

• Chapter 4: Studying the Use of Java Logging Utilities in the Wild

Software logging is widely used in practice. Execution Logs have been used for a variety of purposes like debugging, monitoring, security compliance, and business analytics. Instead of directly invoking the standard output functions, developers usually prefer to use logging utilities (LUs) (e.g., SLF4J), which provide additional functionalities like thread-safety and verbosity level support, to instrument their source code. Many of the previous research work on software logging are focused on the log printing code. There
are very few work studying the use of LUs, although new LUs are constantly being introduced by companies and researchers. In this chapter, we conducted a large-scale empirical study on the use of Java LUs in the wild. We analyzed the use of 3,856 LUs from 11,194 projects in GitHub and found that many projects have complex usage patterns for LUs. For example, 75.8% of the large-sized projects have implemented their own LUs in their projects. More than 50% of these projects use at least three LUs. We conducted further qualitative studies to better understand and characterize the complex use of LUs. Our findings show that different LUs are used for a variety of reasons (e.g., internationalization of the log messages). Some projects develop their own LUs to satisfy project-specific logging needs (e.g., defining the logging format). Multiple uses of LUs in one project are pretty common for large and very large-sized projects mainly for context like enabling and configuring the logging behavior for the imported packages. The findings and the implications presented in this chapter will be useful for developers and researchers who are interested in developing and maintaining LUs.

- Chapter 5: An Automated Approach to Estimating Code Coverage Measures via Execution Logs

Software testing is a widely used technique to ensure the quality of software systems. Code coverage measures are commonly used to evaluate and improve the existing test suites. Based on our industrial and open source studies, existing state-of-the-art code coverage tools are only used during unit and integration testing due to issues like engineering challenges, performance overhead, and incomplete results. To resolve these issues, in this chapter we have proposed an automated approach, called LogCoCo, to estimating code coverage measures using the readily available execution logs. Using program analysis techniques, LogCoCo matches the execution logs with their corresponding code paths and estimates three different code coverage criteria: method coverage, statement coverage, and branch coverage. Case studies on one open source system (HBase) and five commercial systems from Baidu and systems show that: (1) the results of LogCoCo are highly accurate (> 96% in seven out of nine experiments) under a variety of testing activities (unit testing, integration testing, and benchmarking); and (2) the results of LogCoCo can be used to evaluate and improve the existing test suites. Our collaborators at Baidu are currently considering adopting LogCoCo and use it on a daily basis.

1.4 Thesis Contribution

This thesis makes the following contributions:

1. We conduct the first survey that systematically covers the techniques used in all three software log instrumentation approaches: (1) conventional logging, (2) rule-based
logging, and (3) distributed tracing. The replication package for this chapter is provided in [13] (Chapter 2).

2. We provide the first dataset (to the best of our knowledge) on logging code issue introducing changes, combining both co-changed logging code changes, and independent logging code changes. We conduct a comprehensive study on evaluation of state-of-art logging suggestion tools. It includes machine learning models, static code rules, and code clone. Study shows that they are complementary to each other while future improvements can be explored. The replication package for this chapter is provided in [14] (Chapter 3).

3. We conduct the first large-scale and comprehensive study on characterizing the use of logging utility in Java-based open source projects. We show that as the complexity of projects increase, the problem of designing logging utilities become more challenging. We also extracted the most popular logging utilities based on the usages of open source projects. The replication package for this chapter is provided in [15] (Chapter 4).

4. We conduct the first work to leverage execution logs to estimate code coverage. We propose a research prototype, LogCoCo. Results show that LogCoCo achieves satisfying performance. (Chapter 5)

1.5 Thesis Organization

This thesis is organized as follows. Chapter 2 presents our literature review on software log instrumentation. Chapter 3 describes our study on Logging-Code-Issue-Introducing changes. Chapter 4 presents our study on the use of logging utilities in the wild. Chapter 5 explains our technique to estimate code coverage using execution logs. Chapter 6 concludes this thesis and discusses future research directions.
Chapter 2

A Survey of the Instrumentation Techniques Used in Software Logging

2.1 Introduction

Software logging is a common programming practice that developers use to track and record the runtime behavior of software systems. Software logging has been used extensively for monitoring [3, 16], failure diagnosis [17, 18], performance analysis [19, 20, 21, 22], test analysis [23, 24], security and legal compliance [25, 26, 27], and business analytics [5, 28].

As shown in Figure 2.1, software logging [29] consists of two phases: (1) Log Instrumentation, and (2) Log Management. The log instrumentation phase, which concerns about the development of the logging code, consists of three steps: Logging Approach, Logging Utility (LU) Integration, and Logging Code (LC) Composition. The log management phase, which focuses on processing the generated log messages once the system deploys, consists of three steps: Log Generation, Log Collection, and Log Analysis.

On one hand, many industrial-strength tools (e.g., LogStash [30] and Splunk [31]) are available already to aid effective log management. On the other hand, there are no well-defined

![Figure 2.1: The overall process of software logging.](image-url)
guidelines or tooling support for systematic log instrumentation [32, 5, 8]. Compared to code instrumentation in general, there are three differences from log instrumentation which makes the process more challenging: (1) existing process for log instrumentation is ad-hoc and often relies on developers’ intuitions and domain expertise [10]; (2) many tools leveraging code instrumentation such as Jacoco [33] are at bytecode/binary level, while log instrumentation is mainly done at source code level, which is more intrusive and difficult to maintain; (3) while code instrumentation at bytecode/binary level mostly record machine readable data, log instrumentation also needs to consider the human aspect. For example, JBoss logging [34] provides utilities for translating log messages to multiple human languages.

Low quality logging code may cause various issues in problem diagnosis [35], high maintenance efforts [36, 37, 38], performance slow-down [21], or even system crashes [7]. As more systems are migrating to the cloud [39] with increasing layers of complexity [40], new software development paradigms like Observability-Driven Development (ODD) [41] are introduced. ODD, in which log instrumentation plays a key role, emphasizes the exposure of the state and the behavior of a System Under Study (SUS) during runtime. Hence, in this chapter, we have conducted a systematic survey [42] on the instrumentation techniques used in software logging.

The contributions of this chapter are:

- This is the first survey that systematically covers the techniques used in all three software log instrumentation approaches: conventional logging, rule-based logging, and distributed tracing.
- Through the process of systematic survey ([43]), we have identified four main challenges associated with software log instrumentation and described their proposed solutions throughout the three steps in the log instrumentation phase. We have also discussed the limitations and future work associated with these state-of-the-art solutions if applicable. The challenges, the solutions, and the discussions will be useful for both practitioners and researchers who are interested in developing and maintaining software logging solutions.

Chapter Organization

The structure of this chapter is organized as follows: Section 2.2 provides some background regarding software log instrumentation. Section 2.3 describes the overview of our systematic survey process and the summary of studied papers. Section 2.4 discusses three approaches to software log instrumentation. Section 2.5 discusses studies on LU integration. Section 2.6 presents studies on LC composition. Section 2.7 concludes this survey.

2.2 Background on Software Log Instrumentation

In this section, we will provide some background information regarding software log instrumentation. Software logging consists of two phases: (1) Log Instrumentation, which
concerns about the development of the logging code, and (2) Log Management, which concerns about the collection and the analysis of the generated log messages. Here we further explain the three steps in the log instrumentation phase, which is the focus of this survey:

1. **Logging Approach**: Logging is a cross-cutting concern, as the LC snippets are scattered across the entire system and tangled with the feature code [44]. In addition, logging incurs performance overhead [21] and if not careful may slow down the system execution and impact user experience. Hence, additional logging approaches have been proposed to resolve some of these issues. However, they also introduce additional problem(s). For example, although Aspect-Oriented Programming (AOP) improves the modularity of the LC snippets, it introduces steep learning curves of different programming paradigms and is difficult to generalize individual logging concerns into rules [45]. Developers have to first decide which logging approach to adopt for their SUS before instrumenting their SUS with LC.

2. **LU Integration**: Instead of directly invoking the standard output functions like `System.out.print`, developers prefer to instrument their systems using LUs like SLF4J [46] for Java and spdlog [47] for C++ for additional functionalities like thread-safety (synchronized logging in multi-threaded systems) and verbosity levels (controlling the amount of logs outputted). While integrating LUs, developers have to address the following two concerns: what-to-adopt: different LUs provide different functionalities [45]. Depending on the actual usage context, developers may integrate existing third party LUs or develop their own; and how-to-configure: each project may contain one or more LU(s), each of which has many different configuration options. It is important to configure LUs effectively, so that the SUS can produce high quality log messages during runtime.

3. **LC Composition**: Once the developers integrate the LU(s), they need to insert LC into the SUS in order to expose various state and behavior of the SUS during runtime. While composing LC, developers have to address the following three concerns: where-to-log: determining the appropriate logging points; what-to-log: providing sufficient information in the LC; and how-to-log: developing and maintaining high quality LC.

### 2.3 An Overview of Our Systematic Survey

In this section, we will first describe our systematic survey process in Section 2.3.1. Then we will summarize our survey results in Section 2.3.2. Finally, we will explain the differences of our survey against existing work in Section 2.3.3.

#### 2.3.1 Our Process

A systematic survey is a type of literature review, which uses systematic approaches to identifying and analyzing the primary studies related to a particular research topic [43]. The
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main benefits of conducting a systematic survey are: (1) the results of selected studies are less likely to be biased, since it applies a pre-defined search strategy; (2) the search process is documented so that the study could be easily replicated.

Here we briefly describe our systematic survey process. In addition to “logging” and “instrumentation”, we also include the word “tracing” as our search keywords, as “logging” and “tracing” are used interchangeably in the research literature and practice. For example, “trace” is usually a common verbosity level defined in many LUs to capture information flow through the SUS [48, 49]. In addition, many tracing frameworks [50, 51, 22] also use the term “logging” to record various runtime behavior of the SUS. Hence, in order to capture all the possible related work, we search IEEE Xplore, ACM, and DBLP publication repositories with the root form of these three words: log, trace, and instrument. We then manually check the search results by employing the following inclusion and exclusion criteria:

1. We exclude all the papers that only study the issues in the log management phase. For example, there are many studies focusing on log analysis (e.g., [52, 53, 19]) and log abstraction (e.g., [54, 55]), which are not relevant to this survey.

2. We only include the papers that are published in software engineering or computer systems related venues, as our target audience is software practitioners or researchers.

3. Since we are only focusing on SUS, which sits on top of operating systems and are connected by computer networks, we will exclude papers that focus on the logging at the kernel (e.g., [56]) or network levels (e.g., [57]).

After we gather the first batch of papers, we further apply the snowballing method [58] from the references of these papers as well as looking through the papers which cite them. This process results in a total of 69 papers, which match our criteria. To verify the completeness of the surveyed papers, the final results include all the papers we knew beforehand that are related to software log instrumentation (e.g., [10, 36, 8]).

2.3.2 Summary

We performed our paper collection process on October 30, 2019. Figure 2.2 illustrates the number of related papers between these 23 years (1997 - 2019), as the first research paper in this area [59] appears in 1997. There is a clear increasing trend in terms of number of research papers over the years on this topic. In particular, the research interests in this area spiked after 2012, as 62% (43) of the studied papers have been published since then.

After carefully studying each paper, we have identified nine challenges, which are further grouped into the following four major categories. Note that some papers may touch on multiple challenges.

1. **Usability** refers to the log instrumentation techniques that facilitate the adoption of various logging techniques. There are two specific challenges in this category:
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Figure 2.2: Software log instrumentation papers from 1997 to 2019.

(a) Configurability (2 papers) refers to the challenge on whether the studied paper provides support to ease the configuration process of various log instrumentation techniques.

(b) Performance Overhead (4 papers) refers to the challenge on whether the study aims to minimize the slowdown caused by logging.

2. LC Quality refers to the log instrumentation techniques that improve various development aspects of LC. This category consists of the following three challenges:

(a) Clarity (3 papers) refers to the challenge on making LC easy to understand and less ambiguous to both developers and operators.

(b) Maintainability (17 papers) refers to the challenge on supporting the maintenance and evolution of LC, as LC is scattered across the entire system and tangled with the constant evolving feature code.

(c) Consistency (10 papers) refers to the challenges on ensuring uniform styles of logging across different components of SUS.

3. Diagnosability refers to the log instrumentation techniques that support the analysis and debugging tasks of various functional and non-functional problems. This category consists of the following two challenges:

(a) Failure Diagnosis (12 papers) refers to the challenges associated with providing sufficient logging information to diagnose functional failures.
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Figure 2.3: Paper distribution classified by associated challenges.

(b) Performance Analysis (19 papers) refers to the challenges associated with providing sufficient logging information to detect and debug performance problems.

4. Security Compliance refers to the log instrumentation techniques that address the safety or legal concerns of SUS. This category consists of the following two challenges:

(a) Auditing (2 papers) refers to the challenge on recording a serial of security relevant events in order to meet various legal regulations like Sarbanes-Oxley Act of 2002 [25].

(b) Forensic Analysis (2 papers) refers to the challenges on recording the user activities to support investigations on criminal activities like intrusion or fraud detection.

Figure 2.3 shows the distribution of studied papers by the challenges they tackle. Note that they do not add up to 69, as some papers tackle multiple challenges. Majority of them focus on the diagnosability (45%) or LC quality (43%) aspects. Few papers tackle the usability (9%) or security (6%) challenges associated with logging.

In the next three sections (Section 2.4, 2.5, and 2.6), we will explain the proposed solutions and discuss their limitations throughout the three steps of the log instrumentation phase.

2.3.3 Comparing Against Existing Surveys

There are three existing work [60, 61, 62] which are related to our survey.

Rong et al. [60] conducted a systematic review on the log instrumentation practices of conventional logging. However, they did not cover other logging approaches or discuss the
techniques in LU integration. Furthermore, compared to [60], we have placed each studied paper in the context of associated challenges so that practitioners or researchers can easily locate the relevant techniques to adopt and understand their limitations if any.

Sambasivan et al. [61] conducted a survey on distributed tracing systems, which are logging frameworks to support monitoring and diagnose problems for distributed systems. They examined the features of 15 frameworks (e.g., preserving causal relationships or visualization) and focused on the diagnosability aspect of the log instrumentation techniques. Our survey covers all the general logging approaches, which include distributed tracing. In addition, on top of diagnosability, we have identified and examined additional challenges (e.g., usability and security) associated with logging.

Candido et al. [62] conducted a systematic review on logging techniques for contemporary software monitoring. They have mainly discussed four dimensions: log engineering, log infrastructure, log analysis, and log platforms. Log engineering is only focusing on logging code composition of conventional logging, while our survey not only discusses other logging approaches, but also covers LU integration. The rest of the three studied dimensions are all related to the phase of log management, which is not the focus of this survey. Furthermore, monitoring is only one task that logging deals with, while we examined other challenges such as configurability and clarity.

2.4 Logging Approach

There are three general logging approaches: conventional logging, rule-based logging, and distributed tracing. Section 2.4.1 provides an overview of these three approaches. Section 2.4.2 discusses the proposed solutions from these logging approaches that address various logging challenges. Section 2.4.3 summarizes our findings and presents some open problems associated with logging approaches.

2.4.1 An Overview of Three General Logging Approaches

Table 2.1 compares these approaches among the following six dimensions:

Table 2.1: Comparison among three logging approaches.

<table>
<thead>
<tr>
<th></th>
<th>Conventional Logging</th>
<th>Rule-based Logging</th>
<th>Distributed Tracing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Who</strong></td>
<td>SUS developers</td>
<td>SUS developers</td>
<td>Library developers</td>
</tr>
<tr>
<td><strong>Filtering</strong></td>
<td>Verbosity level</td>
<td>Verbosity level</td>
<td>Sampling</td>
</tr>
<tr>
<td><strong>Format</strong></td>
<td>Free form</td>
<td>Free form</td>
<td>Structured</td>
</tr>
<tr>
<td><strong>Domain</strong></td>
<td>General</td>
<td>General</td>
<td>Distributed systems</td>
</tr>
<tr>
<td><strong>Flexibility</strong></td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td><strong>Scattering</strong></td>
<td>High</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

...
• **Who** refers to the type of developers responsible for performing the log instrumentation tasks. The SUS developers are mainly responsible for the log instrumentation tasks if they adopt the conventional or rule-based logging approaches. If the SUS imports third-party libraries, they may need to configure the LUs within these libraries in order to gain the full picture of the SUS behavior during runtime. Please refer to Section 2.5 for details. On the contrary, third-party library developers are the ones responsible for most of the log instrumentation tasks if they adopt distributed tracing approach. Only if needed, SUS developers may add additional LC in the SUS.

• **Filtering** refers to the process of removing the unwanted log messages during runtime in order to reduce overhead. The verbosity level is used in conventional and rule-based logging to indicate the severity of LC. While in distributed tracing, sampling is adopted to filter log messages. The sampling decision can be controlled by pre-defined probability, rate or even adaptive. Please refer to Section 2.5.2 for details.

• **Format** refers to the requirements on the structure and the contents of the generated log messages. Instrumenting free form LC is mostly adopted in conventional and rule-based logging. On the other hand, distributed tracing utilities record the information in a more structured way. For example, key-value pair is a popular paradigm to structure the generated log messages.

• **Domain** refers to the categories of applicable SUS for each logging approach. Conventional and rule-based logging can be applied in almost any types of SUS, while distributed tracing is mostly adopted in distributed systems.

• **Flexibility** refers to the feasibility and the effort needed for a particular logging approach to be applied under various instrumentation scenarios. Conducting conventional logging is most flexible, as SUS developers can insert LC in any program points. Instrumenting LC in distributed tracing is less flexible, as most of the LC snippets are in the boundaries of software components. Rule-based logging is the least flexible, because the locations of LC snippets need to follow pre-defined rules.

• **Scattering** refers to the spread of the instrumented LC snippets across the code base by adopting a particular logging approach. The degree of scattering of LC in conventional logging is high, because of its high flexibility. On the other hand, LC snippets in rule-based logging and distributed tracing is less scattered, as its locations follow designated rules (e.g., beginning of a method) or certain patterns (e.g., before an RPC call).

To better describe the three logging approaches, we will explain them by going through a running example. The log instrumentation scenario is to record the behavior of a web server while trying to authenticate users. We have realized this logging concern with all three approaches as illustrated in Figure 2.4.
Figure 2.4: An example of user authentication scenario instrumented with three general logging approaches.
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Conventional Logging

The code snippet using the conventional logging approach is shown in Figure 2.4(a). Before we can instrument the system with LC snippets, we have to first import the LU(s), which provides functionalities of conventional logging. As shown from line 1 and 2 of the code snippet, we use Log4J library [63], a popular LU for Java-based systems. Then a logging object, which is responsible for performing the log instrumentation in the rest of this example, is created at line 4. Line 6 and 11 show two lines of LC snippets, which record the user names and their IP addresses before and after the authentication process. Similar to standard I/O methods like System.out.println or System.err, an LC snippet contains static texts and dynamic contents. In addition, it also contains a logging object as well as a verbosity level to control the amount of outputted log messages. Take the LC snippet at line 6 as an example. The four components are highlighted in different colors: the logging object (logger) in red, the verbosity level (info) in yellow, the static texts ("Received from client") in green, and the dynamic contents (req.userName) in grey.

A sample snippet of the generated log messages are shown in Figure 2.4(d). In addition to the static texts and dynamic contents, each log message also contains basic information like timestamp and the location of the logging code. Similar to the natural language text, the resulting log messages are usually loosely formatted and cannot be easily parsed by the computer programs [64].

Conventional logging is very easy to setup and the resulting LC snippets can be placed in almost anywhere in the SUS. However, there are two main issues concerning conventional logging: (1) Cross-cutting Concerns: the resulting LC snippets are scattered across the entire system and tangled with the feature code [65, 66, 67, 44]. This results in challenges on developing and maintaining high quality LC, while the SUS evolves. To resolve this issue, rule-based logging approach is introduced (Section 2.4.1). (2) Lack of Execution Context: It is very challenging to correlate log messages from different processes or even machines [68]. This is especially the case for large-scale distributed systems. Hence, distributed tracing is introduced (Section 2.4.1).

Rule-based Logging

Different from the conventional logging approach, in which the LC inter-mixes with the feature code, the rule-based logging approach generalizes the logging behavior by specifying a set of rules. This greatly improves the modularity of the LC and hence provides a much better support for developers to track and maintain their LC while the SUS evolves.

Aspect-Oriented Progamming (AOP)-based logging is one of the most commonly used rule-based logging techniques. AOP is a programming paradigm, which is designed to improve modularity by reducing the amount of cross-cutting concerns [44], one of which is software logging. AOP-based logging has been used to support diagnosing functional failures [65, 67]. Developers define rules through aspect files. A typical aspect file consists of pointcuts and advice. A pointcut is to define the point of execution where the cross-cutting concern (e.g. logging) needs to be applied. An advice is the additional code (e.g. LC) instrumented.
Figure 2.4(b) continues our running example by using the AspectJ LU, which is a very popular AOP-based approach for Java-based systems. The file LogAspect.java acts as the aspect file. The rules (a.k.a., instrumented points) are defined through the Java annotation at line 5. In this example, the annotation @Around means both the beginning and the end of the methods will be instrumented. The value within the brackets specify the instrumented methods. In this example, the method with name authentication within class MyServer will be instrumented. The instrumented code is defined at line 7 and line 9, which outputs the same log messages as the conventional logging example. The file Server.java does not include any LC, as all the LC is modularized and specified in the aspect files. As shown in Figure 2.4(e), the same log messages will be outputted during runtime.

On one hand, rule-based logging enables developers to separate rules with actual instrumentation. Updating LC is easy, as developers only need to revise the rules without modifying code at multiple locations. This improves the modularity of the LC. On the other hand, rule-based logging lacks flexibility, as LC cannot be instrumented at anywhere due to the implementation limitation [45, 69, 70].

**Distributed Tracing**

Although it’s flexible and easy to perform conventional logging, the resulting log messages are free-formed text, which cannot be easily cross-linked across different process or even machines. This will be a major problem for distributed systems, in which one scenario may be executed on multiple machines. To cope with this challenge, distributed tracing is introduced. Different from conventional logging, in which developers of SUS mainly perform the log instrumentation activities, library developers are mainly responsible for the task of log instrumentation. Although developers of SUS can perform additional log instrumentations, their main task is to import the tracing library and perform some setup actions. As a result, the generated log messages are structured and can be connected by a set of common variables. In the context of distributed tracing, these structured log messages are connected together also referred as an end-to-end trace. For brevity, we call this as trace in the rest of this section.

Figure 2.4(c) continues our running example by using distributed tracing as our log instrumentation approach. This example uses OpenTracing, a very popular LU supporting distributed tracing-based logging approach [71]. For the code snippet at the top of Figure 2.4(c), a tracer object and a traced server instance are created at line 3 and line 5, respectively. Other than this, there are no additional log instrumentation efforts required from SUS developers. The actual LC composition is done by the library developers whose code snippet is shown at the bottom of Figure 2.4(c). They implement TracedServer, which extends the original Server class and overrides two important methods: onReceive and onSend. These two methods will be invoked when receiving a request and sending a reply, respectively.

A typical trace in the context of distributed tracing consists of multiple log messages which are connected together. These connected log messages form a complete request workflow. In
OpenTracing, such log messages are called spans. In both the client side and the server side, library developers compose the span log using APIs like `span.log`. These spans are passed from the client side to the server side by certain communication protocols (e.g., HTTP), so that spans from both ends can be connected. In this way, a complete trace recording information from both ends can be generated. In our example, we only show the code at the server side because the tracing code at the client side is similar. To notice, inside method `onReceive`, where we receive the client’s request, we extract the context data that is sent from the client at line 10. At line 11, we create the span as a child of the span that we extract from the client. At line 13, we store the same message as the example in conventional and rule-based logging. After the request is processed, inside the `onSend` method, the span log at line 32 will be sent to the client.

The generated traces are shown in Figure 2.4(f). As we can see, the traces are structured in JSON format. JSON stores information in a key-value fashion. For example, the recorded information of the LC snippet at line 13 has two keys: `Client` and `Message`. The key (Client) corresponds to the runtime information: the `userName` of the request, and the key (Message) corresponds to the static texts describing the logging context. Compared to conventional and rule-based logging, log messages generated by distributed tracing are more structured. The related log messages can easily be linked across different machines by the associated `traceID`.

2.4.2 Challenges and Proposed Solutions

Below we present various challenges and their proposed solutions during the logging approach step:

- **Usability - Performance Overhead**: To reduce the I/O cost associated with conventional logging, techniques have been proposed to delay the output of log messages only when needed. NanoLog [72] is a nanosecond scale logging system implemented in C++. It first statically analyzes the source code during compilation time and generates a compression function for each LC snippet. During runtime, only the compact log messages would be generated. The full textual version of the log messages will only be generated during the post-processing time. In this way, NanoLog can achieve 1-2 order of magnitude faster than conventional logging libraries (e.g., Log4J 2 [63], spdlog [47]). Similarly, Log++ is a logging system which optimizes the logging performance for the Node.js platform by postponing log generation offline.

- **LC Quality - Maintainability**: One of the main issues associated with rule-based logging is the steep-learning curve associated with the supporting LUs [45]. To cope with this issue, two techniques have been proposed:
  
  - **Rule Generalization**: Cinque et al. [73, 74] summarize eight general rules for log instrumentation by studying system design artifacts such as architectural models and UML diagrams. They abstract these artifacts into a system representation
model, which consists of the interactions among a set of entities in the system. Then they propose a set of rules to log key interactions which could cover the needed data for failure diagnosis. These rules are proposed to meet the needs of diagnosing four types of functional failures: (1) service error, (2) service complaint, (3) interaction error, and (4) crash error. For instance, service errors refer to errors that a service is unable to reach an exit point. To handle such kind of errors, the event of service start and end must be logged. Crash errors refer to any abnormal stop of an entity. To handle such errors, a heartbeat log needs to be periodically invoked to monitor the service execution. Such rules can be used to guide developers to perform their rule-based log instrumentation activities.

- **Specifying Logging Concerns**: In order to ease the migration for conventional logging to rule-based logging approach, Bruntink et al. [75] and Mohammadian et al. [76] propose frameworks to easily express logging concerns in a moduralized manner.

### 2.4.3 Summary and Open Problems

In this section, we have presented three logging approaches: conventional logging, rule-based logging, and distributed tracing. In addition, we also describe several proposed solutions to address the usability and maintainability related challenges. Below we present two open problems in this area:

- **Best Practices**: There are no well documented guidelines on suggesting the appropriate logging approaches under specific scenarios. It is worthwhile to extract and generalize all the logging needs by studying the existing commercial and open source projects. Different logging approaches can be evaluated under these different logging needs in order to provide a systematic guideline on the best practices of using different logging approaches.

- **Migration**: Although rule-based and distributed tracing-based logging bring additional benefits compared to conventional logging, a study [45] shows that majority of the software projects still adopt the conventional logging approaches. The key issue is associated with steep learning curve and high migration effort [70, 69]. It is worthwhile to investigate the issues and concerns associated with migrating of logging approaches so that researchers and logging framework developers can provide better tool support for the migration process.

### 2.5 LU Integration

Instead of directly invoking the standard output functions like `System.out.print`, developers prefer to instrument their SUS using LUs (e.g., SLF4J [46] for Java and spdlog [47] for C++) due to additional functionalities like thread-safety (synchronized logging in multi-threaded
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2.5.1 What-to-Adopt

With the increasing amount of LUs available in the wild [45], integrating appropriate LUs according to the requirements of individual SUS is important. The problem of what-to-adopt focuses on this matter with regard to the maintainability and security compliance of LUs. After that, it is also important to configure these LUs to increase their usability.

Modern software often leverage the functionalities provided by the LUs to instrument their SUS. A study [45] on 11,194 Java-based GitHub projects shows that there are more than 3,000 LUs being adopted in the wild. For example, many developers adopt LUs like Log4j [77] and Apache Commons Logging [78] to instrument their Java-based SUS [79]. Furthermore, many of these projects adopt multiple LUs or even implement their own LUs in order to address one or more of the following challenges:

- **Usability - Configurability**: One of the main reasons behind the adoption of multiple LUs in many large-sized projects is due to the import of third party libraries, which internally use LUs [45]. Additional LUs are developed in order to configure and control the logging behavior from third party libraries when using conventional and rule-based logging. In distributed tracing, the third-party libraries are pre-instrumented with LUs. Developers only need to import the instrumented versions of third-party libraries to enable logging, which is easy to configure because all the traced libraries can adopt the same interface [71]. It also works well within an industry environment. As illustrated in [50], almost all of the applications in Google use the same threading model, control flow and RPC libraries, which makes the instrumentation applicable to every SUS which adopts these libraries.

- **LC Quality - Maintainability**: Although many projects use general-purpose LUs, some LUs are used specifically for improving the maintainability of the LC. For example,
LUs like AspectJ [44], which realizes the rule-based logging approaches, support better modularization of the LC. Other LUs like JBoss logging [34] that enables the SUSs to easily support multiple human readable languages in the log messages. LU migration [80] is quite common in open source projects. Developers migrate the LUs for better flexibility, performance, and maintenance. However, 28.6% of the LU migration attempts are aborted due to various reasons. Over 70% of the successfully migrated projects may suffer from post-migration bugs.

- **Security - Auditing**: Some projects (e.g., Hadoop) develop their own LUs to better support auditing. Auditing log messages are generally more structured compared to the regular log messages.

### 2.5.2 How-to-Configure

LUs contain many different configuration options. They can be related to controlling the amount of log messages outputted, or the location of the log files, and the size of the log files. Solutions are proposed for the following challenges:

- **Usability - Configurability**: Zhi et al. [81] analyze the evolution of logging configurations of 10 open source Java-based projects in GitHub and 10 industrial projects. They find that the names of loggers are changed frequently due to inconsistencies. Inspired by this finding, they propose a static checking technique to identify inconsistent loggers by comparing the contents of the loggers in the configuration files and in the source code files.

- **Usability - Performance Overhead**: One of the main issues associated with logging is the performance overhead incurred to the SUS. Many LUs (e.g., Google’s Dapper [50] or Facebook’s Canopy [51]) implementing distributed tracing-based logging approaches usually support sampling, which is a technique to selectively generate and preserve log messages in order to reduce the runtime overhead. There are three types of sampling techniques: head-based sampling; tail-based sampling; and unitary sampling [82, 61]:

  1. **Head-based Sampling**: The sampling decision is made at the beginning of every trace. It either preserves the whole trace (including every trace point), or no trace at all. Head-based sampling techniques can be further divided into:

     - **Probability sampling** makes the sampling decision based on a pre-defined probability. For example, the rate of 0.1% means one out of one thousand traces are preserved. This is the most basic sampling technique, which is used by many distributed tracing-based LUs.
     
     - **Rate-limit sampling** makes sampling decision based on a pre-defined sampling rate. For example, if the sampling rate is 100 traces per minute, only 100 traces will be preserved per minute regardless of the current throughput.
2.6 LC Composition

The last step of log instrumentation is LC composition. There are three sub-steps in LC composition:

1. The step of **where-to-log** is about deciding the appropriate logging points. Various studies [10, 9, 83, 32, 8] have shown that logging is pervasive in software development process. Developers usually rely on their experience or gut feelings when deciding on the logging points in the source code. On one hand, logging too little will hinder the diagnosability of log messages. For example, missing logging statements in exception
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Adaptive sampling dynamically adjusts the sampling decisions during runtime. For example, Dapper [50] is able to tune the probability of sampling for each individual service based on the workload traffic.

2. Tail-based sampling makes the sampling decision at the end of each trace. Compared to head-based sampling, it can make a more informed decision after all the collected traces are available. Hence, developers can pay more attention to the traces that may contain anomalies, and discard the normal traces. However, tail-based sampling is not supported by many LUs due to its high resource requirements on memory/disks for temporarily storing all the generated traces.

3. Unitary sampling makes the sampling decision at every trace point. Hence, a complete trace cannot be recovered through this approach. This technique only has very limited usage scenarios.

2.5.3 Summary and Open Problems

In this section, we have discussed the challenges and proposed solutions associated with two common aspects on LU integration: what-to-adopt and how-to-configure. Below we present two open problems for this area:

- **LU Recommendation**: There are many LUs available in the wild, which provides various functionalities about software logging. In addition, new LUs are also constantly introduced. It is very important to provide developers’ suggestions on the appropriate LU(s) for the SUS in order to ensure all the logging needs are satisfied. Furthermore, as the SUS evolves over time, more suggestions are also needed on incorporating additional LUs or LU migrations.

- **LU Management**: Many large-scale projects use third party packages, in which imports LUs. It is necessary to effectively configure the LUs for the SUS as well as the LUs for their imported packages in order to gain full observability of the entire systems. Further research is urgently needed to develop tools or techniques to automatically manage the logging behavior across multlpe LUs in one SUS.

2.6 LC Composition

The last step of log instrumentation is LC composition. There are three sub-steps in LC composition:

1. The step of **where-to-log** is about deciding the appropriate logging points. Various studies [10, 9, 83, 32, 8] have shown that logging is pervasive in software development process. Developers usually rely on their experience or gut feelings when deciding on the logging points in the source code. On one hand, logging too little will hinder the diagnosability of log messages. For example, missing logging statements in exception
blocks will cause incomplete information of failures, making failure diagnosis more difficult [18]. Incomplete LC snippets also hinder developers’ understanding, hurting LC quality, since they can only recover ambiguous execution paths from the execution log messages [2]. On the other hand, although excessive logging, in which LC snippets are inserted everywhere in the source code, will provide rich runtime information, it will bring in huge performance overhead and high storage cost associated with the generated log messages. In addition, it is very challenging to diagnose problems by analyzing large volumes of log messages, most of which are not related to the problematic scenarios [84].

2. The step of **what-to-log** is about providing sufficient information in the three components of each LC snippet:

- **Verbosity level** specifies whether an LC snippet should be outputted during the execution of SUS. Choosing an appropriate verbosity level for an LC snippet is important. For example, if an LC snippet records information about a failed execution, the verbosity level should be set as **error** or **fatal**. If it is mistakenly set as **debug**, such log messages may not be outputted or even if they do, developers may neglect them. Such neglect could impact customer experience and negatively impact the product quality.

- **Static texts** describe the logging context in a human readable manner. Currently, developers are responsible for manually composing the static texts in the LC snippets. Poorly written or outdated static texts may cause confusion of the DevOps engineers and impact their various log analysis tasks.

- **Dynamic contents** reflect the state of SUSs during runtime. They are the results of executing variables and method invocations included in each LC snippet. It is important to record the necessary runtime information in order to satisfy various logging needs from the developers and operators.

3. The step of **how-to-log** is about developing and maintaining high quality LC, which is scattered across the entire system and tangled with the feature code. Although the rule-based logging approach provides better management of LC, many industrial and open source systems still choose to inter-mix LC with feature code [36, 85]. A study [37] shows that 20% - 45% of the LC has been changed at least once during their lifetime. The median number of days between an LC snippet is introduced and its first change ranges from 1 to 17 days. Unlike feature code, whose quality can be verified via testing, the correctness of LC is very difficult to verify. This can hinder program understanding or even cause runtime issues like crashes [7].

Many solutions have been proposed to address various challenges in these three sub-steps. Each solution focuses on a different type of challenge. We demonstrate all the proposed solutions, their associated challenges, and their applicable steps in Table 2.2. For example, to improve failure diagnosis, which is a type of usability challenge, program
analysis techniques are proposed during the where-to-log and what-to-log sub-steps. The research papers that propose these techniques are [18, 86, 87, 35]. In the rest of this section (Section 2.6.1, 2.6.2, 2.6.3, and 2.6.4), we will discuss each challenge and their associated solution(s) in details.

2.6.1 Usability - Performance Overhead

The main challenges associated with usability during the LC composition step is performance overhead. Various cost optimization-based techniques have been proposed to determine the optimal logging points (a.k.a., where-to-log) in the SUSs:

- **Information Theory**: To better recover execution paths using log messages, Zhao et al. [88, 2] propose Log20, which is a technique to automatically insert LC snippets. In order to evaluate such capability, the concept of entropy is used. Entropy is originated from Shannon’s information theory, The higher entropy, the more uncertain execution paths exist in a code block. At the same time, the performance costs of the instrumented LC snippets should not exceed a customized threshold to minimize performance overhead. The best logging points are those that resolve the most uncertainty during problem diagnosis within an acceptable range of performance overhead.

- **Constraint Solving**: To dynamically control the performance overhead, Ding et al. [21] propose a constraint solving method to determine the optimal logging points which incur minimum performance overhead with maximum amount of runtime information. This approach provides a configuration, which dynamically adjusts the types of log messages outputted during runtime based on the performance of SUS.

- **Statistical Modeling**: To better monitor the performance of SUS, Yao et al. propose Log4Perf [89] to suggest logging points. They first build performance models by running performance tests. Through these models, source code snippets that are performance influencing are identified. For all the methods in the source code, the entry points and the exit points are instrumented with LC snippets. After re-executing the performance tests, the methods that cost constant execution time are identified and their corresponding LC snippets are removed. The remaining set of LC snippets will assist developers for diagnosing and optimizing system performance by increasing the visibility of performance issues.

2.6.2 Diagnosability

There are two objectives within the diagnosability challenge: failure diagnosis and performance analysis. Program analysis-based solutions are proposed to address the challenges of improving failure diagnosis, whereas end-to-end based solutions are used for better performance analysis. Both types of proposed solutions are used during the where-to-log and what-to-log sub-steps.
Table 2.2: The challenges and the proposed solutions in LC composition step.

<table>
<thead>
<tr>
<th>Category</th>
<th>Objectives</th>
<th>Techniques</th>
<th>Steps</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Usability</strong></td>
<td>Performance overhead</td>
<td>Cost optimization</td>
<td>where-to-log</td>
<td>[88, 2, 89, 21]</td>
</tr>
<tr>
<td></td>
<td>Failure diagnosis</td>
<td>Program analysis</td>
<td>where-to-log</td>
<td>[18, 86, 87]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>what-to-log</td>
<td>[35, 90]</td>
</tr>
<tr>
<td><strong>Diagnosability</strong></td>
<td>Performance analysis</td>
<td>Causality tracking</td>
<td>where-to-log</td>
<td>[59, 91, 92, 93,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>what-to-log</td>
<td>94, 95, 96, 97,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98, 99, 100, 101,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>50, 20, 102, 22,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>51, 103]</td>
</tr>
<tr>
<td><strong>LC Quality</strong></td>
<td>Clarity</td>
<td>NLP/Visualization</td>
<td>what-to-log</td>
<td>[104, 105]</td>
</tr>
<tr>
<td></td>
<td>Maintainability</td>
<td>History-based</td>
<td>how-to-log</td>
<td>[36, 38, 106]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>where-to-log</td>
<td>[8, 107, 108, 109,</td>
</tr>
<tr>
<td></td>
<td>Consistency</td>
<td>ML/Cloning</td>
<td>what-to-log</td>
<td>110, 111]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>how-to-log</td>
<td>[48, 112, 113]</td>
</tr>
<tr>
<td><strong>Security/Compliance</strong></td>
<td>Forensic analysis</td>
<td>Heuristics</td>
<td>what-to-log</td>
<td>[115, 116]</td>
</tr>
</tbody>
</table>
Failure Diagnosis
Program analysis is a technique, which analyzes the behavior of SUSs automatically through static or dynamic analysis [117, 118]. Both types of program analysis techniques have been used to support better diagnosis of functional failures:

- **Static analysis**-based solutions analyze source code without executing the SUSs. There are many program analysis tools, which automatically scan through the source code of SUS, output abstract representations like ASTs (abstract syntax trees) and call graphs, and reveal deficiencies in the source code. For example, call graphs can be analyzed further in order to identify logging points which are suitable for failure diagnosis. Yuan et al. have conducted two prior work to improve failure diagnosis by leveraging static analysis [18, 35]. For example, they investigate 250 bug reports and characterize exception patterns that need additional logging [18]. A static checking tool, Errlog, is proposed to scan the code base for these types of exception blocks and automatically instrument LC snippets to record the error locations and error context. They also propose LogEnhancer [18], to instrument additional variables in the existing LC snippets. These variables are extracted by statically analyzing the control flow and data flow of the source code of SUS, so that log messages can contain complete runtime information to closely replay and diagnose the failure context. Different from the above approaches, in which the logging points are suggested manually one-by-one. SmartLog [119] is proposed to automatically instrument LC snippets by leveraging the data mining techniques on the static analysis results. The context (e.g., residing functions) of LC snippets are analyzed to generate log intention models. The log intention models represent the logging descisions (a.k.a., whether this LC snippet is logged or not logged) of a code snippet. Data mining models are then trained on such dataset and used subsequently to suggest program points for log instrumentation.

Static analysis-based solutions can improve the diagnosability of the generated log messages. The advantage is that they can be applied off-line without running SUS. It is also easier for developers to understand the reasons behind each logging point. The disadvantage is that it requires great manual efforts in terms of deriving the patterns.

- **Dynamic Analysis**-based solutions suggest logging points by analyzing the runtime behavior of SUSs. Compared to static analysis-based solutions, dynamic analysis-based solutions need to execute the SUS. The output data generated by the execution is then analyzed for various tasks. The ambiguous and missing information in the outputs lead back to logging suggestions. Hence, dynamic analysis-based solution usually consists of three steps:

1. **Running SUS under different settings**: Developers can inject customized faults into the SUS, or just run with common workloads. The goal of this step is to collect output data, such as log messages, stack traces, and memory dumps.
2. **Log analysis**: The goal of this step is to check whether the current output data is capable of diagnosing failures. If not, the missing information indicates the potential logging points and what key variables need to be recorded.

3. **Update instrumentation**: Additional instrumentation will be performed on the SUS. Then the same experiments from step 1 will be executed again. The goal of this step is to evaluate if the newly instrumented LC can improve the failure diagnosis process.

There are three proposed techniques that leverage dynamic analysis-based solutions to suggest additional logging points. For example, Cinque et al. [86] propose a technique to increase the failure diagnosability of log messages. They first inject faults into three popular open source systems and execute the SUS to collect log messages and memory dumps. Analyzing the output data, they summarize the top 10 frequent executed functions from halt failures and silent failures. Additional LC snippets are inserted into these functions. Crameri et al. [87] also propose similar techniques to suggest which branches to log. They first repeatedly execute the SUS with different inputs using a symbolic engine. After each run terminates, they record the constraints between the symbolic variables and the executed branches. Additional log instrumentation is performed by identifying the associations of executed branches and variables. Jia et al. [90] propose an approach to inserting LC snippets to ease fault localization. They first run the SUS with injected faults. Then they compare the log messages between successful runs and failed runs to identify key variables to log.

**Performance Analysis**

Modern software systems are complex, consisting of multiple software components across various layers. With the increasing popularity of cloud native applications and microservices, one system could contain hundreds or thousands of small services, many of which are developed by different engineering teams. Conducting performance analysis through conventional or rule-based logging on this type of software system is very hard, as the resulting log messages may lack contextual information to build the causality among the logged events. Hence, to enable thorough end-to-end performance analysis, the causality tracking technique is proposed. In particular, causality tracking is conducted in two ways [82, 61]:

- **Schema-based techniques**: Schema-based techniques correlate the related log messages based on manually designed rules [91, 93, 94, 92]. Developers need to design event schemas to join individual event to recover a complete request. For example, event A and event B shares the same value of variable x, event B and event C share the same value of variable y, then event A, B, and C will be joined. The causality is decided by the timestamp of the events.

- **Propagation-based techniques**: Propagation-based techniques track the causality within a request by passing the context metadata between instrumented components. A
complete trace of a request can be comprised of multiple log messages linked by the metadata. The metadata contains a unique global trace ID. The metadata is propagated as the request flows from one component to another one. Apart from the global trace ID, it usually records the necessary information such as parent ID to keep the causality relations between individual trace. The format of metadata needs to follow a certain standard or protocol so that both the senders and receivers can pack and unpack the information.

Most of the modern distributed tracing frameworks adopt propagation-based techniques instead of schema-based techniques. The reasons are three folds:

- **Performance Overhead**: Schema-based techniques do not support sampling, because they cannot decide which log messages to be discarded without compromising the ability to conduct the join operations. Hence, for SUS that generates a large volumes of log messages every day, it would be too expensive to adopt schema-based techniques.

- **Generalizability**: Propagation-based techniques are general across different SUSs. On the contrary, for schema-based techniques, developers need to implement the join schema for every different SUS based on its characteristics, which can be time consuming and error-prone.

- **Real-time feedback**: Schema-based techniques are mostly conducted offline after all the log messages have been collected. For systems that need monitoring or online analysis and detection, propagation-based techniques are more appropriate.

### 2.6.3 LC Quality

Various solutions have been proposed at different sub-steps to address the three specific challenges (clarity, maintainability, and consistency) associated with LC quality:

**Clarity**

The static texts in LC act as descriptions for developers and operators when they read log messages for understanding what is going on under the hood. Hence, it is important to clearly describe the context of specific logging scenarios in each LC snippet to avoid confusion.

- **Natural Language Processing (NLP)**: He et al. [104] conduct a study on characterizing the static texts of logging code. They use n-gram language model to calculate the repetitiveness of static texts. They find that static texts in logging code are endemic, i.e., LC within the same file or in the same context tend to use similar static texts to describe the program behavior. Inspired by this finding, they propose a technique to automatically generate static texts in each LC snippet. They first extract the code snippet that contains the LC snippet. Then they search for the most similar code snippet in the code base by comparing the edit distances. The static texts of the LC snippet in that code snippet is then used as the texts of the candidate LC snippet.
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- **Visualization:** Other than misleading static texts, missing variables can also cause difficulty in understanding runtime behavior. As many post analysis, manual or automated, require that log messages can be correlated through a set of variables. A technique [105] has been proposed to add missing variables of LC snippets by analyzing the visualization of log messages. The first step is to create a graphical representation of log messages, i.e., the identifier graph, since each log message may contain various identifiers. The log messages with same identifiers are correlated. As the identifiers can be missing, inconsistent, or ambiguous, the identifier graph [105] is used to visualize the deficiencies. For example, a log message with insufficient identifiers will lead to missing edges in the graph, where the semantics of the source code show that the edge should exist. Based on the observation, suggestions can be proposed to improve the quality of LC snippets.

**Maintainability**

Outdated LC exists for a variety of reasons. First, as LC is mostly done manually, human errors (e.g., typos in the static texts) can happen. Furthermore, as LC scatters across the entire code base and cross-cuts with the feature code, it is hard to keep track of them efficiently. As the SUS evolves rapidly, developers may forget to update the LC accordingly along with feature code. Hence, techniques to automatically maintain LC are needed. Existing work [36, 38, 106] mainly rely on the past development history to guide the maintenance of LC. They usually consist of the following steps:

1. Examine the development history, e.g., code changes and issue reports.
2. Characterize the code changes that are fixing logging code issues.
3. Extract anti-patterns (a.k.a., common problems) from the previous step and implement automated tools to detect them.

Depending on the type of studied development artifacts, there are three kinds of techniques:

- **Commit-based:** Chen and Jiang [36] propose the first work on characterizing and detecting anti-patterns in the logging code. They find six anti-patterns in the logging code by carefully studying the code commits of popular and well maintained open source projects. Their anti-patterns are implemented inside LCAnalyzer, which is a static analyzer to flag outdated LC snippets.

- **Source code-based:** Li et al. [38] focus on a specific type of anti-patterns in LC: duplicate logging code smells. They uncover five types of duplicate logging code smells by studying the source code of four popular open source projects. They propose a tool, DLFinder, to detect the instances of duplicate logging code smells.

- **Issue report-based:** Instead of analyzing the commit history or the source code releases, Hassani et al. [106] study log-related issue reports and propose seven root causes of these issues. They subsequently implement a tool to detect these issues.
Consistency

Another method to maintain the quality of LC is to ensure the consistency between the existing and the newly added LC snippets. The rationale is that many mature projects with long history tend to have high quality of LC, as their resulting log messages are extensively used and examined already. There are two approaches proposed to ensure the consistency of the LC:

• **Machine Learning:** Recently, machine learning techniques become widely adopted in software engineering tasks [120]. It makes suggestions or predictions based on data [121]. As logging is pervasive in software [10, 9], datasets are readily available for applying machine learning techniques to automatically make decisions.

Depending on the objectives of tasks, there are two common types of ML: supervised learning and unsupervised learning. Supervised learning requires the training data to have readily available labels and predicts the labels of new data. On the other hand, unsupervised learning does not require the training data. It is mostly used for deriving patterns in a dataset.

– **Supervised learning** techniques are adopted for assisting LC composition, as the objectives are labelling if a code snippet should be logged (where-to-log) or if a particular variable/verbosity level should be used for logging (what-to-log). The general process usually consists of the following four steps: (1) **Data gathering:** This step is to collect training data for performing the tasks. The training data consists of a set of instances with labels; (2) **Feature engineering:** This step is to extract features that are to describe the instances. These features are the input for the machine learning models; (3) **Model building:** This step is to build machine learning models from the labeled training data. The parameters are tuned in this step to improve the model performance; and (4) **Making predictions:** This step is to apply the model on new data to predict the labels. This step is the final output of the supervised learning process.

Supervised learning techniques have been applied in the following two sub-steps in the LC composition phase:

* **Predicting where-to-log:** Fu et al. [8] propose a technique to predict if a code snippet should be logged. In particular, they focus on two types of code snippets: catch blocks and return-value-check blocks. Each logged or unlogged code snippets are collected and labeled. Contextual keywords, such as the residing function name, are then collected as the features. A decision tree model is built for the task based on the collected features. Zhu et al. [107] propose LogAdvisor, which improves the previous technique by collecting more types of features. Their features include structural features, which are the contextual keywords, the textual features, which are generated by transforming the code snippet into stemmed words, and the syntactic features, which are
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the properties of the code snippets such as the total lines of the code snippet. Lal et al. also propose a technique with a different feature set to predict addition of LC snippets in the catch blocks [108] and if code blocks [109]. Li et al. [110] propose a technique to infer if a method needs to be logged. They first extract the topic of a method using topic models. The topics are automatically created using the co-occurrences of words in code snippets. They then find that the topic of a method is an important feature for the model, which provides additional explanatory power for ML models, improving both AUC and accuracy. They [111] also propose similar techniques to infer if a commit need just-in-time change for LC snippets.

* Predicting what-to-log: Other than being used for predicting if a code snippet should be logged, supervised learning techniques can also be used to predict the content of a LC snippet at the step of what-to-log. There are two areas of work depending on the types of logging components:
  
  · **Verbosity levels:** Li et al. [48] propose to recommend the most appropriate verbosity level for newly-added LC snippet. Since there are more than two verbosity levels for an LC snippets, they build an ordinal regression model for this task. They gather the training data from development histories. File metrics, change metrics, and historical metrics are used for features. Results show that the model performs better than random guessing. Important features that impact the verbosity levels include the characteristics of the containing block of a newly-added LC snippet and the number of existing LC snippets in the containing file. Kim et al. [113] also propose a classifier to validate verbosity levels. They use the word2vec model to generate the feature vectors.

  · **Dynamic Contents:** Liu et al. [112] propose a technique to recommend variables in LC snippets. Different from predicting a verbosity level, which have a fixed set of labels, variables in LC snippets are dynamic. This means that for each instance, the set of possible labels are not the same. To solve this issue, they first use neural networks to learn the proper representation of each program token, and then use a binary classifier to predict if the program token should be logged.

* Unsupervised learning is applied to assist the modification of LC snippets during the sub-step of how-to-log. Li et al. [114] propose that LC snippets with similar context tend to share similar modifications. Driven by this assumption, they implement LogTracker, a tool to automatically learn log revision rules. For each instance, the features are generated from the semantics of context. Then they apply agglomerative hierarchical clustering algorithm to group similar LC snippets. If a new instance’s features are similar to the features of instances within a cluster, a similar modification is then suggested.

· **Code Cloning:** The idea of the code cloning-based approach is to validate the quality of
LC by searching for similar LC snippets. For example, Yuan et al. [10] propose a code cloning-based technique to fix inconsistent verbosity levels in LC snippets. They first extract all the groups of code clones and identify the LC snippets within. If within the same clone group the LC snippets have inconsistent verbosity levels, at least one of them is incorrect. However, although straightforward and easy to implement, the capability of code cloning-based approaches is limited, as not every code snippet containing LC snippets has clones.

2.6.4 Security Compliance

King et al. [115] propose a heuristics-driven technique to identify whether a user event should be logged or not from the forensic perspective. Computer forensic is the practice of collecting data for legal purposes. These data is further exploited for investigation of crimes. Log messages are one of the important sources of the evidence [122]. They first extract verb-object pairs from natural-language artifacts such as specifications and requirement documents. Then they propose 12 heuristics-driven rules to identify the mandatory logging events (MLEs) from these verb-object pairs. They follow up by evaluating three methods [116] to identify MLEs: standards-driven, resource-driven, and heuristics-driven methods. A controlled experiment is conducted on 103 computer science students. Unfortunately, their results show that there is no recommended method, which out-performs the other two methods in a statistical significant level. Their study shows that more research is needed towards identifying correct MLEs.

2.6.5 Summary and Open Problems

There are various solutions proposed to address the challenges in the three sub-steps of LC composition: where-to-log, what-to-log, and how-to-log. Below we describe a few open problems in this area:

• *Can we effectively bootstrap logging practices?* So far, many studies aiming to improve logging practices are dependent on the existing logging practices of the studied projects. However, there are many software projects with few or even no LC snippets. It remains a challenge how to bootstrap logging in these projects.

• *Can we evaluate the effectiveness of logging practices?* Currently, there are no standards in evaluating the effectiveness of logging practices. Defining metrics, such as test coverage to testing effectiveness, should be developed to evaluate logging practices from different dimensions such as usability, diagnosability, etc. Such metrics can shed lights on identifying opportunities to improve the quality of logging.

• *Can we provide benchmarks for improving logging code composition?* Chen et al. [123] have conducted the first attempt to extract the Logging-Code-Issue-Introducing (LCII) changes by mining the projects’ historical data. Every LCII change corresponds to a potential logging issue. Such a dataset can be very useful for interested researchers.
to develop new techniques in the area of *how-to-log*. However, more benchmarks are needed for evaluating solutions in the other two sub-steps of LC composition solutions.

## 2.7 Conclusion

Software logging is used widely by developers for a variety of purposes. Log instrumentation is about the development and maintenance of logging code. This is the first phase in software logging and happens before log management. Unfortunately, unlike log management, which has extensive tool support, there are little research and practice done in the area of log instrumentation. This survey aims to summarize the challenges that developers face when conducting log instrumentation. In particular, for each step (logging approach, LU interaction, and LC composition) in the log instrumentation phase, we describe their challenges and the proposed solution techniques. To ease replicability and further study on this survey, we have provided our dataset at [13].
Chapter 3

Extracting and Studying the Logging-Code-Issue-Introducing Changes in Java-based Large-Scale Open Source Software Systems

3.1 Introduction

Execution logs, which are usually readily available for large-scale software systems, have been widely used in practice for a variety of tasks (e.g., system monitoring [16], problem debugging [18], remote issue resolution [3], test analysis [19], and business decision making [5]). Execution logs are generated by executing the logging code (e.g., `Logger.info("User " + userName + " logged in")`) that developers have inserted into the source code. There are typically four types of components in a snippet of logging code: a logging object, a verbosity level, static texts, and dynamic contents. In the above example, the logging object is `Logger`, the verbosity level is `info`, the static texts are `User` and `logged in`, and the dynamic content is `userName`.

It is very challenging to develop and maintain high quality logging code for constantly evolving systems for the following two reasons: (1) **Management**: software logging is a cross-cutting concern, which tangles with the feature code [44]. Although there are language extensions (e.g., AspectJ [11]) to support better management of logging code, many industrial and open source systems still choose to inter-mix logging code with feature code [9, 32, 10]. (2) **Verification**: unlike feature code or other types of cross-cutting concerns (e.g., exception handling or configuration), whose correctness can be verified via software testing; it is very challenging to verify the correctness of the logging code. Figure 3.1 shows one such issue in the logging code. In the Hadoop DFSClient source code, the variable name was changed from `LEASE_SOFTLIMIT_PERIOD` to `LEASE_HARDLIMIT_PERIOD` in version 4078. However, the developer forgot to update the static text from `soft-limit` to `hard-limit`. Such issues are very hard to be detected using existing software verification techniques, except conducting...
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careful manual code reviews. Developers have to rely on their intuition to compose, review, and update logging code. Most of the existing issues in logging code (e.g., inconsistent or out-dated static texts, and wrong verbosity levels) are discovered and fixed manually [9, 10].

<table>
<thead>
<tr>
<th>V 4078:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOG.warn(&quot;Failed to renew lease for &quot; + clientName + &quot; for &quot;+ (elapsed / 1000)+ &quot; seconds (&gt;= soft-limit =&quot;+ (HdfsConstants.LEASE_HARDLIMIT_PERIOD / 1000)+ &quot; seconds.) &quot;+ &quot;Closing all files being written ...&quot;,e)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>V 5956:</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOG.warn(&quot;Failed to renew lease for &quot; + clientName + &quot; for &quot;+ (elapsed / 1000)+ &quot; seconds (&gt;= hard-limit =&quot;+ (HdfsConstants.LEASE_HARDLIMIT_PERIOD / 1000)+ &quot; seconds.) &quot;+ &quot;Closing all files being written ...&quot;,e)</td>
</tr>
</tbody>
</table>

Figure 3.1: An example of an issue in the logging code [124].

Most of the existing research on logging code focuses on “where-to-log” (a.k.a., suggesting where to add logging code) [21, 8, 107] and “what-to-log” (a.k.a., providing sufficient information in the logging code) [80, 6, 35]. There are very few work tackling the problem of “how-to-log” (a.k.a., developing and maintaining high quality logging code). Low quality logging code can hinder program understanding [6], cause performance slow-down [125], or even system crashes [7]. Unlike other software engineering processes (e.g., refactoring [126] and release management [127]), there are no well-established logging practices in industry [8, 32]. Our previous work [36] is the first study, which characterizes and detects anti-patterns (common issues) in logging code by manually examining a sample of the logging code changes from three open source projects. Six anti-patterns in the logging code (ALC) were identified. The majority (72%) of the reported ALC instances, on the most recent releases of the ten open source systems, have been accepted or fixed by their developers. This clearly demonstrates the need for this area of research. However, one of the main obstacles facing researchers is the lack of the available dataset, which contains the Logging-Code-Issue-Introducing (LCII) changes, as many issues in the logging code are generally not documented in the commit logs or in the bug reports. An LCII change is analogous to a bug introducing change [128]. It is a type of code change, which will lead to future changes (e.g., changing the static texts for clarification or lowering the verbosity levels to reduce the runtime overhead) to the corresponding logging code. For example, in Figure 3.1, the logging code change at version 4078 is the LCII change. This change introduced a bug in the logging code. The fix to this LCII change is at version 5956. Logging code changes which are co-evolved with feature code are not included as LCII changes.

In this chapter, we have developed a general approach to extracting the LCII changes by mining the projects’ historical data. Our approach analyzes the development history (historical code changes and bug reports) of a software system and outputs a list of LCII changes for further analysis. We have performed a few preliminary studies on the resulting LCII change dataset and presented some open problems in this area. The contributions of
this chapter are as follows:

1. Compared to [36], using our new approach, the resulting LCII changes are more complete. In [36], the authors assumed that only the independently changed logging code changes (a.k.a., the logging code changes which are not co-changed with any feature code changes) may contain fixes to the LCII changes. In this chapter, we have found that this assumption is invalid, as some fixes to the LCII changes may require feature code changes as well. Thus, rather than only focusing on the independently changed logging code, we extract the LCII changes from all the logging code changes.

2. Instead of manually identifying LCII changes as in [36], we have developed an adapted version of the SZZ algorithm [129], called LCC-SZZ (Logging Code Change-based SZZ), to automatically locate the LCII changes from their fixes. By leveraging this algorithm, we can extract the LCII changes among various code revisions.

3. To ease replication and encourage further research in the area of “how-to-log”, we have provided a large-scale benchmarking dataset, which contains 8,748 LCII changes from six large-scale open source systems, each consisting of six to ten years of development history [13]. Such a dataset, which is the first of its kind to the authors’ knowledge, can be very useful for interested researchers to develop new techniques to characterize and detect ALCs or to derive coding guidelines on effective software logging.

4. We have conducted some preliminary studies on the extracted LCII change dataset and reported four main findings: (1) both co-changed and independently changed logging code can contain fixes to LCII changes; (2) the complexity of the LCII changes and other logging code changes are similar; (3) it takes significantly longer to fix a logging code issue than a regular bug, and (4) although none of the existing techniques on detecting logging code issues perform well (< 3% recall), their detection results complement each other. Our findings clearly indicate the need in this area of research and demonstrate the usefulness of our approach and the provided dataset.

**Chapter Organization**

The rest of the chapter is organized as follows. Section 3.2 gives an overview about the extraction process for the LCII changes. Section 3.3, 3.4, and 3.5 illustrate the three phases of our extraction approach. Section 3.6 describes our preliminary studies on the extracted dataset. Section 3.7 presents the related work. Section 3.8 discusses the threats to validity. Section 3.9 concludes the chapter and describes some of the future work.
3.2 An Overview of Our Approach to Extracting the LCII Changes

In this section, we will explain our approach to extracting the LCII changes from the software development history. As shown in Figure 3.2, our approach consists of the following three phases:

1. **Phase 1 - Data gathering and data preparation** (Section 3.3): this is the data gathering and pre-processing phase. First, the versions of each source file are extracted from the source code repositories. Then, all the bug reports are downloaded for the studied project. Fine-grained code changes (e.g., function update, variable renaming, etc.) are identified between adjacent versions of the same files. Finally, heuristics are applied to automatically identify the changes which are related to the logging code.

2. **Phase 2 - Extraction of the fixes to the LCII changes** (Section 3.4): in order to identify the LCII changes, we first need to identify their fixes among all the logging code changes. In this phase, we extract the fixes to the LCII changes by carefully examining both the independently changed and co-changed logging code changes.

3. **Phase 3 - Extraction of the LCII changes** (Section 3.5): unlike the feature code changes in which each changed line can be traced back to a previous version, the process of identifying the LCII changes is different. As the logging code is tangled with the feature code, one line of logging code changes can be related to multiple feature code changes. For example, in one code commit, developers may update the static texts (due to method renaming) as well as the method invocations (due to changes in the method signatures) in one single line of the logging code. Hence, in this phase, we have developed an adapted version of the SZZ algorithm, called LCC-SZZ, to automatically identify LCII changes.

The next three sections (Section 3.3, 3.4, and 3.5) will explain the above three phases in details.
3.3 Phase 1 - Data Gathering and Data Preparation

We will first briefly describe the studied projects. Then we will explain our process to extract the logging code changes and bug reports.

### 3.3.1 Studied Projects

In this chapter, we focus our study on six popular Java-based open source software projects: Elasticsearch, Hadoop, HBase, Hibernate, Geronimo, and Wildfly. Table 3.1 provides an overview of the studied projects. These projects are from different application domains. The selected projects are either server-side or supporting component-based projects, since the previous study [9] showed that software logging is more pervasive and more actively maintained in these two categories than in client-side projects. Each studied project has one or more bug repositories (GitHub or Jira) as shown in the third column of Table 3.1. As shown in the fourth column of the table, all the selected projects have a relatively long development history: ranging between six to ten years. The fifth column (LCC) shows the total number of logging code changes throughout the development history. LCC stands for the Logging Code Changes. It refers to the code changes which are directly related to software logging. Additional/replacement/removal of a variable inside a debug statement, changes to the verbosity levels, or adding and removing the static texts are three examples of LCCs. Here we only focus on the direct changes to the logging code. For example, if only the condition outside a logging statement is changed, such change is not considered as an LCC, as the changes may related to some feature code changes. As we can see the logging code from all six projects are actively maintained: each containing thousands of logging code changes.

### Table 3.1: Studied projects.

<table>
<thead>
<tr>
<th>Project</th>
<th>Description</th>
<th>Bug Repository</th>
<th>Code History</th>
<th>LCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticsearch</td>
<td>Distributed analysis engine</td>
<td>GitHub</td>
<td>(2010-02-08, 2017-03-30)</td>
<td>2,781</td>
</tr>
<tr>
<td>Hadoop</td>
<td>Distributed compute platform</td>
<td>Jira</td>
<td>(2009-05-19, 2017-08-22)</td>
<td>2,652</td>
</tr>
<tr>
<td>HBase</td>
<td>Distributed database</td>
<td>Jira</td>
<td>(2007-04-03, 2017-05-05)</td>
<td>3,638</td>
</tr>
<tr>
<td>Geronimo</td>
<td>Server runtime</td>
<td>Jira</td>
<td>(2003-08-07, 2013-03-21)</td>
<td>1,019</td>
</tr>
<tr>
<td>Wildfly</td>
<td>Application server</td>
<td>Jira, GitHub</td>
<td>(2010-05-28, 2017-03-30)</td>
<td>3,401</td>
</tr>
</tbody>
</table>
3.4. PHASE 2  CHAPTER 3. LOGGING CODE ISSUE

There are two different types of data that we need to extract from the historical repositories in order to identify the LCII changes: the logging code changes, and the issue reports.

3.3.2 Logging Code Changes

All six studied projects use GitHub as their source code repositories. We wrote a script to automatically extract the code version history from the master branch. We only focused on the code changes committed to the master branch, as the logging code changes committed there had been carefully reviewed. The extracted data includes every version of every source code file, along with the meta information of each code version (e.g., the commit hash, the commit date, the authors, etc.). For every file, we then sorted these code versions by their commit timestamps. For example, if the file Foo.java was changed in two commits (hash:f4b214 and hash:a7cc6b), which correspond to the first and the second commits, it would result in two extracted versions named Foo_v1.java and Foo_v2.java.

We ran ChangeDistiller (CD) [130] to get the source code level changes between two adjacent versions. CD parses two adjacent versions (e.g., Foo_v1.java and Foo_v2.java) of the same file into Abstract Syntax Trees (ASTs) and compares the ASTs using a tree differencing algorithm. The output of CD contains a list of fine-grained code changes from four categories: insertion, deletion, update, and move. Since our focus is on the changes to the existing logging code, we only analyzed the updated code changes like update to a particular method invocation or update to a variable assignment.

Once we obtained the source code level changes, we applied keyword-based heuristics to filter out the non-logging code changes. We searched for commit messages which include the words like “log”, “trace”, and “debug”. We ruled out the changes which contained the mismatched words like “dialog”, “login”, etc. We also excluded the logging code which did not print any messages (e.g., logging verbosity level setting statement like log.setLevel(org.apache.log4j.Level.toLevel(level))). Such keyword-based heuristics have been used in many of the previous studies (e.g., [9, 36, 8, 131, 10]) to identify logging code changes with high precision.

3.3.3 Issue Reports

The studied projects use two kinds of bug tracking systems: Jira and GitHub. For Jira-based projects (Hadoop, HBase, Hibernate, Geronimo, and Wildfly), we followed a similar approach in [9] to crawl the Jira reports using the provided Jira APIs. For Elasticsearch and Wildfly, their issues are managed through GitHub in the form of pull requests and GitHub issues. We used the public APIs to crawl the related GitHub data.

3.4 Phase 2 - Extraction of the Fixes to the LCII Changes

We have categorized the logging code changes into the following two categories:
• **co-changed logging code**, in which the logging code is updated together with the corresponding feature code. In [36], there is an assumption that the fixes to the LCII changes only exist in the independently changed logging code. It is not clear whether such an assumption is valid or not.

• **independently changed logging code**, refers to the logging code changes which are not classified as co-changed logging code changes. Unlike the co-changed logging code changes, which are generally updated along with the feature code, independently changed logging code is usually about fixing LCII changes. However, it is not clear whether all the independently changed logging code is actually used to fix the LCII changes.

In the previous study [9], we have identified the following eight scenarios of the co-changed logging code changes: (1) co-change with condition expressions, (2) co-change with variable declarations, (3) co-change with feature methods, (4) co-change with class attributes, (5) co-change with variable assignment, (6) co-change with string method invocations, (7) co-change with method parameters, and (8) co-change with exception conditions. We encoded these rules to automatically identify the co-changed logging code changes. The remaining logging code changes belong to the independently changed logging code changes.

In the rest of this section, we will explain our process to extract fixes to the LCII changes by mining the independently changed and co-changed logging code changes. During this process, we will validate the above two assumptions.

### 3.4.1 Extracting Fixes to the LCII Changes from the Co-changed Logging Code Changes

We extract fixes to the LCII changes from the co-change logging code changes by leveraging the information contained in the filed bug reports. Usually, developers would include the bug report IDs in the commit logs for traceability [132] and code review [133]. For example, in Hadoop, there is a commit with the commit log stating the following: “HADOOP-15198. Correct the spelling in CopyFilter.java. Contributed by Mukul Kumar Singh.”. This commit refers to the bug ID HADOOP-15198, whose details can be found by searching this Jira ID online ([https://issues.apache.org/jira/browse/HADOOP-15198](https://issues.apache.org/jira/browse/HADOOP-15198)). Hence, we extracted the bug IDs mentioned in the commit logs to link to the corresponding Jira issues. Then we performed keyword-based filtering to only include the bug reports which addressed the logging issues by searching the subject of the issue reports with keywords like “logging”, “logs”, and “logging code”.

We did not search the same keywords in the bug description and the comments sections. Many of the reported issues include logs or logging code in their bug descriptions or comments as an artifact to help facilitate developers to understand or reproduce the reported issues. Thus, searching through these two sections would cause too much noise in the resulting dataset. For example, Hadoop issue HADOOP-12666 [134] is about “Support Microsoft Azure Data Lake” and in the discussion, someone pasted a code snippet which contained logging
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code. However, this issue report is obviously not related to the issues in logging code. Hence, to avoid too many false positives, we chose to only match those keywords in the title of the bug reports.

The six studied projects contain a total of 7,092 co-changed logging code changes. There are 553 (8%) co-changed logging code changes which are linked to the log-related issue reports. For each of these changes, we manually categorized their change types based on their intentions and whether they belong to the fixes to the LCII changes. There are 130 logging code changes, which are not related to the LCII changes. Figure 3.3 shows one such example from the Server.java file in the Hadoop project. This code change is linked to the Hadoop issue HADOOP-7358 [135]. The attribute of the call object was changed from id to callId. However, the bug report was about improving “log levels when exceptions caught in RPC handler”, which is not related to this logging code changes. After filtering such irreverent changes, we ended up with 423 co-changed logging code changes, which are fixes to the LCII changes.

![Server.java from Hadoop (HADOOP-7358)](image)

Figure 3.3: An example of the co-changed logging code, which is linked to a log-related bug report. However, it is not a fix to an LCII change.

3.4.2 Extracting Fixes to the LCII Changes from the Independently Changed Logging Code Changes

There are a total of 9,018 independently changed logging code changes. Due to its sheer size, we can only manually examine a few sampled instances. We randomly selected 369 independently changed logging code changes for manual investigation. This corresponds to a confidence level of 95% with a confidence interval of 5%.

During our analysis, we found one scenario of the independently changed logging code changes, which are not fixes to the LCII changes. This type of logging code changes modifies the printing format (e.g., adding or removing spaces) without changing the actual contents. Figure 3.4 shows one such example. The only change for that logging statement in the new revision was adding a space after the word client in the static texts. There were no changes in any of the four logging components (logging library, verbosity level, static texts, or dynamic information). Hence, we automatically filtered out all the printing format changes from all the independently changed logging code changes using a script. We ended up with 8,325 (92%) independently changed logging code changes, which are fixes to the LCII changes.

We have further investigated the relation between the independently changed logging code changes and the reported log-related issues. We have located the issue IDs referenced in
the commit logs of these changes and tried to verify if these issue reports contained any log
related keywords in their titles. It turns out that only 10.4% of the independently changed
logging code changes have corresponding log-related issue reports. This verified our argument
in Section 5.1 that many issues in the logging code are generally not documented in the
commit logs or in the bug reports.

3.5 Phase 3 - Extraction of the LCII Changes

In the previous phase, we have generated a dataset which contains the fixes to the LCII
changes. In this phase, we will extract the code commits containing the LCII changes.

3.5.1 Our Approach to Extracting the LCII Changes

We used an adapted approach of the SZZ algorithm [129] to automatically identify the
LCII changes from their fixes. The SZZ algorithm [129] is an approach which automatically
identifies the bug introducing changes from their fixes. It first tags code changes to bug
fixing changes by searching for bug reports. Then it traces through the code revision history
to find when the changed code was introduced (bug introducing changes). There are many
follow-up work to further enhance the effectiveness of this approach [136, 128, 129]. However,
all these approaches are focused on identifying bugs in the feature code, directly applying
these approaches on the fixes to LCII changes may lead to incomplete or incorrect results.
Different from the feature code changes, one line of logging code changes can be related to
multiple previous lines of the logging code changes.

We will illustrate the problem of using the SZZ algorithm to locate the LCII changes using
an example shown in Figure 3.7. \( V_n \) represents the version of the file. The file was changed
through \( V_1 \) to \( V_{40} \) while the logging code was introduced at \( V_1 \) and subsequently was changed
at \( V_{20} \) and \( V_{40} \). The change at \( V_{40} \) is a fix to the LCII change since it corrected the verbosity
level from \text{info} to \text{fatal} in order to be consistent with the text \text{Fatal error}. In addition,
in the same change, the developer corrected a typo from \text{address} to \text{address} in the static
texts. By using the SZZ algorithm, we find out that the problematic logging code (at \( V_{39} \))
was introduced at \( V_{20} \). Therefore, we considered the LCII change to be at \( V_{20} \). However, after
examining the entire code revision history related to this logging code snippet, we noticed
that the logging code at \( V_{20} \) is not the only LCII change. There are two problems associated
with the logging code at $V_{20}$: the verbosity level and the static texts. The typo of the static texts was introduced in ($V_{20}$), and the verbosity level $\text{info}$ was introduced when the logging code was initially added ($V_1$). Hence, for fix version $V_{40}$, there are two LCII change versions: $V_1$ and $V_{20}$.

The main problem with the original SZZ algorithm is that it would consider logging code as one entity instead of treating the various components (logging object, verbosity level, static texts, and dynamic contents) of the logging code separately. To cope with this problem, we have developed an adapted version of the SZZ algorithm, called LCC-SZZ. There are two inputs for the LCC-SZZ algorithm: (1) a list containing the historical revisions of a particular snippet of the logging code, and (2) the versions at which the logging code are fixed to resolve the LCII change. The output of the LCC-SZZ algorithm is the version(s) of LCII change(s). The pseudo code of this algorithm is shown in Figure 3.5.

The whole process contains two steps: (1) formulating a list of component chains; and (2) finding the version(s) of the LCII change(s) for each fixed component.

In step 1, LCC-SZZ breaks down each version of that logging code snippet into various components. Each component has a type and a string representation. The type could be logging library, verbosity level, static texts, or dynamic information (e.g. variables, method invocations, etc.). The string representation is the value of that component. For example, the string representation of a variable is the variable name. We then track the historical changes for each component and formalize them as component chains. Therefore, for a list of logging code, we have multiple component chains and group them together as the component chain list. This step is done by the procedure $\text{CHAIN\_FORMULATION}$. In the beginning, the component chain list is created as an empty list on line 2. From line 3 to 6, the components for each version of that logging code snippet are extracted. Then this extracted data is transformed through the $\text{CHAIN\_FORMULATION}$ procedure. The inputs for $\text{CHAIN\_FORMULATION}$ are the extracted components from the logging code and the component chain list. The for loop on line 15 is used to iterate through all components to match with the existing component chains. The for loop on line 17 is used to iterate through all the component chains to see if the current component can be matched to any of them. As shown on line 18, the component needs to have the same type with the component chain. If the component type is logging library or verbosity level, it will be put into the corresponding component chain (shown from line 19 to 22); as each logging code snippet only contains one logging library and one verbosity level. For other types of components, they are analyzed using their string representations. The old and the new string representations of the component are checked to see if they are similar from line 24 to 29 based on the two following criteria: (1) if the string edit distance between the two component string representations is less than 3; or (2) if the length of the longest substring from the two component string representations are larger than 3. We choose the threshold value to be 3 based on a trial and error process. If either one of the above criteria is true, they are considered to be similar, and the current component is inserted to this chain as a new node. If there is no match found, we will initialize a new component chain with this component to be the head of the chain. This process is implemented on line 33. This component chain is then added to the component chain list. In the end, for a list of logging
code, we have formulated a list of component chains (i.e., the `component_chain_list`). In our example shown in Figure 3.7, the logging code list contains three lines of logging code: $V_1$, $V_{20}$, and $V_{40}$. There are two fix versions: $V_{20}$ and $V_{40}$. There are four component chains in the component chain list for this example. The component chain for the verbosity level is: “info($V_1$) ← info($V_{20}$) ← fatal($V_{40}$)”. The component chain for the variable is: “ipAddress($V_1$) ← ipComplexAddress($V_{20}$) ← ipComplexAddress($V_{40}$)”.

After the formulation of the component chain list, the next step (a.k.a., step 2) is to find the issue introducing version given a specified fix version. This process is explained in the procedure `EXTRACT_ISSUE_INTRODUCING_VERSION` starting from line 38. All the components which are changed in the fix version are retrieved. Then the components from the previous version of the fix version are picked, as they contain these issues. This step is implemented from line 40 to 43. For the components with issues in the previous version, the search continues until the first version when the issue appears is found. This process is implemented through the `while` loop on line 44. In our example, the fix versions are $V_{40}$ and $V_{20}$. In fix version $V_{40}$, both the verbosity level, and the static texts are changed. Hence, the previous version ($V_{20}$) is examined. In $V_{20}$, the verbosity level is `info` whose first appearance is in the initial version of this logging code snippet, $V_1$. Similarly, at $V_{40}$, the spelling of `address` is changed to `address`, and the first appearance of this issue is at $V_{20}$. Therefore, for fix version $V_{40}$, there are two issue introducing versions: $V_1$ and $V_{20}$. In fix version $V_{20}$, the variable `ipAddress` is changed to `ipComplexAddress`. The issue introducing version is $V_1$. Hence, the LCII change versions for fix version $V_{40}$ are $V_1$ and $V_{20}$. The LCII change version for fix version $V_{20}$ is $V_1$.

### 3.5.2 Evaluation

To evaluate and compare the effectiveness of the LCC-SZZ and the SZZ algorithms, we used an approach similar to [137]. First, we applied both algorithms on the fixes to the LCII changes. Then we compared the results of the two algorithms from the following three dimensions: (1) disagreement ratio between the results from the two algorithms; (2) the earliest appearance of the LCII changes; and (3) manual verification. The first dimension is a general estimation of how these two algorithms differ. The second dimension is concerned with the discrepancies between the two algorithms when compared to the estimates given by the development team. The third dimension is to estimate the accuracy by comparing against a human oracle.

#### The disagreement ratio between SZZ and LCC-SZZ

We calculated the disagreement ratio between the introducing versions generated by SZZ and LCC-SZZ. The results are shown in Table 3.2. In total, 12.7% of the results are different. Among the six studied projects, HBase has the largest difference ratio (16.8%) and Geronimo has the lowest difference ratio (8.8%).
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Algorithm 1 The pseudo code of the LCC-SZZ algorithm.

```
Input: logging_code_list, fix_version_list
1: procedure LCC_SZZ(logging_code_list, fix_version_list)
2:    component_chain_list ← []
3:    for logging_code in logging_code_list do
4:        extracted_components ← extract_components(logging_code)
5:        CHAIN_FORMULATION(extracted_components, component_chain_list)
6:    end for
7:    for fix_version in fix_version_list do
8:        for component_chain in component_chain_list do
9:            EXTRACT_ISSUE_INTRODUCING_VERSION(fix_version, component_chain)
10:       end for
11:    end for
12: end procedure

procedure CHAIN_FORMULATION(extracted_components, component_chain_list)
13:    for component in extracted_components do
14:        find_chain ← false
15:        for component_chain in component_chain_list do
16:            if component.type=component_chain.type then
17:                if component.type = LEVEL or component.type = LIB then
18:                    component_chain.add(component)
19:                    find_chain ← true
20:                    break
21:                end if
22:                latest_component ← latest_component(component_chain)
23:                if similar_string(component, latest_component) = true then
24:                    component_chain.add(component)
25:                    find_chain ← true
26:                    break
27:                end if
28:            end if
29:        end for
30:        if find_chain = false then
31:            init_new_chain(component, component_chain_list)
32:        end if
33:    end for
34: end procedure

procedure EXTRACT_ISSUE_INTRODUCING_VERSION(fix_version, component_chain)
35:    for component in component_chain do
36:        if component.version = fix_version then
37:            issue_component ← component.previous
38:            issue_component_content ← component.previous.content
39:            if issue_component_content != component.content then
40:                while issue_component.content = issue_component_content do
41:                    if issue_component.previous = null then
42:                        break
43:                    end if
44:                    issue_component ← issue_component.previous
45:                end while
46:            end if
47:            print issue_component.version
48:        end if
49:    end for
50: end procedure
```

Figure 3.5: Algorithm 1 - The pseudo code of the LCC-SZZ algorithm
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![Component Chains Diagram](image)

**Figure 3.6:** The resulting component chains.

```
V1: Log.info("Fatal error occur in execution: " + ipAddress);
(Logging code first introduced)

V20: Log.info("Fatal error occur in execution, address: " + ipComplexAddress);
(Update info and typo introduced)

V40: Log.fatal("Fatal error occur in execution, address: " + ipComplexAddress);
(Fix level and typo)
```

**Figure 3.7:** An example of the logging code changes.

#### Table 3.2: Difference ratio of computed introducing versions by SZZ and LCC-SZZ.

<table>
<thead>
<tr>
<th>Project</th>
<th>Same</th>
<th>Different</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticsearch</td>
<td>758 (90.5%)</td>
<td>80 (9.5%)</td>
<td>838</td>
</tr>
<tr>
<td>Hadoop</td>
<td>905 (87.8%)</td>
<td>125 (12.2%)</td>
<td>1,030</td>
</tr>
<tr>
<td>HBase</td>
<td>1,276 (83.2%)</td>
<td>257 (16.8%)</td>
<td>1,533</td>
</tr>
<tr>
<td>Hibernate</td>
<td>1,657 (83.5%)</td>
<td>328 (16.5%)</td>
<td>1,985</td>
</tr>
<tr>
<td>Geronimo</td>
<td>489 (91.2%)</td>
<td>47 (8.8%)</td>
<td>536</td>
</tr>
<tr>
<td>Wildfly</td>
<td>2,553 (90.3%)</td>
<td>273 (9.7%)</td>
<td>2,826</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>7,638 (87.3%)</td>
<td>1,110 (12.7%)</td>
<td>8,748</td>
</tr>
</tbody>
</table>
Table 3.3: Comparing the time from the earliest bug appearance and the LCII code commit timestamp.

<table>
<thead>
<tr>
<th>Project</th>
<th>After affected version (SZZ)</th>
<th>After affected version (LCC-SZZ)</th>
<th>Bug reports with affected version</th>
<th># of bug report</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadoop</td>
<td>41</td>
<td>29</td>
<td>286</td>
<td>407</td>
</tr>
<tr>
<td>HBase</td>
<td>27</td>
<td>25</td>
<td>87</td>
<td>397</td>
</tr>
<tr>
<td>Hibernate</td>
<td>2</td>
<td>2</td>
<td>141</td>
<td>332</td>
</tr>
<tr>
<td>Geronimo</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>32</td>
</tr>
<tr>
<td>Total</td>
<td>70 (13%)</td>
<td>56 (10%)</td>
<td>535</td>
<td>1,168</td>
</tr>
</tbody>
</table>

The earliest appearance of the LCII changes

The evaluation on the earliest LCII changes is to compare the results from the SZZ and LCC-SZZ algorithms with the estimates provided by the development community. This evaluation dimension is not meant to tell whether SZZ/LCC-SZZ is absolutely correct. Rather, it aims to point out the obviously incorrectly outputted changes. Within each bug report, there is a field called “affected-version” showing the versions of the project that the logging issue impacted. For example, in HDFS, a component of the Hadoop system, the Jira issue HDFS-4122 [138] shows the affected HDFS versions are 1.0.0 and 2.0.0-alpha. As the issue introducing date cannot be after the earliest affected version, we can use such a dataset to evaluate the SZZ/LCC-SZZ results. We consider the results from SZZ/LCC-SZZ to be incorrect if the resulting date reported by either algorithm is after the earliest affected version date. To notice, if the LCC-SZZ yields multiple version results, we use the date of the earliest version. For example, if the date of the earliest affected version is January 1, 2012 and the LCII changes outputted by the SZZ algorithm is October 1, 2012, we consider this output by the SZZ algorithm to be incorrect. However, if the resulting date is before the earliest affected version, we cannot judge the correctness of the outputted changes. Table 3.3 shows the details.

For Hadoop, HBase, Hibernate, and Geronimo, less than half \( \left( \frac{535}{1168} \times 100\% = 46\% \right) \) of the bug reports have valid data in the “affected-version” field. Using the SZZ algorithm, 13% of the computed versions are after the earliest affected versions (a.k.a., incorrectly identified LCII changes). Using the LCC-SZZ algorithm, this number reduces to 10%, which is a 30% improvement compared to the original SZZ algorithm. The majority of these improvements come from Hadoop, which also happens to contain the largest number of bug reports with valid data in the “affected-version” field.

Manual verification

To further evaluate the results, we did a stratified sampling on all the fixes to the LCII changes, and went through the logging code change history to find the commits where the
logging code snippets became issues. In this way, we generated a manually verified oracle dataset for the correctly identified LCII changes.

We calculated the difference ratio between the oracle and results from the SZZ/LCC-SZZ algorithms. The results are shown in Table 3.4. In total, we manually examined 368 fixes to the LCII changes and derived the oracle for code commits containing the LCII changes. 85% of the SZZ detecting results agree with the oracle while 93% of the LCC-SZZ results agree with the oracle. All of the LCII changes correctly identified by the SZZ algorithm are also correctly identified in the LCC-SZZ results.

For the case that both LCC-SZZ and SZZ failed, we manually examined a few of them. We found that the misclassified instances are mainly related to logging style changes. Figure 3.8 shows an example. The logging code style was changed to format printing from string concatenation. The logging code applied string concatenation style since introduction at version 658. Therefore, version 658 should be the LCII change version. However, there is a change from “Index ” to “index” (fixing typos) from version 658 to 715. Both SZZ and LCC-SZZ mistakenly label 715 as the version containing the LCII changes.

Table 3.4: Consistency compared to manual oracles.

<table>
<thead>
<tr>
<th>Project</th>
<th>SZZ</th>
<th>LCC-SZZ</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticsearch</td>
<td>25</td>
<td>29</td>
<td>35</td>
</tr>
<tr>
<td>Hadoop</td>
<td>37</td>
<td>41</td>
<td>43</td>
</tr>
<tr>
<td>HBase</td>
<td>53</td>
<td>60</td>
<td>64</td>
</tr>
<tr>
<td>Hibernate</td>
<td>75</td>
<td>76</td>
<td>84</td>
</tr>
<tr>
<td>Geronimo</td>
<td>20</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>Wildfly</td>
<td>105</td>
<td>115</td>
<td>119</td>
</tr>
<tr>
<td>Total</td>
<td>315</td>
<td>343</td>
<td>368</td>
</tr>
</tbody>
</table>

Figure 3.8: Examples of both SZZ and LCC-SZZ failed.
Summary: our evaluation results show that: (1) 13.6\% of the identified LCII changes obtained from the LCC-SZZ algorithm are different from the original SZZ algorithm; (2) when evaluating under the earliest appearance of the LCII changes, there are more incorrectly flagged results (3\%) by the SZZ algorithm compared to the LCC-SZZ algorithm; (3) the LCC-SZZ algorithm achieves 93\% accuracy when compared to the oracle, which is an 8\% improvement compared to results from the SZZ algorithm.

3.6 Preliminary Studies

In the previous sections (Sections 3.3, 3.4, 3.5), we have explained our approach to extracting the LCII changes and evaluated the quality of the resulting dataset (93\% accuracy based on manual verification). In this section, we will perform a few preliminary studies on this dataset to highlight the usefulness of such data and discuss some of the open problems. We want to study the characteristics of LCII changes by characterizing the intentions behind the fixes to the LCII changes (RQ1), studying the complexity of their fixes (RQ2), the duration to address these issues (RQ3), and the effectiveness of existing automated approaches to detecting logging code issues (RQ4). For each of the research question, we will describe our extraction process for the required dataset, explaining the data analysis process, and discuss its findings and implications.

3.6.1 RQ1: What are the intentions behind the fixes to the LCII changes?

In this RQ, we will characterize the intentions behind the fixes to the LCII changes. We intend to do this based on the two types of logging code changes from two dimensions: (1) what-to-log vs. how-to-log, and (2) co-changed logging code changes vs. independently changed logging code changes.

Data Extraction

Table 3.5 shows the break down of the total number of logging code changes and the number of fixes to the LCII changes. TL shows the total number of logging code changes; IND shows the number of independently changed logging code changes; IND_FIX shows the number of IND which are fixes to LCII changes; CO shows the number of co-changed logging code changes; CO_FIX shows the number of CO which are fixes to the LCII changes; and T_FIX shows the total number of fixes to LCII changes. For example, in Hadoop, out of 2,652 logging code changes, 1,030 (38.8\%) are fixes to the logging code changes. Out of these 1,030 fixes, 913 (88.6\%) are independently changed logging code changes and 117 (11.4\%) are co-changed logging code changes. Most of the independently changed logging code changes (92.3\%) are fixes to the LCII changes. However, when we look at the co-changed logging code changes, majority of them (94.0\%) are co-changes with the features code instead of fixes to
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<table>
<thead>
<tr>
<th>Project</th>
<th>TL</th>
<th>IND</th>
<th>IND_FIX</th>
<th>CO</th>
<th>CO_FIX</th>
<th>T_FIX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticsearch</td>
<td>2,781</td>
<td>1,004</td>
<td>818</td>
<td>1,777</td>
<td>20</td>
<td>838</td>
</tr>
<tr>
<td>Hadoop</td>
<td>2,652</td>
<td>1,121</td>
<td>913</td>
<td>1,531</td>
<td>117</td>
<td>1,030</td>
</tr>
<tr>
<td>HBase</td>
<td>3,638</td>
<td>1,497</td>
<td>1,413</td>
<td>2,141</td>
<td>120</td>
<td>1,533</td>
</tr>
<tr>
<td>Hibernate</td>
<td>2,619</td>
<td>1,958</td>
<td>1,921</td>
<td>661</td>
<td>64</td>
<td>1,985</td>
</tr>
<tr>
<td>Geronimo</td>
<td>1,019</td>
<td>652</td>
<td>527</td>
<td>367</td>
<td>9</td>
<td>536</td>
</tr>
<tr>
<td>Wildfly</td>
<td>3,401</td>
<td>2,786</td>
<td>2,733</td>
<td>615</td>
<td>93</td>
<td>2,826</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>16,110</td>
<td>9,018</td>
<td>8,325</td>
<td>7,092</td>
<td>423</td>
<td>8,748</td>
</tr>
</tbody>
</table>

Table 3.5: Summary of the fixes to LCII changes.

An Overview of the Data Analysis Process

Since there are only 423 co-changed logging code changes, which are fixes to the LCII changes, we manually studied all of them. On the other hand, there are much more independently changed logging code changes than the co-changed logging code changes (8,325 vs. 423). It would take too much time for us to examine all the instances manually. Hence, we only examined 367 randomly sampled instances. This sample size corresponds to a confidence level of 95% with a confidence interval of 5%. When selecting the sample instances for manual inspection, we applied the stratified sampling technique [9] to ensure the representative samples are selected and studied from each project. Using the stratified sampling approach, the portion of sampled logging code changes from each project is equal to the relative weight of the total number of independently changed logging code changes. For example, among the total 8,325 independently changed logging code changes from the six studied projects, 913 of them are from Hadoop. Thus, 40 (a.k.a., \(367 \times \frac{913}{8325}\)) of the manually studied independently changed code changes were selected from Hadoop. The detailed breakdown of our characterization results is shown in Table 3.6.

In total, we have characterized 4 intentions and 7 intentions behind the what-to-log vs. how-to-log dimension. Among co-changed logging code changes, 27% (\(\frac{114}{423} \times 100\%\)) are “Add Logging Guards (ALG)”, which is the most common intention. Among independently changed logging code changes, the majority of the fixes (\(\frac{255}{367} \times 100\% = 70\%\)) are for “Updating Logging Style (ULS)”. There are also other intentions. However, since the number of these intentions is small, we just grouped them into a category called “Others”. We will explain below using real-world code examples for each characterized intention.
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<table>
<thead>
<tr>
<th>Category</th>
<th>Rationale</th>
<th>Co-changed</th>
<th>Independently</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>What-to-log</strong></td>
<td>Adding More Information (AMI)</td>
<td>64</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td>CLArification (CLA)</td>
<td>84</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Fixing Language Problems (FLP)</td>
<td>14</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>Avoid Excessive Logging (AEL)</td>
<td>38</td>
<td>15</td>
</tr>
<tr>
<td><strong>How-to-log</strong></td>
<td>Checking Nullable Variables (CNV)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Changing Object Casting (COC)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Refactoring Logging Code (RLC)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Changing Output Format (COF)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Updating Logging Style (ULS)</td>
<td>82</td>
<td>255</td>
</tr>
<tr>
<td></td>
<td>Adding Logging Guards (ALG)</td>
<td>114</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Mess-up Commits in VCS (MCV)</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td><strong>Others</strong></td>
<td>-</td>
<td>27</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>-</td>
<td>423</td>
<td>367</td>
</tr>
</tbody>
</table>

Table 3.6: Our manual characterization results on intentions behind the fixes to LCII changes

Detailed Characterization of the Intentions behind the LCII changes

Here we will explain our detailed characterization of the intentions behind the LCII changes from the following three categories: what-to-log, how-to-log, and others.

Figure 3.9 shows the real world code examples for each intention for the fixes of the LCII changes behind the what-to-log category:

- **Adding More Information (AMI)**: extra information is added to the logging code for the purpose of providing additional contextual information. Both co-changed and independently changed logging code changes can have this intention. Figure 3.9(a) shows an example for co-changed logging code changes. A method `getClientIdAuditPrefix` is added in the newer version in order to provide additional runtime context [139]: “this (client IP/port of the balancer invoker) is a critical piece of admin functionality, we should log the IP for it at least ...”. An independently changed logging code changes, as shown in Figure 3.9(b), `this.serverName` was added to provide more information about the SplitLogWorker.

- **CLArification (CLA)**: to clarify the runtime context, some of the outdated or imprecise dynamic information (e.g., local variables or class attributes) is fixed. Both co-changed and independently changed logging code changes can have this intention. Figure 3.9(c) shows an example of the co-changed logging code changes. The variable `numEdits` is updated to `numEditsThisLog` to output a more accurate number of edits required for this logging context [140]. Figure 3.9(d) shows an example for the independently changed
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<table>
<thead>
<tr>
<th>Intention</th>
<th>Change Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AMI</strong></td>
<td>Co</td>
<td>LOG.info(&quot;SplitLogWorker starting&quot;);</td>
</tr>
<tr>
<td></td>
<td>Co</td>
<td>LOG.info(&quot;SplitLogWorker + this.serverName + starting&quot;);</td>
</tr>
<tr>
<td><strong>CLA</strong></td>
<td>Co</td>
<td>int numEdits = new FSEditsLoader(namesystem).loadFSEdits(new EditLogFileInputStream(editFile));</td>
</tr>
<tr>
<td></td>
<td>Co</td>
<td>System.out.println(&quot;Number of edits: &quot;+ numEdits);</td>
</tr>
<tr>
<td></td>
<td>Ind</td>
<td>LOG.info(&quot;Can't make a speculator -- check &quot;+ AMConstants.SPECULATOR_CLASS + &quot; + ex&quot;);</td>
</tr>
<tr>
<td><strong>FLP</strong></td>
<td>Co</td>
<td>private static final String AUTHZ_SUCCESSFULL_FOR = &quot;Authorization successful for &quot;;</td>
</tr>
<tr>
<td></td>
<td>Co</td>
<td>AUDITLOG.info(AUTHZ_SUCCESSFULL_FOR + user + &quot; for protocol=&quot; + protocol);</td>
</tr>
<tr>
<td></td>
<td>Ind</td>
<td>MetricsUtil.LOG.error(&quot;Unexpected attribute suffix&quot;);</td>
</tr>
<tr>
<td></td>
<td>Ind</td>
<td>MetricsUtil.LOG.error(&quot;Unexpected attribute suffix&quot;);</td>
</tr>
<tr>
<td><strong>AEL</strong></td>
<td>Co</td>
<td>LOG.error(&quot;Couldn’t verify if the referenced file still exists, keep it just in case&quot;)</td>
</tr>
<tr>
<td></td>
<td>Co</td>
<td>if (LOG.isDebugEnabled()) {</td>
</tr>
<tr>
<td></td>
<td>Co</td>
<td>LOG.debug(&quot;Couldn’t verify if the referenced file still exists, keep it just in case: &quot; + hfilePath);</td>
</tr>
<tr>
<td></td>
<td>Ind</td>
<td>LOG.info(&quot;Attempt #&quot; + numAttempt + &quot;/&quot; + numTries + &quot; failed all ops, trying resubmit,&quot; + &quot; tableName=&quot; + tableName + &quot; location=&quot; + location);</td>
</tr>
<tr>
<td></td>
<td>Ind</td>
<td>LOG.info(&quot;Attempt #&quot; + numAttempt + &quot;/&quot; + numTries + &quot; failed all ops, trying resubmit,&quot; + location);</td>
</tr>
</tbody>
</table>

Figure 3.9: The intentions behind various fixes to the LCII changes, which are related to **what-to-log**. For each intention, we have included real-world code examples.
logging code change. The variable `AMConstants.SPECULATOR_CLASS` was replaced by `MRJobConfig.MR_AM_JOB_SPECULATOR` to better reflect the reported error.

- **Fixing Language Problems (FLP):** the logging code is updated to fix typos or grammar mistakes in texts or dynamic information (e.g., class attributes, local variables, method names, and class names). Both co-changed and independently changed logging code changes can have this intention. Figure 3.9(e) shows an example for the co-changed logging code changes. The class attribute `AUTHZ_SUCCESSFULL_FOR` was misspelled, as reported in [141], and was corrected in the next revision. Figure 3.9(f) shows an example for the independently changed logging code changes. The word `attribute` in the static texts was misspelled and corrected to `attribute` in the next version.

- **Avoid Excessive Logging (AEL):** the logging code is updated to avoid excessive logging to reduce the runtime overhead. Both co-changed and independently changed logging code changes can have this intention. Figure 3.9(f) shows an example for the co-changed logging code changes. The verbosity level of the logging code was changed from `error` to `debug` and the logging guard was also added. This was to reduce the amount of logging to lessen the runtime overhead and the effort to analyze the log files [142]. Figure 3.9(h) shows an example for the independently changed logging code changes. The variable and the text `tableName` were deleted since the variable `location` already contained this information.

Figure 3.10 shows the real world code examples for each intention for the fixes of the LCII changes behind the how-to-log category:

- **Adding Log Guards (ALG):** the condition statements are added to ensure that the logs are only generated for some scenarios. Only co-changed logging code changes have this intention. Figure 3.10(a) shows one such example. The log guard `LOG.isTraceEnabled()` is added to ensure the corresponding generated logs got printed when the trace level logging is enabled in the configuration settings [143]. Such logging code changes are considered as fixes to the LCII changes, since these changes can improve software performance by preventing unnecessary creation of strings.

- **Updating Logging Style (ULS):** the logging code is updated due to the changes in the logging library/method/API. Both co-changed and independently changed logging code changes can have this intention. Figure 3.10(b) shows an example for the co-changed logging code changes. The new version of the logging code uses log-specific API (`methodInvocationFailed`) to generate logs as explained in the pull request [144] of the Wildfly project. This style is commonly used in some of the third-party logging libraries like JBoss [34]. Figure 3.10(c) shows an example for the independently changed logging code changes. The invoked method was changed from `trace` to `tracev`. The latter method requires the parameter to be formatted as `{0}` instead of string concatenation. Such changes can improve the readability of logging code and therefore ease the future maintenance activities on the logging code.
### Intention Change Type Example

<table>
<thead>
<tr>
<th>Intention</th>
<th>Change Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALG</td>
<td>Co</td>
<td></td>
</tr>
<tr>
<td>ULS</td>
<td>Co</td>
<td></td>
</tr>
<tr>
<td>CNV</td>
<td>Ind</td>
<td></td>
</tr>
<tr>
<td>COC</td>
<td>Ind</td>
<td></td>
</tr>
<tr>
<td>RLC</td>
<td>Ind</td>
<td></td>
</tr>
<tr>
<td>COF</td>
<td>Ind</td>
<td></td>
</tr>
<tr>
<td>MCV</td>
<td>Ind</td>
<td></td>
</tr>
</tbody>
</table>

**Example code snippets:**

(a) AnnotationBinder.java in Hibernate

```java
if (LOG.isTraceEnabled()) {
    LOG.trace("Add sequence generator with name: " + idGen.getName());
}
```

(b) AbstractInvocationHandler.java in Wildfly

```java
log.error(MESSAGES.methodInvocationFailed(t.getLocalizedMessage()), t)
```

(c) EnumType.java in Hibernate

```java
LOG.trace("Returning null as column " + names[0]);
LOG.tracerv("Returning null as column {0}", names[0]);
```

(d) EnumType.java in HBase

```java
LOG.info("Reassigning " + hris.size() + " region(s) that " + serverName + "");
LOG.info("Reassigning " + (hris==null?0:hris.size()) + " region(s) that " + serverName + "");
```

(e) NettyTransport.java in Elasticsearch

```java
logger.debug("binding server bootstrap to: {}", addresses);
logger.debug("binding server bootstrap to: {}", (Object)addresses);
```

(f) ProcessTree.java in Hadoop

```java
LOG.warn("Error executing shell command " + shexec.toString() + ioe);
LOG.warn("Error executing shell command " + shexec.toString() + ioe);
```

(g) ProcessServerShutdown.java in HBase

```java
LOG.debug("removing meta region " + info.getRegionName() + " from online meta regions");
LOG.debug("removing meta region " + Bytes.toString(info.getRegionName()) + " from online meta regions");
```

Figure 3.10: The intentions behind various fixes to the LCII changes, which are related to **how-to-log**. For each intention, we have included real-world code examples.
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- **Checking Null Variable (CNV):** the logging code is updated to check if the variable is null to prevent runtime failure. Only independently changed logging code changes have this intention. Figure 3.10(d) shows one such example. The null check of the variable `hris` was added to avoid the null pointer exception. Such changes improve the robustness of the logging code by preventing runtime failures caused by null pointer exceptions.

- **Changing Object Cast (COC):**
  the logging code is updated to change the object cast of a variable. Only independently changed logging code changes have this intention. Figure 3.10(e) shows one such example. An explicit cast was added to the variable `addresses` to improve the formatting of the output string. Such changes can improve the readability of logging code and therefore ease the future maintenance activities on the logging code.

- **Refactoring Logging Code (RLC):** the logging code is updated for refactoring purposes. Only independently changed logging code changes have this intention. Figure 3.10(f) shows one such example. For the variable `shexec`, both `Arrays.toString(shexec.getExecString())` and `shexec.toString()` would output the same string. Similar as the above fixes, such changes can improve the readability of logging code and therefore ease the future maintenance activities on the logging code.

- **Changing Output Format (COF):** the logging code is updated to correct the malformed output. Only independently changed logging code changes have this intention. Figure 3.10(g) shows one such example. The type of return value of `info.getRegionName()` is `Byte`. If it is outputted directly, it will not be human readable. Hence, it was wrapped by the method `Bytes.toString()` to improve the readability and maintainability of the logging code.

- **Mess-up Commits in VCS (MCV):** the logging code is updated due to mess-up commits in version control systems (VCS). Only independently changed logging code changes have this intention. Figure 3.10(h) shows one such example. The static text `region` was deleted at first and then added back. This is because developers first merged commits from another branch and later reverted the change. Such changes are mainly logging code maintenance activities. They may or may not improve the quality of the logging code.

Some fixes to the LCII changes are due to other reasons. Figure 3.11 shows one such example. The system functionality has been changed from renaming to moving as stated in the bug report [145]. Thus, the logging texts are updated as well. However, the numbers for these intentions are very small. Hence, we grouped these together into one category (“Others”).
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<table>
<thead>
<tr>
<th>Intention</th>
<th>Change Type</th>
<th>Example</th>
</tr>
</thead>
</table>
| OTH       | Co          | \begin{verbatim}
            LOG.error("The endTxId of the temporary file is not less than the " +
            "last committed transaction id. Aborting renaming to final file" + finalFile)
        \end{verbatim} |

 Files.move(tmpFile.toPath(), finalFile.toPath(), StandardCopyOption.ATOMIC_MOVE);
 LOG.error("The endTxId of the temporary file is not less than the " +
          "last committed transaction id. Aborting move to final file" + finalFile)

(a) Journal.java in Hadoop (HDFS-11448)

Figure 3.11: An example of fixes to LCII changes due to other reasons.

Breakdown for fixes to LCII changes per project

We further break down the characterization of the fixes to the LCII changes for each of the studied project. The results are shown in Table 3.7.

In general, ULS is the biggest group in three out of six projects (Hibernate, Geronimo, Wildfly). CLA is the biggest group in Elasticsearch (27%) and HBase (24%). In Hadoop, the biggest group is ALG. When we look among the intentions in the what-to-log category, CLA is the biggest category in five out of the six studies projects and AMI is the second biggest. This shows that developers tend to clarify or add additional information when they fix logging code issues related to what-to-log. In how-to-log, ULS is the biggest category in four out of six projects. The second biggest intention is ALG. There are less than 1% MCV instances due to the merging issue in the version control systems.

Summary

**Findings:** Contrary to our previous study [36], both co-changed and independently changed logging code changes can contain fixes to the LCII changes. The majority of the fixes to the LCII changes are from the independently changed logging code changes. In total, there are ten different intentions behind the fixes to the LCII changes: four are related to what-to-log, and seven are related to how-to-log. Among them, “Clarification” and “Updating Logging Style” are the top two intentions.

**Implications:** Our current approach to characterizing the fixes to the LCII changes is done manually. This is very time consuming and prevents us from studying larger datasets. Advanced text analysis approaches like topic modeling or natural language processing can be helpful to automatically cluster related code fixes and provide summarizations.

3.6.2 RQ2: Are the fixes to the LCII changes more complex than other logging code changes?

In the previous RQ, we have characterized the intentions behind different fixes to the LCII changes. In this RQ, we intend to compare the complexity between the fixes to the LCII
Table 3.7: Our manual characterization results on the intentions behind the fixes to the LCII changes

<table>
<thead>
<tr>
<th>Category</th>
<th>Rationale</th>
<th>Elasticsearch</th>
<th>Hadoop</th>
<th>HBase</th>
<th>Hibernate</th>
<th>Geronimo</th>
<th>Wildfly</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AMI</td>
<td>8</td>
<td>29</td>
<td>42</td>
<td>0</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>CLA</td>
<td>15</td>
<td>30</td>
<td>44</td>
<td>9</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>FLP</td>
<td>10</td>
<td>14</td>
<td>19</td>
<td>2</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>AEL</td>
<td>12</td>
<td>15</td>
<td>24</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>What-to-log</td>
<td>CNV</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>ROC</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>RLC</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>COF</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>ULS</td>
<td>10</td>
<td>23</td>
<td>13</td>
<td>77</td>
<td>19</td>
<td>195</td>
</tr>
<tr>
<td></td>
<td>ALG</td>
<td>0</td>
<td>38</td>
<td>17</td>
<td>57</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>MCV</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Others</td>
<td>-</td>
<td>0</td>
<td>5</td>
<td>22</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>-</td>
<td>56</td>
<td>157</td>
<td>185</td>
<td>146</td>
<td>32</td>
<td>214</td>
</tr>
</tbody>
</table>
changes and other logging code changes. Since there are no existing metrics available to quantify the logging code change complexity, we have defined a complexity metric (the number of changed components of the logging code) to characterize how complex a logging code change is. Each logging code snippet contains four components: the logging library, the verbosity level, statics texts, and dynamic invocations. A logging code change is more complex, if there are more types of components changed together. The most complex logging code change is that all the components of a logging code snippet have been changed. On the other hand, some logging code changes only involve component position changes without actual content changes. For example, the following logging code snippet

```java
log.info("text" + var);
```

could be changed to

```java
log.info("text", var);;
```

since none of the components’ contents have been changed. For such changes, the value of the complexity metric is “0”.

### Data Extraction

For each logging code change, we tracked whether any logging components have been changed using the heuristics similar to our previous work [9, 36] and calculated their change complexity metrics defined above.

### Data Analysis

Table 3.8 shows the breakdown of different components for the fixes to the LCII changes and other logging code changes. Generally, there are large differences in three out of four components. 27.5% of the fixes to LCII changes contain logging library changes, while only 5.1% of the other logging code changes contain logging library changes. The portion of verbosity level changes in the fixes to the LCII changes and other logging code changes are 46.4% versus 8.2%. While the fixes to LCII changes contain more logging library changes and verbosity level changes, only 14.4% of them contain dynamic content changes. On the other hand, 78.6% of other logging code changes contain dynamic content changes. For static text changes, fixes to the LCII changes and other logging code changes are similar (42.9% versus 47.1%). For fixes to the LCII changes, the verbosity level changes rank first while dynamic content changes rank first in other logging code changes. Static text changes are ranked second in both types of logging code changes.

Table 3.9 shows the complexity of the logging code changes for each project. The majority of logging code changes are “1 type” changes (72.9% in the fixes to the LCII changes and 66.8% in other logging code changes). The second largest category is “2 types” logging code changes, 21.9% and 27.9% for the fixes to the LCII changes and other logging code changes, respectively. For “3 types” and “4 types” logging code changes, they only make up 4.8% and 5.3% of the fixes to the LCII changes and other logging code changes. There are 0.5% fixes to the LCII changes categorized as “0 type” changes. Hence, in terms of change complexity, fixes to the LCII changes and other logging code changes are similar.

Here we further examined the top two most types of most frequently occurred complexity changes: “1 type” and “2 types” changes. The results for the “1 type change” are shown in Table 3.10. For each component, there are two columns. The column on the left shows the
### Table 3.8: Number of individual logging component changes.

<table>
<thead>
<tr>
<th>Project</th>
<th>Lib</th>
<th>Level</th>
<th>Static</th>
<th>Dynamic</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticsearch_LCI</td>
<td>35</td>
<td>132</td>
<td>603 (72.0%)</td>
<td>236 (28.2%)</td>
<td>838</td>
</tr>
<tr>
<td>Elasticsearch_Other</td>
<td>18</td>
<td>47</td>
<td>933 (48.0%)</td>
<td>1,633 (84.0%)</td>
<td>1,943</td>
</tr>
<tr>
<td>Hadoop_LCI</td>
<td>182</td>
<td>360</td>
<td>479 (46.5%)</td>
<td>240 (23.3%)</td>
<td>1,030</td>
</tr>
<tr>
<td>Hadoop_Other</td>
<td>28</td>
<td>53</td>
<td>338 (45.5%)</td>
<td>1,253 (77.3%)</td>
<td>1,622</td>
</tr>
<tr>
<td>HBase_LCI</td>
<td>122</td>
<td>407</td>
<td>875 (57.1%)</td>
<td>461 (30.1%)</td>
<td>1,533</td>
</tr>
<tr>
<td>HBase_Other</td>
<td>11</td>
<td>48</td>
<td>847 (40.2%)</td>
<td>1,858 (88.3%)</td>
<td>2,105</td>
</tr>
<tr>
<td>Hibernate_LCI</td>
<td>1,026</td>
<td>1,575</td>
<td>565 (20.0%)</td>
<td>177 (6.3%)</td>
<td>2,826</td>
</tr>
<tr>
<td>Hibernate_Other</td>
<td>48</td>
<td>87</td>
<td>236 (41.0%)</td>
<td>453 (78.8%)</td>
<td>575</td>
</tr>
<tr>
<td><strong>Total_LCI</strong></td>
<td>2,410</td>
<td>4,057</td>
<td>3,752 (42.9%)</td>
<td>1,261 (14.4%)</td>
<td>8,748</td>
</tr>
<tr>
<td><strong>Total_Other</strong></td>
<td>374</td>
<td>605</td>
<td>3,466 (47.1%)</td>
<td>5,786 (78.6%)</td>
<td>7,362</td>
</tr>
</tbody>
</table>

### Table 3.9: The complexity of logging code changes grouped by each project.

<table>
<thead>
<tr>
<th>Project</th>
<th>0 type</th>
<th>1 type</th>
<th>2 types</th>
<th>3 types</th>
<th>4 types</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticsearch_LCI</td>
<td>1 (0.1%)</td>
<td>668 (79.7%)</td>
<td>169 (20.2%)</td>
<td>0 (0.0%)</td>
<td>0 (0.0%)</td>
<td>838</td>
</tr>
<tr>
<td>Elasticsearch_Other</td>
<td>0 (0.0%)</td>
<td>1,287 (66.2%)</td>
<td>625 (32.2%)</td>
<td>30 (1.5%)</td>
<td>1 (0.1%)</td>
<td>1,943</td>
</tr>
<tr>
<td>Hadoop_LCI</td>
<td>9 (0.9%)</td>
<td>799 (77.6%)</td>
<td>205 (19.9%)</td>
<td>16 (1.6%)</td>
<td>1 (0.1%)</td>
<td>1,030</td>
</tr>
<tr>
<td>Hadoop_Other</td>
<td>0 (0.0%)</td>
<td>1,209 (74.5%)</td>
<td>381 (23.5%)</td>
<td>27 (1.7%)</td>
<td>5 (0.3%)</td>
<td>1,622</td>
</tr>
<tr>
<td>HBase_LCI</td>
<td>1 (0.1%)</td>
<td>1,217 (79.4%)</td>
<td>298 (19.4%)</td>
<td>16 (1.0%)</td>
<td>1 (0.1%)</td>
<td>1,533</td>
</tr>
<tr>
<td>HBase_Other</td>
<td>0 (0.0%)</td>
<td>1,477 (70.2%)</td>
<td>598 (28.4%)</td>
<td>29 (1.4%)</td>
<td>1 (0.0%)</td>
<td>2,105</td>
</tr>
<tr>
<td>Hibernate_LCI</td>
<td>3 (0.2%)</td>
<td>952 (48.0%)</td>
<td>838 (42.2%)</td>
<td>189 (9.5%)</td>
<td>3 (0.2%)</td>
<td>1,985</td>
</tr>
<tr>
<td>Hibernate_Other</td>
<td>0 (0.0%)</td>
<td>181 (28.5%)</td>
<td>219 (34.5%)</td>
<td>219 (34.5%)</td>
<td>15 (2.4%)</td>
<td>634</td>
</tr>
<tr>
<td>Geronimo_LCI</td>
<td>15 (2.8%)</td>
<td>431 (80.4%)</td>
<td>84 (15.7%)</td>
<td>5 (0.9%)</td>
<td>1 (0.2%)</td>
<td>536</td>
</tr>
<tr>
<td>Geronimo_Other</td>
<td>0 (0.0%)</td>
<td>372 (77.0%)</td>
<td>104 (21.5%)</td>
<td>4 (0.8%)</td>
<td>3 (0.6%)</td>
<td>483</td>
</tr>
<tr>
<td>Wildfly_LCI</td>
<td>13 (0.5%)</td>
<td>2,307 (81.6%)</td>
<td>318 (11.3%)</td>
<td>172 (6.1%)</td>
<td>16 (0.6%)</td>
<td>2,826</td>
</tr>
<tr>
<td>Wildfly_Other</td>
<td>0 (0.0%)</td>
<td>393 (68.3%)</td>
<td>125 (21.7%)</td>
<td>47 (8.2%)</td>
<td>10 (1.7%)</td>
<td>575</td>
</tr>
<tr>
<td><strong>Total_LCI</strong></td>
<td>42 (0.5%)</td>
<td>6,374 (72.9%)</td>
<td>1,912 (21.9%)</td>
<td>398 (4.5%)</td>
<td>22 (0.3%)</td>
<td>8,748</td>
</tr>
<tr>
<td><strong>Total_Other</strong></td>
<td>0 (0.0%)</td>
<td>4,919 (66.8%)</td>
<td>2,052 (27.9%)</td>
<td>356 (4.8%)</td>
<td>35 (0.5%)</td>
<td>7,362</td>
</tr>
</tbody>
</table>
counts of co-changed logging code changes which change that component. The column on
the right shows the counts of independently changed logging code changes which change
that component. For example, there are 58 “1 type” co-changed logging code changes which
changes static texts and 1661 for independently changed logging code changes. Among all
components, changes related to verbosity levels are the most, accounting for 36.8%. None of
the co-changed logging code changes are related to logging library and verbosity level, which
is a big difference from independently changed logging code changes. The detail results for
the “2 types” changes are shown in Table 3.11. Changes related to static texts and verbosity
levels are the two most common changes. 84.5% of the changes modify texts and 68.1% of
the changes modify verbosity levels. The independently changed logging code and co-changed
logging code changes have the similar distribution.

Summary

**Findings:** the majority of the fixes to the LCII changes are changing the verbosity level,
while the majority of the other logging code changes are changing dynamic contents. The
two types of logging code changes (LCII changes and co-evolving logging code changes)
are similar in terms of change complexity. The majority of both types of logging code
changes only have one or two component changes (a.k.a., “1 type” and “2 types” logging
code changes). Among the “1 type” logging code changes, the most common changes are
about verbosity level changes, followed by the logging library and static text changes tied
at the second place. Among the “2 types” logging code changes, the top two most common
changes are changes in the verbosity level and static texts.

**Implications:** correcting logging code issues just needs to change one or two components
in most of the cases with particular focuses on the verbosity levels and the static texts.
Although there are existing automated approaches (e.g., [36, 35]) to helping developers
determine the appropriate verbosity levels for each logging code snippet, there are no
techniques focusing on detecting and improving the static texts component.

### 3.6.3 RQ3: How long does it take to fix an LCII change?

In this RQ, we will measure how long it takes to resolve a LCII change. We are going to
compare the resolution time between LCII changes and reported bugs.

**Data Extraction**

We first extracted the bug creation date and the bug resolution date from the bug reports in
order to compute the bug resolution time. To compute the resolution time for each LCII
change, we computed the time differences between the LCII changes and their fixes.
### Table 3.10: Component changes for the "1 type" changes

<table>
<thead>
<tr>
<th>Project</th>
<th>Lib</th>
<th>Level</th>
<th>Text</th>
<th>Dynamic</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Co</td>
<td>Ind</td>
<td>Co</td>
<td>Ind</td>
<td>Co</td>
</tr>
<tr>
<td>Elasticsearch</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>103</td>
<td>8</td>
</tr>
<tr>
<td>Hadoop</td>
<td>0</td>
<td>120</td>
<td>0</td>
<td>261</td>
<td>23</td>
</tr>
<tr>
<td>HBase</td>
<td>0</td>
<td>69</td>
<td>0</td>
<td>312</td>
<td>10</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0</td>
<td>530</td>
<td>0</td>
<td>297</td>
<td>1</td>
</tr>
<tr>
<td>Geronimo</td>
<td>0</td>
<td>71</td>
<td>0</td>
<td>231</td>
<td>2</td>
</tr>
<tr>
<td>Wildfly</td>
<td>0</td>
<td>899</td>
<td>0</td>
<td>1,144</td>
<td>43</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>1719</td>
<td>2,348</td>
<td>454</td>
</tr>
</tbody>
</table>

Total: 6,374
Table 3.11: Component changes for the “2 types” changes

<table>
<thead>
<tr>
<th>Project</th>
<th>Lib</th>
<th>Level</th>
<th>Static</th>
<th>Dynamic</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Co</td>
<td>Ind</td>
<td>Co</td>
<td>Ind</td>
<td>Co</td>
</tr>
<tr>
<td>Elasticsearch</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>29</td>
<td>9</td>
</tr>
<tr>
<td>Hadoop</td>
<td>0</td>
<td>55</td>
<td>18</td>
<td>65</td>
<td>38</td>
</tr>
<tr>
<td>HBase</td>
<td>0</td>
<td>51</td>
<td>14</td>
<td>65</td>
<td>44</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0</td>
<td>33</td>
<td>55</td>
<td>748</td>
<td>54</td>
</tr>
<tr>
<td>Hibernate</td>
<td>0</td>
<td>49</td>
<td>0</td>
<td>54</td>
<td>0</td>
</tr>
<tr>
<td>Wildfly</td>
<td>11</td>
<td>124</td>
<td>2</td>
<td>251</td>
<td>14</td>
</tr>
<tr>
<td>Total</td>
<td>11(0.6%)</td>
<td>317(16.6%)</td>
<td>89(4.7%)</td>
<td>1,212(63.4%)</td>
<td>159(8.3%)</td>
</tr>
</tbody>
</table>
### Data Analysis

Table 3.12 shows the numbers of fixes to LCII changes and regular bug reports for each studied project. There are much more reported bugs than fixes to LCII changes. For example, in Hadoop, there are 1,030 fixes to LCII changes while there are 31,420 bug reports (almost 30 times more). Elasticsearch does not have an issue tracking system, so we only show the number of fixes to LCII changes.

Table 3.13 shows the median resolution time for both LCII and regular bugs in each project. For example, in Hadoop, the median resolution time for LCII changes is 210.9 days and it is 15.5 days for regular bugs. For all five studied projects, the median resolution time of the LCII changes is longer than that of regular bugs. In particular, the resolution time can be as long as 379 days for the fixes to the LCII changes (Wildfly) while the longest median resolution time for regular bugs is only 30.9 days (Hibernate).

Figure 3.12 visually compares the distribution of the resolution time for the fixes to the LCII changes, and the duration for fixing regular bugs. Each plot is a beanplot [146]. The left part of the plot shows the distributions of the durations for fixing the LCII changes, while the right part of the plot shows the distribution of the bug resolution time. The vertical scale is shown under the unit of the natural logarithm of days. Among the five studied projects, the left part of the plots are always higher (a.k.a., containing higher extreme points) than the right part.

To statistically compare the resolution time for LCII changes and regular bugs across all five projects, we performed the non-parametric Wilcoxon rank-sum test (WRS). Table 3.13 shows our results. The two-sided WRS test shows that the resolution time of LCII changes is significantly different from that of regular bugs \( p < 0.001 \) in all five projects. To assess the magnitude of the differences between the resolution time for LCIIIs and regular bugs, we have also calculated the effect sizes using Cliff's Delta for all five projects in Table 3.13. The strength of the effects and the corresponding range of Cliff’s Delta \( (d) \) values [147] are defined as follows:

```
<table>
<thead>
<tr>
<th>Project</th>
<th># of LCII fixes</th>
<th># of bug reports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticsearch</td>
<td>838</td>
<td>N/A</td>
</tr>
<tr>
<td>Hadoop</td>
<td>1,030</td>
<td>31,420</td>
</tr>
<tr>
<td>HBase</td>
<td>1,533</td>
<td>15,486</td>
</tr>
<tr>
<td>Hibernate</td>
<td>1,985</td>
<td>9,009</td>
</tr>
<tr>
<td>Geronimo</td>
<td>536</td>
<td>5,594</td>
</tr>
<tr>
<td>Wildfly</td>
<td>2,826</td>
<td>14,469</td>
</tr>
</tbody>
</table>
```

Table 3.12: The number of fixes to the LCII changes and the number of bug reports in each project.

---

63
Our results show that the effect sizes for three out of five projects (Hadoop, HBase, and Wildfly) are large, whereas the other projects have negligible (Hibernate) or small (Geronimo) effect sizes. However, the actual rationales behind the longer resolution time for logging code issues are not clear, as there are both high priority and low priority issues in regular bugs and logging code issues. In the future, we plan to investigate this further by surveying the developers or the domain experts of these projects.

We further compared the resolution time between the LCII changes from co-changed logging code changes and the independently changed logging code changes using the similar method as described above. The results are shown in Table 3.14. Each row corresponds
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Table 3.13: Comparing the resolution time between the LCII changes and regular bugs. The unit of resolution time for both the LCII changes and regular bugs are in days.

<table>
<thead>
<tr>
<th>Project</th>
<th>LCII</th>
<th>Bugs</th>
<th>p-values for WRS</th>
<th>Cliff’s Delta(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadoop</td>
<td>210.9</td>
<td>15.5</td>
<td>&lt;0.001</td>
<td>-0.54 (large)</td>
</tr>
<tr>
<td>HBase</td>
<td>128.6</td>
<td>6.5</td>
<td>&lt;0.001</td>
<td>-0.5 (large)</td>
</tr>
<tr>
<td>Hibernate</td>
<td>80.4</td>
<td>30.9</td>
<td>&lt;0.001</td>
<td>-0.13 (negligible)</td>
</tr>
<tr>
<td>Hibernate</td>
<td>96.9</td>
<td>14.0</td>
<td>&lt;0.001</td>
<td>-0.33 (small)</td>
</tr>
<tr>
<td>Wildfly</td>
<td>379.2</td>
<td>18.9</td>
<td>&lt;0.001</td>
<td>-0.63 (large)</td>
</tr>
</tbody>
</table>

Table 3.14: Comparing the resolution time between the co-changed LCII changes and independently changed LCII changes. The unit of resolution time for both the co-changed and independently changed changes are in days.

<table>
<thead>
<tr>
<th>Project</th>
<th>Co-changed</th>
<th>Independently</th>
<th>p-values for WRS</th>
<th>Cliff’s Delta(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elasticsearch</td>
<td>103.9</td>
<td>84.1</td>
<td>0.04</td>
<td>-0.3 (small)</td>
</tr>
<tr>
<td>Hadoop</td>
<td>210.9</td>
<td>216.8</td>
<td>0.73</td>
<td>0.02 (negligible)</td>
</tr>
<tr>
<td>HBase</td>
<td>183.5</td>
<td>126.1</td>
<td>0.14</td>
<td>-0.08 (negligible)</td>
</tr>
<tr>
<td>Hibernate</td>
<td>163.2</td>
<td>80.3</td>
<td>&lt;0.001</td>
<td>-0.72 (large)</td>
</tr>
<tr>
<td>Geronimo</td>
<td>21.3</td>
<td>96.9</td>
<td>0.27</td>
<td>0.22 (small)</td>
</tr>
<tr>
<td>Wildfly</td>
<td>219.3</td>
<td>397.3</td>
<td>&lt;0.001</td>
<td>0.20 (small)</td>
</tr>
</tbody>
</table>

to one project. For example, in Hadoop, the median resolution time of fixes by co-changed LCII changes is 210.9 days and it is 216.8 days for independently changed LCII changes. For Elasticsearch, HBase and Hibernate, the median resolution time of the co-changed LCII changes is longer. The differences between the two types of LCII changes are only statistically significant in Hibernate and Wildfly ($p < 0.001$). The magnitude of differences is either small or negligible for five out of six projects.

We also studied the distribution of the resolution time with respect to the complexity of the LCII changes. The results are visualized in Figure 3.13. Each plot contains 2 to 5 violin plots for each project. Some plots are missing because there are not enough instances. Take Elasticsearch for example, there are no enough instances for “0 type”, “3 types” and “4 types” changes. Hence, there are no corresponding plots for this project. The vertical scale for all the plots is in the unit of the natural logarithm of days. As we can see across the violin plots, the distribution differs from project to project. It demonstrates that the complexity of the fixes to the LCII changes do not necessarily impact the resolution time.
Figure 3.13: Comparing the resolution time of different types of LCII changes.

Summary

Findings: the resolution time of the LCII changes and regular bugs are statistically different in all studied projects. The median resolution time of the LCII changes is much longer than that of regular bugs and the magnitude of differences is large in three out of the five studied projects. Within the LCII changes, there is no clear statistical difference between the types of changes (co-changed vs. independently changed) or the complexity (1 type vs. 2 types vs. 3 types vs. 4 types) of the changes.

Implications: although software logging is used widely in many contexts (e.g., debugging, runtime monitoring, business decision making, and security), the correctness of the logging code cannot be easily verified using conventional software verification techniques. The issues in the logging code changes can take much longer to be detected and fixed than regular bugs, as most of the existing issues in the logging code can only be detected and fixed manually. Simple logging code changes may take as much time as complex logging code changes. Automated approaches to validating and improving the quality of the logging code is becoming an increasingly important research area.
3.6.4 RQ4: Are state-of-the-art code detectors able to detect logging code with issues?

In this RQ, we want to study the effectiveness of the state-of-the-art techniques on detecting issues in the logging code. There are two techniques in the existing research literature attempting to flag issues in the logging code:

- **Rule-based Static Analysis (LCAnalyzer):** this technique is proposed by Chen et al [36]. It scans through source code searching for six anti-pattern instances using a set of rules.

- **Code Clones (Cloning):** this technique is proposed by Yuan et al [10]. It uses a code clone detection tool to find all the clone groups and checks if the logging code in the clone groups have the same verbosity levels. If the levels are inconsistent, at least one of them have incorrect verbosity levels.

Data Extraction

Our extracted dataset contains all the LCII changes and their fixes throughout the entire development history. However, both techniques listed above need to be applied on the entire source code from one release of each project, since LCAnalyzer needs to extract code dependency information and Cloning needs to scan all the source code to find code clones. Therefore, we selected bi-monthly snapshots of the studied projects and ran both techniques on them.

We extracted bi-monthly snapshots for all the studied projects. For each snapshot, we computed the number of existing logging code issues using our dataset. For each logging code issue, we kept track of the issue introduction and fixed time/version, so that we can track the number of logging code issues in each snapshot by checking its timestamp against various commits: a logging code issue exists in a snapshot if it is introduced before the release time of the snapshot and fixed after the release time of the snapshot.

To avoid repeated counts, we counted each unique logging code issue once. For example, if a piece of logging code with issue exists in two snapshots, and is detected by the above techniques, we only count it once. Across all the snapshots, we computed the total number of unique logging code issues and aggregated the total number of detected ones from the two approaches.

In order to further characterize the capability of these two detecting techniques, we classified the logging code with issues into four categories: (1) issues in the logging library, (2) issues in the verbosity level, (3) issues in the static text, and (4) issues in the dynamic contents. Note that Cloning can only detect issues in the verbosity level. We obtained the LCAnalyzer from [148] and implemented the Cloning technique by ourselves.
Data Analysis

The detected results of LCAnalyzer and Cloning are shown in Figure 3.14. We calculated the recall of the detection results as \( \frac{\text{Number of unique LCII detected}}{\text{Number of all unique LCII}} \times 100\% \). In total, only 2.1% of the logging code issues have been detected by LCAnalyzer, and only 0.1% of them have been detected by Cloning technique. We then split the issues based on its problematic components. For example, 0.3% of verbosity level related issues are detected by Cloning technique while 1.5% of them are detected by LCAnalyzer.

In general, LCAnalyzer performs the best on issues related to dynamic contents, while it is only able to detect 5.1% of all issues in the total 60 snapshots. The worst performance of LCAnalyzer is 1.0% recall, when the issues are related to the logging library. On the other hand, Cloning technique can only detect verbosity level related issues due to its design, yet it is still outperformed by LCAnalyzer (0.3% vs. 1.5%).

![Figure 3.14: Comparing the recall of the detection results for the two studies techniques.](image)

When we compared the correctly detected instances from the two studied tools, we found that the two techniques complement each other. We noticed that all the logging code with issues found by the Cloning techniques are not detected by the LCAnalyzer, and vice versa. To demonstrate the differences of these two approaches, we show two real world examples in Figure 3.15. LCAnalyzer can only detect the issue in the top, whereas Cloning can only detect the issue in the bottom. The reason that LCAnalyzer can detect the logging code issue in the top is because the verbosity level and the static content are inconsistent. In the
static text, it shows that the logging code is for debugging purpose while the verbosity level is info. In the fix version, the verbosity level is changed to debug and the text DEBUG is deleted. For the issue in the bottom, two pieces of logging code snippets (highlighted in red) are considered as clones. The verbosity level of one logging code is debug whereas the other one is info. Therefore, the info level should be changed to debug. However, even combining the power of these two techniques, most of the issues in logging code are still undetected.

<table>
<thead>
<tr>
<th>Tool</th>
<th>Code Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCAnalyzer</td>
<td>V 1255: LOG.info(&quot;DEBUG --- getStagingAreaDir: dir=&quot; + path);</td>
</tr>
<tr>
<td></td>
<td>V 1256: LOG.debug(&quot;getStagingAreaDir: dir=&quot; + path);</td>
</tr>
<tr>
<td></td>
<td>ResourceMgrDelegate.java in Hadoop</td>
</tr>
<tr>
<td>Code Clone</td>
<td>if (currentSplitSize + srcFileStatus.getLen() &gt; nBytesPerSplit &amp;&amp; lastPosition != 0) {</td>
</tr>
<tr>
<td></td>
<td>... if (LOG.isDebugEnabled())</td>
</tr>
<tr>
<td></td>
<td>LOG.debug(&quot;Creating split : &quot; + split + &quot;, bytes in split: &quot; + currentSplitSize);</td>
</tr>
<tr>
<td></td>
<td>... if (LOG.isDebugEnabled())</td>
</tr>
<tr>
<td></td>
<td>LOG.info(&quot;Creating split : &quot; + split + &quot;, bytes in split: &quot; + currentSplitSize);</td>
</tr>
<tr>
<td></td>
<td>UniformSizeInputFormat.java in Hadoop</td>
</tr>
</tbody>
</table>

Figure 3.15: Examples of the detected issues in the logging code from the two studied techniques.

Summary

Findings: both the LCAnalyzer and the Cloning technique can only detect a small fraction (< 3%) of the issues in logging code. The results outputted by the two techniques complement each other.

Implications: there are still many logging code issues, which cannot be detected by existing automated techniques. Leveraging our provided dataset, researchers can develop and benchmark their new techniques on automatically detecting issues in the logging code and deriving effective logging guidelines. As shown in RQ2, the majority of the LCII changes are related to verbosity level changes and static texts, researchers are recommended to prioritize their effort on detecting and improving the issues in these two categories.
3.7 RELATED WORK

In this section, we will discuss three areas of related research: (1) empirical studies on software logging, (2) research on automated suggestions on the logging code, and (3) research on identifying the bug introducing changes.

3.7.1 Empirical Studies on Software Logging

Empirical studies show that there are no well-established logging practices used in industry [8, 32] as well as open source projects [9, 10]. Although most of the logging code has been actively maintained, some of the existing logging code can be confusing and difficult to understand [6]. Various studies have been conducted to study the relationship between software logging and code quality. Shang et al. [131] found that the amount of logging code is correlated with the amount of post-release bugs. Kabinna et al. [80] studied the migration of logging libraries and its rationales. Over 70% of the migrated systems have been found buggy afterwards. In [2], the authors analyzed the logging code changes from three open source systems (Hadoop, HBase, and ZooKeeper). They found that the majority of the logging code changes are due to adding logging statements. Many modifications to the existing logging code are related to the verbosity level changes.

In this chapter, we studied the historical logging code changes from six open source systems. We have performed three empirical studies on the commits with a focus on the issues in the logging code and their fixes. First, we compared the change characteristics between the fixes to the logging code and regular logging code changes. Second, we studied the resolution time for fixing logging code issues and compared the duration against the resolution time for bugs. Finally, we assessed the effectiveness of the state-of-the-art techniques on detecting issues in the logging code. All the above three research questions, which had never been studied before, leveraged our extracted dataset presented in this chapter.

3.7.2 Research on Automated Suggestions on the Logging Code

Orthogonal with the feature code, the logging code is considered as a cross-cutting concern. Adding and maintaining high quality logging code is very challenging and usually requires a large amount of manual effort. Various research has been conducted in the area of automated suggestions of the logging code:

- **where-to-log** focuses on the problem of providing automated suggestions on adding logging code. Yuan et al. [18] leveraged program-analysis techniques to suggest code locations to add logging code for debugging purposes. Zhu et al. [107] learned common logging patterns from existing code and made automated suggestions based on the resulting learned models. Zhao et al. [2] introduced Log20, which can automate the placement of logging code under certain overhead threshold.

- **what-to-log** is related to the problem of adding sufficient information into the logging code. Yuan et al. [35] proposed a program analysis-based approach to suggesting adding
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additional variables into the existing logging code to improve the diagnosability of software systems. Li et al. [111] learned from the development history to automatically suggest the most appropriate level for each newly-added logging code.

- **how-to-log** is about maintaining high quality logging code. Li et al. [48] learned from the code level changes to predict whether the logging code is a particular code commit requiring updates (a.k.a., just-in-time logging code changes). However, their technique did not pin-point the exact logging code snippets to be updated within each code commit. Yuan et al. [10] leveraged code cloning techniques to detect inconsistent verbosity levels among similar feature code segments. Chen et al. [36] inferred six anti-patterns in the logging code by manually sampling a few hundred logging code changes.

This chapter fits in the area of “how-to-log” and is close to [36]. However, the technique to extract issues in the logging code and their fixes have been improved in this chapter so that the resulting dataset is more complete and more accurate. Furthermore, instead of only focusing on a small set of sampled instances, this chapter provided a dataset containing all the historical issues in the logging code for six popular open source projects. In addition, we have also conducted three empirical studies on the resulting dataset to demonstrate the usefulness of this dataset and presented some open research problems in the area of “how-to-log”.

3.7.3 Research on Identifying the Bug Introducing Changes

It is important to identify bug introducing changes so that developers and researchers can learn from them and develop tools to detect and fix them automatically. There are generally two steps in identifying bug introducing changes:

- **Step 1 - Identifying bug fixing commits**: keyword heuristics based approaches have been used to identify bug fixing commits by searching through relevant keywords (e.g., “Fixed 42233” or “Bug 23444”, etc.) in the code commit logs [132, 149].

- **Step 2 - Identifying bug introducing commits based on their fixes**: Śliwerski et al. [129] were the first to develop an automatic algorithm to identify bug introducing changes based on their fixes. Their algorithm, called the SZZ algorithm, initially started at the code commits which fixes these issues, then tracks backward to the previous commits which touched those source code lines. Afterwards, there are various modifications to the SZZ algorithms [128, 150, 151] to improve its precision and to evaluate its effectiveness [137].

This chapter is different from the above, as it aims to extract and study the LCII changes instead of the software bugs. Software bugs are usually reported to the bug tracking systems and their fixes are logged in the code commit messages. However, issues in the logging code are usually undocumented. Thus, in this chapter, we have proposed an approach to first identifying fixes to the LCII changes and then automatically identifying the LCII changes.
based on their fixes. We have analyzed both of the co-changed and independently changed logging code changes to flag fixes to the LCII changes. Since there are multiple components (e.g., logging library, verbosity level, static texts, and dynamic contents) in each logging code snippets related to more than one line of feature code, there can be multiple issues from different code commits in one line of the logging code. Hence, we have developed an adapted SZZ algorithm (LCC-SZZ) to identify issues in the logging code changes.

3.8 Threats to Validity

In this section, we will discuss the threats to validity.

3.8.1 Internal Validity

There are two general types of logging code changes: independently and co-changed logging code changes. We have identified the fixes to the LCII changes by carefully analyzing the contents of both types of changes. For analysis of co-changed logging code changes, we manually examined 533 instances. We inspected the source code files which contain those co-changed logging code changes, and examined the context to verify whether these are fixes to LCII changes. The resulting outputs were compared and discussed to generate a reconciled dataset in the end. The resulting LCII changes identified using the LCC-SZZ algorithm have also been verified to be highly accurate (93% accuracy).

3.8.2 External Validity

In this chapter, we extracted the LCII changes from six Java-based systems. We do feel our approach is generic and can be applied to identify LCII changes for systems implemented in other programming languages (e.g., C, C#, and Python).

We have conducted three empirical studies on the resulting dataset extracted from the development history of six Java-based projects (Elasticsearch, Hadoop, HBase, Hibernate, Geronimo, and Wildfly), which come from different domains (big data platform, web server, database, middleware, etc.). All of these projects have relatively long development history and are actively maintained. However, our findings in the research questions may not be generalizable to other programming languages.

3.8.3 Construct Validity

We have used ChangeDistiller [130] to extract the fine-grained code changes across different code versions. ChangeDistiller has been used in many of the previous work [9, 36] and is proven to be highly accurate and very robust.

We have demonstrated that LCC-SZZ is more effective than SZZ in terms of identifying LCII changes across the following three dimensions: (1) the disagreement ratio between the extraction results from the two algorithms; (2) comparing the earliest appearance of the
LCII changes against the bug reporting time; and (3) manual verification. Our evaluation approaches are similar to many of the existing studies in this area (e.g. [137, 152, 153, 154]).

3.9 Conclusions and Future Work

Software logging has been used widely in large-scale software systems for a variety of purposes. It is hard to develop and maintain high quality logging code, as it is very challenging to verify the correctness of a particular logging code snippet. To aid effective maintenance of logging code, in this chapter we have extracted and studied the historical issues in logging code and their fixes from six popular Java-based open source projects. To demonstrate the effectiveness of our dataset, we have conducted four preliminary case studies. We have found that both the co-changed and the independently changed logging code changes can contain fixes to the LCII changes. The change complexity metrics between the fixes to the LCII changes and other logging code changes are similar. It usually takes much longer to address an LCII change than a regular bug. Existing state-of-the-art techniques on detecting logging code issues cannot detect a majority of the issues in logging code. In the future, we plan to further leverage our derived dataset to: (1) develop better techniques to automatically detect issues in logging code, and (2) derive best practices in terms of developing and maintaining high quality logging code.
Chapter 4

Studying the Use of Java Logging Utilities in the Wild

4.1 Introduction

Execution logs (a.k.a., logs) have been used widely in practice for a variety of purposes (e.g., system monitoring [3, 16], failure diagnosis [17, 18], and business analytics [5, 28]). Logs are generated during runtime by the output statements that developers insert into the source code. Instead of directly invoking the standard output functions like `System.out.print`, developers prefer to instrument their systems using logging utilities (LUs) (e.g., SLF4J [46] for Java and spdlog [47] for C++) due to additional functionalities like thread-safety (synchronized logging in multi-threaded systems), data archival configuration (automated rotation of the log files), and verbosity levels (controlling the amount of logs outputted).

Unlike many of the software engineering tasks (e.g., code refactoring [126] and release management [127]), there are no well-defined guidelines for software logging. Recently, there have been many research work devoted to the area of where-to-log (deciding the appropriate logging points) [18, 8, 21, 107, 2], what-to-log (providing sufficient execution context in the logging code) [35, 48, 104], and how-to-log (developing and maintaining high quality logging code) [10, 111, 36, 38, 123]. However, all of these work focus on improving the quality of log printing code (e.g., `LOG.info("User " + username + " authenticated")`). There are only two research work on the migration [80] and the configuration [81] of the LUs. It is important to study the use of LUs due to these three reasons:

**Measuring the Adoptions of the LUs:** Although there are already many LUs available (e.g., [77, 46, 63, 78]), new LUs are continuously introduced by companies (e.g., Flogger from Google [155]) and researchers (e.g., NanoLog [72] and Log++ [156]). It is not clear whether these LUs are adopted and used in the wild.

**Understanding the Complex Use of the LUs:** Incorporating multiple LUs in one project may cause various issues during compilation [157, 158], deployment [159, 160], and runtime [161, 162]). However, many software systems still use more than one LUs in their projects [163]. For example, Hadoop, which is a very well-maintained popular open
source Big Data platform, contains not only six external LUs (Apache Commons Logging, java.util.logging, Log4j 1.x, Log4j 2, SLF4J, Jetty logging) and implements their own LU in their project. IntelliJ Idea, which is a very popular IDE, uses 12 LUs in their project. It is important to study this phenomena in order to suggest best practices for the system developers and to identify future directions for the LU designers and researchers.

**Assessing the Impact of LUs on the Logging Code:** On one hand, the structure of logging code is a result of adopting certain LUs. For example, it is generally recommended to specify the logging needs as rules via Aspect Oriented-Programming (AOP) constructs to improve system modularity [44] and use centralized logging [34] to support internationalization (a.k.a., outputting the log messages in different human languages). On the other hand, extra care are needed in order to cope with the complex use of LUs in one project. For example, many projects nowadays reuse existing functionalities by importing third-party packages, which also use LUs. However, there is no empirical study to assess the impact of the logging code due to the use of the LUs.

In this chapter, we have performed a large-scale empirical study on the use of Java LUs in the wild. We focus on Java, because it is currently ranked as the most popular programming language in the world based on the TIOBE index [164]. Many popular software systems (e.g., Android-based mobile applications [165, 166], IDEs [167, 168], web servers [169, 170], and Big Data platforms [171, 172]) are implemented in Java and logging is prevalent in these systems [9, 83]. We have examined 11,194 open source Java-based projects in GitHub, which uses 3,856 LUs. We have uncovered four important findings and implications. To ensure the usefulness and generalizability of our findings from open source systems, we also interviewed 13 industrial developers on the use of LUs. We summarize our main contributions and findings as follows:

- This is the first empirical study on the complex use of LUs in the wild.

- 3,856 LUs are currently being used by 11,194 projects in GitHub. The number of used LUs increases as the systems grow bigger, as larger-sized projects usually reuse existing functionalities by importing third-party packages, which also use LUs. Many projects also implement their own LUs to satisfy project-specific needs. Our findings raise developers’ awareness on the complexity of the LUs in their systems as well as the need to manage these LUs to better monitor and debug systems’ runtime behavior.

- In addition to the quantitative study, we have also conducted a qualitative study to understand and characterize the rationales behind the complex use of LUs for different projects. Such results can guide researchers to propose more general logging solutions for various logging context.

- To support independent verification or further research on the use of Java LUs, we have provided a replication package [13] in this chapter. This package can be useful for other researchers who are interested in studying and improving the logging practices.
Chapter Organization. The rest of this chapter is organized as follows. Section 4.2 provides an overview of our approach and describes our studied projects. Section 4.3 and 4.4 quantitatively and qualitatively study the use of the LUs in the wild. Section 4.5 explains our interview process and describes our observations. Section 4.6 discusses the significance of our findings and presents some future work. Section 4.7 describes the related work. Section 4.8 explains the threats to validity and Section 4.9 concludes the chapter.

4.2 Overview

In this section, we will provide an overview of our approach to empirically studying the use of Java LUs in the wild and describe our studied projects.

4.2.1 Our Approach

We followed a mixed-methods approach characterized by a sequential explanatory strategy \[173\] to analyze the use of LUs. We first extracted the source code from popular Java-based GitHub projects (Section 4.2). Then we performed a quantitative study on measuring the degree of adoption of different LUs as well as comparing the number of used LUs across different projects (Section 4.3). We also tracked the number of projects which also implement their own LUs. Afterwards, we performed a qualitative study (Section 4.4) by manually studying the use of LUs among different projects. Since our study is performed on open source projects, we also cross-validated our findings by interviewing 13 experienced developers who work on commercial systems (Section 4.5).

4.2.2 Studied Projects

To study the use of Java LUs in the wild, we focused on analyzing Java-based projects from GitHub. GitHub is currently the largest code hosting site with more than 100 million projects as of April 2019 \[174\]. We built a local GHTorrent \[175\] database from the MySQL dump. This database, which was last updated on 2019-06-01, contains the meta information of a project such as the corresponding GitHub URL, the project name, and the main programming language(s). We extracted a list of GitHub URLs for all the Java-based projects for post-processing.

We further filtered the list of GitHub projects to avoid potential perils in our analysis \[176\]. One GitHub project may be forked or cloned by others, whose source code can be identical or very similar to the original one. This would introduce noise into our study. Hence, we only selected projects which are neither a fork nor a clone of other projects. Furthermore, the number of stars that a project has indicates its popularity. Similar to prior work \[177, 178, 179\], we further filtered the list of projects to ensure they have at least 30 or more stars. We ended up with 25,611 Java projects. We downloaded the source code for the most recent releases of these projects by invoking the GitHub APIs.
4.3 Quantitative Study

In this section, we first analyzed the selected projects to identify the list of LUs that are used. Then we measured the degree of LUs which are adopted and used. Finally, we compared the use of LUs among different projects.

4.3.1 Identifying LUs in Each Project

We developed a heuristic-based technique to identify LUs in each project. First, we excluded Java files, which were either in a test folder or containing the keyword of “test” in their file names, as they are probably not related to the core features of the projects under study. Then we used JDT [180] to parse the remaining Java files to identify a list of imported statements and function invocations for each Java class. We made sure these imported classes are used by checking if there is one or more methods been invoked in that class. We further filtered the list of import statements in each Java class, so that only packages or Java classes whose names contain patterns like “logging”, “logger” or “.log.” were kept. These packages or classes are considered as LUs. For logging in Aspect-Oriented Programming (AOP), we first identified Java files with import statements that contain “aspectj”. Since AspectJ can do more than logging, we subsequently parsed the Java files to check whether they use any of the LUs identified by the above rules.

If a project used more than one LUs and their package names were similar, we merged them as one LU. For example, if the following two LUs, \texttt{Foo.Bar.Baz.ConsoleLogger} and \texttt{Foo.Bar.Baz.FileLogger}, were identified in one project, we merged them into one LU (\texttt{Foo.Bar.Baz}).

To verify the correctness of our heuristic-based technique, we randomly sampled 441 files and manually examined the identified LUs. Our technique yield an precision of 96%. Some of the Java classes are misclassified as LUs as the identified log-related Java classes did not implement log printing functions. For example, \texttt{LoggerProvider.java} in the Ninja framework [181] was not considered as an LU, since this class did not provide any log printing functions other than a utility function that returns an SLF4J logging object.

4.3.2 Measuring the Adoptions of LUs

We further classified the size of these projects into the following five bins based on their number of Java classes using the definitions from [182]. Table 4.1 shows the results. For example, there are a total of 761 large-sized projects, whose number of Java classes is between 1,000 and 5,000. Among them, 728 projects (a.k.a., 95.7%) adopt one or more LUs. There is a clear trend of increasing adoptions of LUs as the size of the projects get bigger.

For the subsequent studies, we removed all the projects which did not use any LUs, since they are not relevant to this chapter. We also excluded the projects whose size was very small, as many of them are not considered as useful projects (e.g., trial projects for self-studying, and collections of code snippets). After filtering, there were 11,194 Java projects remaining.
which used 3,856 distinct LUs.

Table 4.1: Measuring the adoptions of LUs among the Java-based GitHub projects.

<table>
<thead>
<tr>
<th>Bins</th>
<th>Total # of Projects</th>
<th>% of Projects Used LUs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Small [0, 20)</td>
<td>11,390</td>
<td>43.2%</td>
</tr>
<tr>
<td>Small [20, 100)</td>
<td>7,781</td>
<td>72.5%</td>
</tr>
<tr>
<td>Medium [100, 1000)</td>
<td>5,576</td>
<td>84.3%</td>
</tr>
<tr>
<td>Large [1000, 5000)</td>
<td>761</td>
<td>95.7%</td>
</tr>
<tr>
<td>Very Large [5000, ∞)</td>
<td>103</td>
<td>97.1%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>25,611</strong></td>
<td><strong>63.1%</strong></td>
</tr>
</tbody>
</table>

4.3.3 Comparing the Use of LUs Among Projects

Depending on where these LUs were implemented, we further classified the list of used LUs in each project as *External LU (ELU)*s or *Internal LU (ILU)*s. It is an ELU, if the implementation of this LU is not inside the project under study. Otherwise, it is an ILU. For example, Hadoop uses five different ELUs: Apache Commons Logging, java.util.logging, Log4j 1.x, Log4j 2, SLF4J, Jetty logging and implements its own ILU, which is mainly used for auditing purposes. Table 4.2 shows the results of the percentage of projects that use ELUs, ILUs, or both. For example, among all the 728 Large-sized projects that used LUs, 95.3% of them are ELUs, 75.8% of them implemented their own ILUs in their projects, and 71.2% used both types of LUs. Overall, there are 866 ELUs used by 11,194 projects. 26.7% of the studied projects have implemented their own ILUs.

The percentage of projects that adopted ELUs and ILUs shown in the second and the third columns increases as the size of projects increases. When comparing the LUs within the same bins, there are always more projects using ELUs than ILUs. However, almost all of the *very large*-sized projects implemented their own LUs. The combined use of ILUs and ELUs also increase dramatically as project sizes become *large* or *very large*.

We further examined the number of LUs that were used in each project. For each project, we counted the number of LUs, which included both ELUs and ILUs. We grouped projects based on their sizes and visualized their distributions using boxplots in Figure 4.1. The width of the boxplot is proportional to the number of projects in that group. Since there are much more *small*-sized projects in our study, it is the widest. The red dashed line connects the median points for each bin. The median usage for the *small*-sized projects is one. It increases as the size of the project increases. For the *very large*-sized projects, the median number of LUs used is four. The project that adopts the biggest number of LUs is within the group of *very large*-sized projects. It is an enterprise web platform ([[183]], in which 21 LUs are used!

We conducted a Kruskal-Wallis test [184] to statistically check if their distributions are identical. The *p-value* was smaller than 0.05, which indicated statistically significant differences
among the distributions of LUs across different project sizes. This clearly demonstrates the complexity of the use of LUs in our studied projects.

The findings in our quantitative studies motivated us to conduct the subsequent qualitative studies (Section 4.4) to figure out the rationales behind them.

Findings: (1) There are 3,856 LUs, of which 866 are ELUs, being used by over 11,000 projects. (2) 96.3% of the studied projects adopt at least one ELU and 26.7% adopt at least one ILU. (3) As the project size becomes larger, more LUs will be integrated into the project. This is especially the case for large and very large-sized projects.

Implications: The LUs are used widely among different Java projects. However, as the size of the project increases, the complexity of the use of LUs also increases. Multiple LUs are used in many of the medium to very large-sized projects. This is contradictory to the common understanding of developers [185, 186, 163, 187] and researchers [80], as only a handful of popular Java LUs (e.g., Log4j 1.x, Log4j 2, and SLF4J) are compared and discussed.

4.4 Qualitative Study

In this section, we conducted a qualitative study on the use of the LUs. We manually examined their source code in order to answer the following RQs:

• **RQ1:** What are the external LUs being used in the wild? As shown in Section 4.3, there were 866 ELUs being used by 11,194 projects. The goal of this RQ is to characterize the rationales of different ELUs.

• **RQ2:** Why do developers implement ILUs in their projects? 26.7% of the studied projects have implemented their own internal LUs. This is especially the case for the large or very large-sized projects, in which 75.8% and 92.0% of them contain ILUs. The goal of this RQ is to extract the project-specific logging needs by studying the use of ILUs.

• **RQ3:** How are multiple LUs used in the wild? Many of the studied projects, especially for the large or very large-sized projects, use multiple LUs. The goal of this
RQ is to characterize the usage context associated with using multiple LUs in one project.

4.4.1 RQ1: What are the external LUs being used in the wild?

In this RQ, we will characterize the rationales behind the use of individual ELUs. For each ELU, we calculated the number of projects that adopted it. We sorted ELUs by their popularities (a.k.a., the number of projects that used them) and selected the top-100 most popular ELUs, which are used by 95% of the studied projects.

For each of these 100 ELUs, we manually examined the online documentation, release notes, and blog posts for these ELUs to understand their features and capabilities. Then we studied the source code of the projects which used them to extract their usage context. Our findings are summarized in Figure 4.2. Generally, there are four reasons behind the use of ELUs: (1) General-purpose logging, (2) LU interactions, (3) Internationalization, and (4) Modularization.

General-purpose Logging

*General-purpose logging* refers to the most common logging usage context, which requires: (1) *verbosity levels*, which are to control the amount of log message outputted; (2) *configurations*, which are used to specify various options and policies to format and output the logs; and (3) *thread safety*, which is to ensure the logs are recorded in sequence for a multi-threaded system.
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<table>
<thead>
<tr>
<th>Rationales</th>
<th>% of Top-100 ELUs</th>
<th>% of Projects</th>
<th>Top 2 LUs (where applicable)</th>
<th>Code Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>General-Purpose</td>
<td>12%</td>
<td>89.9%</td>
<td>android.util.Log (1)</td>
<td>static final Logger LOG = LoggerFactory.getLogger(Configuration.class);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SLF4J(2)</td>
<td>... LOG.debug(&quot;parsing File &quot; + file);</td>
</tr>
<tr>
<td>LU Interactions</td>
<td>83%</td>
<td>14.3%</td>
<td>okhttp3.logging.HttpLoggingInterceptor (8)</td>
<td>HttpLoggingInterceptor loggingInterceptor = new HttpLoggingInterceptor();</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>io.netty.handler.logging. LoggingHandler (11)</td>
<td>final OkHttpClient httpclientBuilder = new OkHttpClient.Builder();</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>... httpclientBuilder.addInterceptor(loggingInterceptor);</td>
</tr>
<tr>
<td>Internationalization</td>
<td>4%</td>
<td>1.0%</td>
<td>JBoss Logging (15)</td>
<td>@LogMessage(level = WARN)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>org.glassfish.jersey.logging (29)</td>
<td>@Message(value = &quot;I/O reported cached file could not be found: %s: %s&quot;, id = 23)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>void cachedFileNotFound(String path, FileNotFoundException exception);</td>
</tr>
<tr>
<td>Modularization</td>
<td>1%</td>
<td>1.7%</td>
<td>AOP Logging (10)</td>
<td>@Around(&quot;execution= org.unitedinternet.cosmo.service. ContentService.getRootItem(...)) &amp;&amp; args(user)&quot;&quot;)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>public Object checkGetRootItem(ProceedingJoinPoint pp, User user) throws Throwable</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>{ LOG.debug(&quot;in checkGetRootItem(user)&quot;);</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>... }</td>
</tr>
</tbody>
</table>

Figure 4.2: The rationales behind the use of Top-100 most used ELUs.
Among the top-10 most popular LUs, 8 are for general-purpose logging. Six ELUs (SLF4J, Log4j 1.x, Log4j 2, java.util.logging, Apache Commons Logging, and LogBack) are considered as general-purpose LUs for desktop or server-based systems and two ELUs (android.util.Log and Timber [188]) are general-purpose LUs for Android-based systems. As shown in Figure 4.2, a log printing function from a general-purpose ELU generally consists of four parts: the logging object (LOG), the verbosity level (debug), the static texts describing the logging context ("parsing File"), and the dynamic contents revealing the runtime information (file).

Among all the desktop or server-based ELUs, SLF4J is the most popular ELU due to its improved performance and compatibility with other LUs [185, 186, 163]. There are many Android projects (4,477) in our study. Most of them are small-sized projects that used the default ELU from Android SDK (i.e., android.util.Log).

**LU Interactions**

*LU interactions* concerns about configuring and controlling the logging behavior for the imported packages. Many Java-based projects are built on top of existing packages, many of which contain ILUs. In order to configure and control the logging behavior for one imported package, developers have to invoke the logging APIs from this package. For example, 161 projects use the okhttp3 [189] to send and receive data from network. In order to enable logging for the okhttp3 package, developers of the bitcoin-wallet project [190], which is a Bitcoin payment app for Android, invokes the addInterceptor method from okhttp3’s ILU as shown in Figure 4.2. 83 out of the top-100 ELUs in this study are used for this reason. Hence, *LU interactions* is the main reason why there are so many ELUs used in the wild.

**Internationalization**

*Internationalization* concerns about adapting the logs to other human languages (e.g., German or Chinese). In order to support internationalization, developers first need to create a centralized file, which stores a list of pre-defined log message templates. Each of the log message template comprises four parts: the verbosity level, the parameterized string, the logging methods, and the message ID.

The third row of Figure 4.2 shows one such example. This code snippet is from Hibernate-ORM, which is a popular Object-Relational Mapping (ORM) framework. Inside the centralized file, CoreMessageLogger.java, there are two annotations (@LogMessage and @Message) for each logging method and the message ID. @LogMessage contains a key/value pair, which defines the verbosity level (level = WARN) of this log message. @Message provides the parameterized string, which contains the static texts (I/O reported cached file could not be found) and placeholders for parameters %s. The message ID is an integer, that can be used to uniquely identify this log message. The logging method which implements this log message is cachedFileNotFound. It takes in two parameters: the file path and the error message. In order to output this log message, the cachedFileNotFound method needs to be invoked. The code snippet in CacheableFileXmlSource.java shows
one example of how this log message can be invoked during runtime. It is used within a catch block to handle an exception.

To translate the log messages into different human languages, developers need to create a translation property file and define internationalized labels for each log message. For example, the property file `log_en_FR.properties` would contain all the French labels for all of the above English log messages.

The most common ELU for Internationalization is JBoss Logging [34]. Although there are three other ELUs, which also support this usage context, they are just wrappers of the JBoss Logging.

**Modularization**

Modularization concerns about improving the modularity of the logging code. Logging code is a cross-cutting concern, as it inter-mixes with the feature code. Only one ELU, AOP-based logging, is used for this reason. AOP is a programming paradigm, which is designed to improve modularity by reducing the amount of cross-cutting concerns [44]. Logging is considered as one of its common use cases.

In order to perform AOP-based logging, developers need to provide rules through aspect files. A typical aspect file consists of pointcuts and advice. A pointcut is to define the point of execution where the cross-cutting concern (e.g. logging) needs to be applied. An advice is the additional code (e.g. logging code) instrumented.

Figure 4.2 shows a real-world example from cosmo, a calendar server that implements CalDAV protocol. The file `SecurityAdvice.java` is the aspect file. The instrumented points (pointcuts) are defined through the annotation. In this example, the annotation `@Around` means both the beginning and the end of the methods will be instrumented. The value within the brackets specify the instrumented methods. In this example, any methods with the name `getRootItem` within package `org.unitedinternet.cosmo.service.ContentService` and parameter type as `user` will be instrumented. The instrumented code (advice) is defined via method `checkGetRootItem`. It contains a log printing statement with the message `in checkGetRootItem` and the user name. The code snippet in `StandardContentService.java` shows how a log message is actually generated. This class implements the interface `ContentService`, which is within the specified package. It contains a method `getRootItem`, of which the parameter is `user`. Therefore, this method qualifies the pre-defined instrumented rule above. Hence, during runtime, the above logging statement will be executed while entering and exiting this method. In general, only 2% of our studied projects adopted AOP-based logging. This matches with previous empirical studies [69, 70], which indicated the very limited use of AOP in the wild.
Findings: There are four main reasons behind the use of ELUs: (1) General-purpose logging, (2) LU interactions, (3) Internationalization, and (4) Modularization. Majority of the projects use ELU for general-purpose logging. 83 out of the top-100 mostly used ELUs are used for LU interactions. Some ELUs provide unique features like internationalization and modularization, but they are only used by a very small number of projects.

Implications: Many ELUs are used, as developers need to enable and configure the logging behavior for the imported packages. It is important to manage these LUs to better monitor and debug systems’ runtime behavior. An existing study [106] shows that log configurations are one of the main source of errors for Java-based projects. Unfortunately, only one tool [81] is developed to detect invalid loggers in the configuration files. To effectively monitor and debug systems’ behavior, developers need to figure out how to configure the logging behavior for the imported packages and how to interact these LUs with the LUs in their own projects. Hence, techniques to recover the logging architecture and conduct automatic configuration are needed.

4.4.2 RQ2: Why do developers implement ILUs in their projects?

It is not clear why many projects have still implemented their ILUs even there are 866 ELUs available in the wild. To investigate the rationales behind this, out of 2,990 projects which have implemented ILUs, we randomly selected 341 of them for close manual examination. This corresponds to a confidence level of 95% with a confidence interval of ±5%. We used the stratified sampling technique [191] to ensure representative samples are selected from projects of different sizes. The portion of the sampled projects within different sized projects is equal to the relative weight of the total number of the projects with that size. For example, there are a total of 721 small-sized projects which contain ILUs. Hence 82 \((\frac{721}{2990} \times 341)\) small-sized projects are selected.

For each selected project, we carefully studied how their ILUs are being used by reading through the source code. We also examined the relevant commit logs, issue reports, and pull requests [192] to look for the rationales on why ILUs are implemented. In the end, we have identified three project-specific logging needs as shown in Figure 4.3: (1) Defining the logging format, (2) Compatibility with other LUs, and (3) Ease of configuration and dependency management. Note that the percentage of projects with different sizes do not add up to 100% because: (1) one project could contain multiple ILUs; (2) few ILUs (< 4%) are mislabeled.

Defining the Logging Format

Log messages are generally loosely structured, which contain free formed texts. Many projects define their own format of the log messages, so that they can be automatically parsed and analyzed. For example, the Hadoop project introduces audit logging in order to satisfy the security compliance requirements. The format of the auditing logs vary across different Hadoop components. For example, in hadoop-common component shown in Figure 4.3, an interface (KMSAuditLogger) is first defined with a method logAuditEvent, which defines the
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<table>
<thead>
<tr>
<th>Rationales</th>
<th>% of Projects</th>
<th>Code Examples</th>
</tr>
</thead>
</table>
| Defining the Logging Format     |                | import org.slf4j.Logger;  
|                                 | Small (64.6%) | import org.slf4j.LoggerFactory;  
|                                 | Medium (53.5%) | ...  
|                                 | Large (47.6%) | class SimpleKMSAuditLogger extends KMSAuditLogger {  
|                                 | Very Large (72.7%) | final private Logger auditLog = LoggerFactory.getLogger(KMS_LOGGER_NAME);  
|                                 |                | public void logAuditEvent(final OpStatus status, final AuditEvent event) {  
|                                 |                | switch (status) {  
|                                 |                | case OK:  
|                                 |                | auditLog.info("[op={}, key={}, user={}, accessCount={}, interval={}ms] " + status, event.getOp(), event.getKeyName(), event.getUser(), event.getAccessCount(), event.getTimeInterval(), event.getExtraMsg());  
|                                 |                | break;  
|                                 | Small (7.3%) | public interface LogDelegate {  
|                                 |                | ...  
|                                 | Medium (18.4%) | void error(Object message);  
|                                 | Large (25.4%) | }  
|                                 | Very Large (27.3%) | LogDelegate.java (vert.x)  
|                                 |                | public class JULLogDelegate extends LogDelegate {  
|                                 |                | private final java.util.logging.Logger logger;  
|                                 |                | JULLogDelegate(final String name) {  
|                                 |                | logger = java.util.logging.Logger.getLogger(name);  
|                                 |                | }  
|                                 |                | ...  
| compatibility with other LUs    |                | public void error(final Object message) {  
|                                 | Small (7.3%) | log(Level.SEVERE, message);  
|                                 | Medium (18.4%) | }  
|                                 | Large (25.4%) | JULLogDelegate.java (vert.x)  
|                                 | Very Large (27.3%) | public class DefaultLogSystem implements LogSystem {  
|                                 |                | public static PrintStream out = System.out;  
|                                 |                | ...  
|                                 | Small (24.4%) | public void error(Throwable e) {  
|                                 |                | out.println(new Date() + " ERROR:" + e.getMessage());  
|                                 | Medium (30.3%) | e.printStackTrace(out);  
|                                 | Large (33.3%) | }  
|                                 | Very Large (27.3%) | DefaultLogSystem.java (Slick2D)  
| ease of configuration and dependency management |                |  

Figure 4.3: The rationales behind why ILUs are implemented.
auditing methods to be invoked. To facilitate code reuse, SimpleKMSAuditLogger implements this interface by using the adapter pattern. It implements the logAuditEvent method by invoking the info method from an SLF4J logger object. The logAuditEvent method contains a switch statement, in which depending on the actual event, different audit logs will be outputted. The resulting audit logs are much more structured compared to the regular loosely defined log messages. Other ILUs like Cassandra’s StatusLogger also fall into this case.

Compatibility with other LUs

Many of the studied projects can be packaged and used by other projects. For reusable packages, it is preferred to be flexible and compatible with different ELUs, as developers always want to use the most up-to-date LUs in their projects. Since LU migrations require high manual efforts and are error-prone [80], developers usually implement their ILUs to separate the coupling of their logging code with the LUs. Vert.x [193] is a popular tool-kit for building reactive applications on the JVM. It receives more than 10,000 stars on GitHub. It supports four general purpose Java ELUs: java.util.logging, Log4j 1.x, Log4j 2, and SLF4J. This functionality is realized by implementing the strategy design pattern to unify the APIs among these four ELUs. These four ELUs do not share the same set of verbosity levels. Therefore, the ILU needs to provide a unified interface (LogDelegate) for their logging methods. The LogDelegate interface defines a set of common logging APIs (e.g., info, error). Separate implementation classes are introduced to wrap around the four popular general purpose ELUs: java.util.logging, Log4j 1.x, Log4j 2, and SLF4J. Figure 4.3 shows a code snippet for JULLogDelegate, which adapts the functionalities of java.util.logging to the common interface defined by LogDelegate. To implement the error method, it calls the log method along with the verbosity level SEVERE and the variable message from java.util.logging.

Ease of Configuration and Dependency Management

One of the common errors associated with logging is the configuration of LUs [106]. The main cause of this is due to complex dependency structures [157, 158, 159, 160, 161, 162]. Hence, about 29.3% of the ILUs are implemented to ease the configuration and dependency management issues. They are usually built from the ground up using only the standard JDK libraries and are not dependent on any ELUs to minimize the effort to manage dependencies. Figure 4.3 shows one example. This code snippet is from Slick2D, which is a 2D Java game library. This ILU is designed to be lightweighted and easy to use. It logs the complete error information with timestamps to the console.
Findings: There are three project specific needs, which lead to the implementation of ILUs: (1) defining the logging format, (2) compatibility with other LUs, and (3) ease of configuration and dependency management. Among these three needs, defining the logging format is the most common one. 55.3% of the sampled projects implemented ILUs for this specific need. As the size of the projects grow larger, more projects implement ILUs to satisfy the needs of compatibility with other LUs.

Implications: Although more than 20% of the sampled projects implemented their own ILUs from the ground up. These ILUs are mainly used internally for debugging purposes. They are usually not intended to be used by other projects, since they might not satisfy the general logging needs (e.g., not thread-safe). Additional tools and techniques need to be developed to automatically warn developers who imported packages which implement ILUs.

4.4.3 RQ3: How are multiple LUs used in the wild?

The goal of this RQ is to understand and characterize the uses of multiple LUs in one project. We sorted our studied projects by the number of LUs that are used. Then we selected the top-100 projects, which used the most LUs, for close manual examinations. The number of LUs for these projects ranges from 7 (Hadoop) to 21 (Liferay-portal). Figure 4.4 summarizes our findings. There are generally four usage context behind the use of multiple LUs: (1) Interaction with LUs from the imported packages; (2) Managing the logging contents; (3) Formatting logging messages across different components; and (4) Developer convenience. As the project sizes grow bigger, the usage context of multiple LUs also become more complex. Note that there is no small-sized projects among them, as they generally use much fewer LUs.
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```
pipeline.addLast("logger", new LoggingHandler(LogLevel.INFO));
```

(a) InboundConnectionInitiator.java (Cassandra, using Netty LoggingHandler)

```
KieRuntimeLogger logger=KieServices.Factory.get().
    getLoggers().newFileLogger(session,"log/correlation");
```

(b) CorrelationExample.java (OpenNMS, using KieRuntimeLogger)

Figure 4.5: An example of using multiple LUs for interaction with LUs from the imported packages.

Interaction with LUs from the imported packages

Many Java-based software systems use third party packages, which also contain LUs. In order to have full observability of the resulting systems, it is important to enable logging across all the components. Figure 4.5 shows two different examples on how to configure or enable logging for the imported packages. However, due to the API variability of these LUs, different techniques are needed in order to enable or configure their logging behavior. For example, Netty uses event-based programming. To enable the logging of the Netty package, the Cassandra developer needs to add the LoggingHandler. In order to enable logging for Kie, the OpenNMS developer needs to create a new logger to output the logs to a file. The more third party packages are used, the more interactions there are with the LUs from these imported packages. This is one of the main reasons why many large or very large-sized projects use more LUs than the smaller sized projects.

Managing the logging contents

In addition to configuring and enabling the logging behavior for the imported packages, sometimes the studied projects also use the LUs from the imported packages for additional logging. This is mainly to ensure the relevant logging contents are stored in the same location. Maven is a popular tool to build and manage Java projects. The core of Maven consists of a set of plugins. Each plugin is responsible for a particular functionality. For example, clean, which is used to clean up the build artifacts, and compiler, which is used to compile Java sources, are two default plugins. During execution, the logs generated from these plugins will be redirected to the same storage location. If other projects intend to develop Maven plugins, they are advised to use the LUs from Maven to generate build related logs [194], so that Maven-related information can be aggregated to one centralized location, which is easy to analyze and archive. Figure 4.6 shows one such example. On one hand, karaf uses their own LU to record system-specific information. On other hand, it uses the LU from Maven to record build related logs.
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```java
import org.apache.maven.plugin.logging.Log;
...
public File resolveById(String id, Log log)
    throws MojoFailureException {
    ...
    log.debug("Resolving artifact " + id + " from "
        + projectRepositories);
}
```

Dependently31Helper.java (karaf)

Figure 4.6: An example of using multiple LUs for managing the logging contents.

```java
for (InstanceStatus status : instanceStatusList) {
    if (INSTANCE_RUNNING != status.getInstanceState().getCode()){
        LOGGER.debug("Instances are up but not all of them are in running state.");
        return false;
    }
}
```

ASGroupStatusCheckerTask.java (cloudbreak)

Figure 4.7: An example of using multiple LUs for developer convenience.

Formatting logging messages across different components

In some cases, one LU may not satisfy all the logging needs for one project. For example, as shown in Figure 4.3, Hadoop uses SLF4J for generating execution logs, which are used for debugging and monitoring purposes. It also uses ILU to generate audit logs to satisfy security requirements.

Developer convenience

Some of the top-100 projects use AOP-based logging. However, the developers also include logging code, which is instrumented using general-purpose ELUs. This is mainly due to developer convenience. For example, cloudbreak uses AOP-based logging, but it also uses SLF4J. Figure 4.7 shows one such example. Since checking the instance state is a very localized concern, it is much faster to instrument with the general purpose LU than AOP-based logging. Similar cases also apply to LUs, which are used for internationalization. For example, Hibernate uses the JBoss logging to support internationalization. However, instead of putting the log messages into the centralized file, the developer chose to place their log message along with the feature code for debugging purposes.
4.5 Evaluation

Although we have analyzed 425 Java-based projects, our study focuses on Java-based open-source projects in GitHub. In order to assess the generalizability of our findings, we conducted a semi-structured interview with 13 experienced industrial developers. We decided to conduct semi-structured interviews instead of surveys so that we can interact with the participants in a more flexible way. For example, we have prepared a set of questions before-hand. During the interview, we sometime asked follow-up questions based on participants’ answers on the fly [195].

4.5.1 Setup

Similar to [58], the participants are from the authors’ personal contacts. All of them are working at large-scale software companies. The development experience of the participants ranges from one to eight years. The types of projects that participants are working on vary from server-side projects (9), frameworks (3), and client application (1). All these projects have been widely used by millions of users worldwide. The programming languages that the participants use daily include Java, PHP, C++, C#, Python, and Go.

4.5.2 Findings

All of the participants have inserted, deleted, updated logging code in their development activities. It reaffirms that software logging is a pervasive practice [9].

**Findings:** There are four usage contexts behind the use of multiple LUs in one project: (1) interaction with LUs from the imported packages; (2) managing the logging contents; (3) formatting logging messages across different components; and (4) developer convenience. Except for developer convenience, the percentage of these usage contexts increases as the project sizes increase.

**Implications:** Logging is considered as a cross-cutting concern, as the logging code scatters across the entire system and inter-mixes with the feature code. To cope with this challenge, AOP is introduced. However, AOP cannot be used to satisfy the current logging needs, due to their inconvenience on specifying localized logging context. More importantly, for large-scale projects which use many third party packages, it is necessary to enable and configure the logging behavior for these imported packages in order to gain full observability of the entire systems. The management of the logging behavior for these packages is rather complex and introduces another form of cross-cutting concerns. Further research is urgently needed to develop tools or techniques to automatically manage and modularize such concerns.
Cross-validation of our findings

We presented our findings on the rationales behind the use of ELUs and ILUs, as well as the usage context for multiple LUs. Then we asked the participants: (1) whether their projects adopt one or more of the studied LUs; (2) whether our characterized usage context and the logging needs would be useful for them; and (3) if there are any additional information to add or comment on.

Some participants mentioned that they did adopt one or more of the studied LUs in this chapter. However, the rationales (e.g., JBoss-style logging) is a bit different. All participants felt that the findings and code examples from this study can help them better configure and manage the logging behavior for their projects.

- **ELUs**: All participants acknowledged that the general-purpose logging is the most commonly used logging need. However, they also acknowledge the challenges on co-evolving the logging code with the rapidly changed feature code, as the logging code is inter-mixed with the feature code. Although the participants agreed that AOP-based logging is a great idea, only two of the interviewed participants used AOP-based logging in their projects. This is mainly due to (1) high learning curve of a different programming paradigm, (2) difficult to translate logging concerns into rules (a.k.a., advice), and (3) lack of automated support for legacy logging code.

  Compared to open-source projects, there is a much higher portion of industrial projects (7/13) that adopted the LUs that centralize the log messages (a.k.a., JBoss-style logging). One participant mentioned that in addition to internationalization, the centralized logging-style can: (1) improve the accuracy and the speed of the log processing task [64]; and (2) attach additional meta information (e.g., issue resolution strategies) with the message ID for better field support.

- **ILUs**: The participants mentioned that the choice of LUs were decided by the software architects or senior developers. Once the LUs were set up, only under very rare cases that they will migrate or modify LUs. None of them have directly modified the existing LUs. We asked the participants what type of LUs were used in their projects. Three of them said they directly use open source LUs such as Log4j [77] (Java) and log4net [196] (C#). The rest of them use ILUs included in their project. The rationales behind implementing ILUs are similar to our findings from the open source projects.

- **The use of Multiple LUs**: The participants are surprised about the use of multiple LUs. Five of them did not realize the need to do this until we presented our findings. They complained about the challenges on debugging and monitoring their projects, which use many third-party packages. By leveraging our findings and code examples, they can enable and manage the logging behavior from these imported packages, which will greatly improve the observability of the overall systems.
Beyond Logging

Five participants mentioned that they have integrated tracing tools (e.g., opentracing [71]) or Application Performance Monitoring (APM) tools (sentry [197], Google firebase [198], etc.) into their systems. They applied these tools to replace some of the logging functionalities such as crash reporting and collection of the profiling data. Unlike logging, most of these tools do not need developers to arbitrarily write code to record the desired information. For example, one participant mentioned that they adopted Spring-sleuth [199]. It is a distributed tracing tool which can automatically record the interactions between multiple Sprint Boot microservices. These tools pre-instrument output statements to record information such as RPC calls and stack traces, and they need minimum configuration efforts. The participants also mentioned that although these tools are useful, they still cannot completely replace the needs for software logging in their projects.

4.6 Discussions

Logs have been used extensively in practice. Instead of invoking output functions like System.out.println, developers prefer to use logging utilities (LU) to instrument their systems. This chapter categorizes the complex use of LUs in the wild and presents multiple implications which are useful for developers and researchers. In this section, we will discuss the significance of our findings and present some future work.

4.6.1 Complex Use of LUs

There are generally four reasons to use LUs: (1) general-purpose logging, (2) LU interactions with imported packages, (3) internationalization of the log messages, and (4) modularization of the logging code. Larger projects tend to use multiple LUs in one project to satisfy one or more of the following usage context: (1) interaction with LUs from various imported packages, (2) managing the logging contents, (3) formatting logging messages across different components, and (4) developer convenience. Many projects also implement their own LUs to satisfy project specific needs like defining the logging format, compatibility, and ease of configuration and dependency management. Such findings would be useful for developers and researchers who are interested in developing and maintaining LUs:

- Our findings raise developers’ awareness that their systems can contain multiple LUs due to the imported packages. It is important to manage these LUs to better monitor and debug systems’ runtime behavior.

- To effectively monitor and debug systems’ behavior, developers need to figure out how to configure the logging behavior for the imported packages and how to interact these LUs with the LUs in their own projects. Hence, techniques to recover the logging architecture are needed.
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- To ensure QoS, best practices and anti-patterns for managing LUs are needed, particularly in the following areas: (1) selecting the appropriate default verbosity levels for LUs for good observability with low overhead; and (2) correlating logging information across different LUs in one project.

- In addition to common LUs (e.g., Log4j or SLF4J), many projects also use additional ELUs or implement ILUs. These LUs are project-dependent and require implementation/maintenance effort. The findings in the chapter can guide researchers to propose more general techniques to satisfy such logging needs.

4.6.2 Beyond LUs

Certain findings in this chapter may be applicable to other utilities. It is important to study the use of different utilities in the wild due to: (a) multiple utilities (e.g., database/testing frameworks and ad libraries) with same/similar functionalities can be used in one project; and (b) cross-cutting concerns (e.g., logging, analytics and security) are implemented not only in the projects’ code but also in the imported packages. Effectively managing such concerns is an open problem, which is important for development and maintenance of such systems [200, 201].

4.7 Related Work

In this section, we discuss two related research areas.

4.7.1 Empirical Studies on Logging Practices

There are no well-established logging guidelines in neither industrial [8, 32] nor open source systems [10, 9, 131]. Hence, it is important to derive best practices and common mistakes by studying the current logging practices. Shang et al. [131] found that the amount of logging code is correlated with the amount of post-release bugs. Kabinna et al. [80] studied the logging library migrations for 33 Apache-based Java projects. They found that migrating logging libraries requires high manual efforts and is error-prone. Zhi et al. [81] conducted an exploratory study on the configuration aspects of the LUs.

Our work is different from the above studies in the following three aspects: (1) this chapter is the first study on the use of LUs, which includes both ELUs (a.k.a., logging libraries) as well as ILUs. (2) The scale of our study is much bigger than the previous ones, as we have studied over 11,194 Java-based GitHub projects, which uses 3,856 LUs. (3) Different from all of the above work, which are mainly quantitative studies, we have performed both the quantitative and the qualitative studies on the use of Java-based LUs.
4.7.2 Improving the Quality of the Logging Code

This area can be further divided into three parts: (1) where-to-log, (2) what-to-log, and (3) how-to-log.

- **where-to-log** is related to the problem of selecting appropriate logging points in the source code. Fu et al. [8] proposed a data-mining based approach to automatically extract the important attributes which affect the locations of the logging points. Zhu et al. [107] proposed a machine-learning based technique to learn common logging points based on the code structures. Yuan et al. [18] proposed a program-analysis based method to add logging points for debugging purposes. Ding et al. [21] proposed a constraint solving based method to select the optimal logging points which incur minimum performance overhead while keeping the maximum runtime information. Zhao et al. [2] came up with a tool Log20, which automatically places the logging points under certain overhead threshold.

- **what-to-log** is related to the problem of providing complete runtime information in the logging code. Yuan et al. [35] proposed a program analysis based approach to add additional variables into existing logging statements so that more complete execution paths can be recovered, thus improving the diagnosability. He et al. [104] characterized the static texts inside logging statements for 10 Java and 7 C# projects. They provided an NLP-based description generation tool to automatically generate static texts in logging statements.

- **how-to-log** is related to the problem of designing and maintaining high quality logging code. Yuan et al. [10] partially studied the inconsistent verbosity level problem through a clone based approach. Li et al. learned from code changes in history to predict just-in-time logging code changes [111] and to suggest the most appropriate verbosity levels [48] through machine learning-based approaches. Chen et al. [36] summarized six types of anti-patterns within logging statements and proposed a tool to automatically detect them. Li et al. [38] proposed an automated tool to detect duplicate logging code smells. Chen et al. [123] proposed an approach to extract the Logging-Code-Issue-Introducing changes.

Our study lies within the category of **how-to-log**, but differs with the above work in the sense that our focus is on the LUs instead of the log printing code.

4.8 Threats to Validity

In this section, we will discuss the threats to validity.
4.9. CONCLUSION

4.8.1 External Validity
We conducted our study only on 11,194 Java-based open source projects. We cross-validated our findings by interviewing with industrial developers. Although our approach can be easily adapted to another study on the use of LUs, our finding may not be generalizable to projects written in other programming languages.

4.8.2 Internal Validity
In our study, we removed all of the very small-sized projects, since only a small fraction of them use LUs and most of them are trial projects for self-studying and collections of code snippets. We also removed forked projects, since they are likely duplications of the base ones. We also removed unpopular projects which contain few stars. This practice is similar to many of the previous empirical studies on GitHub-based projects [177, 178, 179].

4.8.3 Construct Validity
In our study, we used a heuristics-based approach to count the adoptions of LUs. We made our best efforts to avoid bringing in any false positives. Through manual verification of the randomly selected samples, our approach yields an precision of 96%.

4.9 Conclusion
In this chapter, we conducted a large-scale empirical study on the use of Java LUs in the wild. We studied 11,194 Java-based projects in the GitHub. These projects use 3,856 LUs. Our findings suggest that the complexity of the use of LUs increases as the project size increases. Although many projects only use LUs for general-purpose logging, the actual logging needs vary from project to project. The main reason behind multiple use of LUs is to enable or manage the logging behavior of the imported packages. Many projects choose to implement their own ILU mainly for defining the project-specific format of their logging code. The findings and the implications presented in this chapter will be useful for LU designers and researchers as well as system developers.
Chapter 5

An Automated Approach to Estimating Code Coverage Measures via Execution Logs

5.1 Introduction

A recent report by Tricentis shows that software failure caused $1.7 trillion in financial losses in 2017 [202]. Therefore, software testing, which verifies a system’s behavior under a set of inputs, is a required process to ensure the system quality. Unfortunately, as software testing can only show the presence of bugs but not their absence [203], complete testing (a.k.a., revealing all the faults) is often not feasible [204, 205]. Thus, it is important to develop high quality test suites, which systematically examine a system’s behavior.

Code coverage measures the amount of executed source code, when the system is running under various scenarios [206]. There are various code coverage criteria (e.g., statement coverage, condition coverage, and decision coverage) proposed to measure how well the test suite exercises the system’s source code. For example, the statement coverage measures the amount of executed statements, whereas the condition coverage measures the amount of true/false decisions taken from each conditional statement. Although there are mixed results between the relationship of code coverage and test suite effectiveness [207, 208], code coverage is still widely used in research [209, 210, 211] and industry [212, 213, 214] to evaluate and improve the quality of existing test suites.

There are quite a few commercial (e.g., [215, 216]) and open source (e.g., [33, 217]) tools already available to automatically measure the code coverage. All these tools rely on instrumentation at various code locations (e.g., method entry/exit points and conditional branches) either at source code [218] or at binary/bytecode levels [217, 219]. There are three main issues associated with these tools when used in practice: (1) Engineering challenges: for real-world large-scale distributed systems, it is not straight-forward to configure and deploy such tools, and collect the resulting data [220, 221]. (2) Performance overhead: the heavy instrumentation process can introduce performance overhead and slow down the
system execution [222, 223, 224]. (3) **Incomplete results:** due to various issues associated with code instrumentation, the coverage results from these tools do not agree with each other and are sometimes incomplete [23]. Hence, the application context of these tools is generally very limited (e.g., during unit and integration testing). It is very challenging to measure the coverage for the system under test (SUT) in a field-like environment to answer questions like evaluating the representativeness of in-house test suites [225]. Such problem is going to be increasingly important, as more and more systems are adopting the rapid deployment process like DevOps [226].

Execution logs are generated by the output statements (e.g., `Log.info("User" + user + "checked out")`) that developers insert into the source code. Studies have shown that execution logs have been actively maintained for many open source [10, 9] and commercial software systems [8, 32] and have been used extensively in practice for a variety of tasks (e.g., system monitoring [16], problem debugging [18, 3], and business decision making [5]). In this chapter, we have proposed an approach, called **LogCoCo** (Log-based Code Coverage), which automatically estimates the code coverage criteria by analyzing the readily available execution logs. We first leverage program analysis techniques to extract a set of possible code paths from the SUT. Then we traverse through these code paths to derive the list of corresponding log sequences, represented using regular expressions. We match the readily available execution logs, either from testing or in the field, with these regular expressions. Based on the matched results, we label the code regions as **Must** (definitely covered), **May** (maybe covered, maybe not), and **Must-not** (definitely not covered) and use these labels to infer three types of code coverage criteria: method coverage, statement coverage, and branch coverage. The contributions of this chapter are:

1. This work systematically assesses the use of the code coverage tools in a practical setting. It is the first work, to the authors’ knowledge, to automatically estimate code coverage measures from execution logs.

2. Case studies on one open source and five commercial systems (from Baidu) show that the code coverage measures inferred by LogCoCo is highly accurate: achieving higher than 96% accuracy in seven out of nine experiments. Using LogCoCo, we can evaluate and improve the quality of various test suites (unit testing, integration testing, and benchmarking) by comparing and studying their code coverage measures.

3. This project is done in collaboration with Baidu, a large scale software company whose services are used by hundreds of millions of users. Our industrial collaborators are currently considering adopting and using LogCoCo on a daily basis. This clearly demonstrates the usefulness and the practical impact of our approach.

**Chapter Organization:** the rest of this chapter is structured as follows. Section 5.2 explains issues when applying code coverage tools in practice. Section 5.3 explains LogCoCo by using a running example. Section 5.4 describes our experiment setup. Section 5.5 and 5.6 study two research questions, respectively. Section 5.7 introduces the related work. Section 5.8 discusses the threats to validity. Section 5.9 concludes the chapter.
5.2 Applying Code Coverage Tools in Practice

We interviewed a few QA engineers at Baidu regarding their experience on the use of the code coverage tools. They regularly used code coverage tools like JaCoCo [33] and Cobertura [217]. However, they apply these tools only during the unit and integration testing. It turned out that there are some general issues associated with these state-of-the-art code coverage tools, which limit their application contexts (e.g., during performance testing and in the field). We summarized them into the following three main issues, which are also problematic for other companies [220, 221]: (1) Engineering challenges: depending on the instrumentation techniques, configuring and deploying these tools along with the SUT can be tedious (e.g., involving recompilation of source code) and error-prone (e.g., changing runtime options). (2) Performance overhead: although these tools can provide various code coverage measures (e.g., statement, branch, and method coverage), they introduce additional performance overhead. Such overhead can be very apparent, when the SUT is processing hundreds or thousands of concurrent requests. Therefore, they are not suitable to be running during non-functional testing (e.g., performance or user acceptance testing) or in the field (e.g., to evaluate and improve the representativeness of the in-house test suites). (3) Incomplete results: the code coverage results from these tools are sometimes incomplete.

In this section, we will illustrate the three issues mentioned above through our experience in applying the state-of-the-art code coverage tools on HBase [172] in a field-like environment.

5.2.1 The HBase Experiment

HBase, which is an open source distributed NoSQL database, has been used by many companies (e.g., Facebook [227], Twitter, and Yahoo! [228]) serving millions of users everyday. It is important to assess its behavior under load (a.k.a., collecting code coverage measures) and ensure the representativeness of the in-house test suites (a.k.a., covering the behavior in the field).

YCSB [229] is a popular benchmark suite, originally developed by Yahoo!, to evaluate the performance of various cloud-based systems (e.g., Cassandra, Hadoop, HBase, and MongoDB). YCSB contains six core benchmark workloads \((A, B, C, D, E, \text{ and } F)\) which are derived by examining a wide range of workload characteristics from real-world applications [230]. Hence, we use this benchmark suite to simulate the field behavior of HBase.

Our HBase experiment was conducted on a three-machine-cluster with one master node and two region server nodes. These three machines have the same hardware specifications: Intel i7-4790 CPU, 16 GB memory, and 2 TB hard-drive. We picked HBase version 1.2.6 for this experiment, since it was the most current stable release by the time of our study. We configured the number of operations to be 10 million for each benchmark workload. Each benchmark test exercised all the benchmark workloads under one of the following three YCSB thread number configurations: 5, 10, and 15. Different number of YCSB threads indicates different load levels: the higher the number of threads, the higher the benchmark load.
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5.2.2 Engineering Challenges
Since HBase is implemented in Java, we experimented with two Java-based state-of-the-art code coverage tools: JaCoCo [33] and Clover [231]. Both tools have been used widely in research (e.g., [23, 232, 233]) and practice (e.g., [220, 221]). These two tools use different instrumentation approaches to collecting the code coverage measures. Clover [231] instruments the SUT and injects its monitoring probes at the source code level, while JaCoCo [219] uses the bytecode instrumentation technique and injects its probes during runtime.

Overall, we found the configuration and the deployment processes for both tools to be quite tedious and error-prone. For example, to enable the code coverage measurement by JaCoCo, we had to examine various HBase scripts to figure out the command line options to start up HBase and its required jar files. This process was non-trivial and required manual effort, as the command line options could differ from systems to systems and even different versions of the same systems. The process for Clover was even more complicated, as we had to reconfigure the Maven build system to produce a new set of instrumented jar files. In addition, we could not simply copy and replace the newly instrumented jar files into the test environment due to dependency changes. It required a thorough cleanup of the test environment before re-deploying SUT and running any tests. We considered such efforts to be non-trivial, as we had to repeat this process on all three target machines. This effort could be much higher if the experiments were done on tens or hundreds of machines, which is considered as a normal deployment size for HBase [234].

We decided to proceed with JaCoCo. Its instrumentation and deployment process were less intrusive, as the behavior of HBase needed to be assessed in a field like environment.

5.2.3 Performance Overhead
We ran each benchmark test twice: once with JaCoCo enabled, and once without. We gathered the response time statistics for each benchmark run and estimated the performance overhead introduced by JaCoCo. Figure 5.1 shows the performance overhead for the six different workloads (workload A, . . . , F). Within each workload, the figure shows the average performance overhead (in percentages) as well as the confidence intervals across different YCSB thread numbers. For example, the average performance overhead for workload A is 16%, but can vary from 10% to 22% depending on the number of threads.

Depending on the workload, the performance impact of JaCoCo varies. Workload B has the highest impact (79% to 106%) with JaCoCo enabled, whereas workload E has the smallest impact (4% to 13%). Overall, JaCoCo does have a negative impact on the SUT with a noticeable performance overhead (> 8% on average) across all benchmark tests. Hence, it is not feasible to deploy JaCoCo in a field-like environment with the SUT, as it can significantly degrade the user experience.
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Figure 5.1: The JaCoCo overhead for the HBase experiment.

5.2.4 Incomplete Results

We sampled some of the code coverage data produced by JaCoCo for manual verification. We found that JaCoCo did not report the code coverage measures for some modules. JaCoCo only instrumented the HBase modules (a.k.a., the hbase-server module) in which the YCSB benchmark suite directly invoked. If the hbase-server module invokes another module (e.g., client) not specified during the HBase startup, the client module will not be instrumented by JaCoCo and will not have any coverage data reported. For example, during our experiment, the logging statement from the method setTableState in ZKTableStateManager.java was outputted. Hence, setTableState should be covered. Since setTableState calls setTableStateInZK, which calls joinZNode in ZKUtil.java, the method joinZNode should also be covered. However, the joinZNode method was marked as not covered by JaCoCo. A similar problem was also reported in [23].

To resolve the three issues mentioned above, we have proposed a new approach to automatically estimating the code coverage measures by leveraging the readily available execution logs. Our approach estimates the code coverage by correlating information in the source code and the log files, once the tests are completed. It imposes little performance overhead to the SUT, and requires no additional setup or configuration actions from the QA engineers.
5.3 LogCoCo

In this section, we will describe LogCoCo, which is an automated approach to estimating code coverage measures using execution logs. As illustrated in Figure 5.2, our approach consists of the following four phases: (1) during the program analysis phase, we analyze the SUT’s source code and derive a list of possible code paths and their corresponding log sequences expressed in regular expressions (LogRE). (2) During the log analysis phase, we analyze the execution log files and recover the log sequences based on their execution context. (3) During the path analysis phase, we match each log sequence with one of the derived LogRE and highlight the corresponding code paths with three kinds of labels: May, Must, and Must-not. (4) Based on the labels, we estimate the values for the following three code coverage criteria: method coverage, statement coverage, and branch coverage. In the rest of this section, we will explain the aforementioned four phases in details with a running example shown in Figure 5.3.

5.3.1 Phase 1 - Program Analysis

Different sequences of log lines will be generated if the SUT executes different scenarios. Hence, the goal of this phase is to derive the matching pairs between the list of possible code paths and their corresponding log sequences. This phase is further divided into three steps:

Step 1 - Deriving AST for Each Method

we derive the per method Abstract Syntax Tree (AST) using a static analysis tool called Java Development Tools (JDT) [180] from the Eclipse Foundation. JDT is a very robust and accurate program analysis tool, which has been used in many software engineering research papers (e.g., bug prediction [149], logging code analysis [36], and software evolution [235]).

Consider our running example shown on the left part of Figure 5.3. This step will generate two ASTs for the two methods: computation and process. Each node in the resulting AST is marked with the corresponding line number and the statement type. For example, at line 3, there is a logging statement and at line 4 there is an if statement. There are also edges
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<table>
<thead>
<tr>
<th>Log Sequences</th>
<th>Seq 1</th>
<th>Seq 2</th>
<th>Final Code Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branch selection set</td>
<td>[if@4:true,for@12:true,if@16:false]</td>
<td>[if@4:false,for@12:true,if@16:false]</td>
<td></td>
</tr>
<tr>
<td>LogRE</td>
<td>(Log@3)(Log@51)(Log@14)+</td>
<td>(Log@3)(Log@14)+</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Code Snippets</th>
<th>Intermediate Code Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 void computation(int a, int b) {</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>2 int a = randomInt();</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>3 log.info(&quot;Random No: &quot; + a);</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>4 if (a &lt; 10) {</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>5 a = process(a);</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>6 } else {</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>7 a = a + 10;</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>8 }</td>
<td>- - -</td>
</tr>
<tr>
<td>9 if (a % 2 == 0) {</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>10 a ++;</td>
<td>May May May</td>
</tr>
<tr>
<td>11 }</td>
<td>- - -</td>
</tr>
<tr>
<td>12 for (;b &lt; 3; b++) {</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>13 a ++;</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>14 log.info(&quot;Loop: &quot; + a);</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>15 }</td>
<td>- - -</td>
</tr>
<tr>
<td>16 if (a &gt; 20) {</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>17 log.info(&quot;Check: &quot; + a);</td>
<td>Must-not Must-not Must-not</td>
</tr>
<tr>
<td>18 }</td>
<td>- - -</td>
</tr>
<tr>
<td>19</td>
<td>- - -</td>
</tr>
<tr>
<td>20 int process(int num) {</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>21 log.info(&quot;Process: &quot; + (++num));</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>22 return num;</td>
<td>Must Must Must</td>
</tr>
<tr>
<td>23 }</td>
<td>- - -</td>
</tr>
</tbody>
</table>

Figure 5.3: The code snippet of our running example.
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connecting two nodes if one node is the parent of the other node.

**Step 2 - Deriving Call Graphs**

the resulting ASTs from the previous step only contain the control flow information at the method level. In order to derive a list of possible code paths, we need to form call graphs by chaining the ASTs of different methods. We have developed a script, which automatically detects method invocations in the ASTs, and links them with the corresponding method body. In the running example, our script will connect the method invocation of the `process` method at line 5 with the corresponding method body starting at line 50.

**Step 3 - Deriving Code Paths and LogRE Pairs**

based on the resulting call graphs, we will derive a list of possible code paths. The number of resulting code paths depends on the number and the type of control flow nodes (e.g., if, else, for, and while), which may contain multiple branching choices. Consider the if statement at line 4 in our running example: depending on the true/false values for the conditional variable `a`, there can be two call paths generated: [4, 5, 50, 51, 52] and [4, 6, 7].

We leverage the Breadth-First-Search (BFS) algorithm to traverse through the call graphs in order to derive the list of possible code paths and their corresponding LogREs. When visiting each control flow node, we pick one of the decision outcomes for that node and go to the corresponding branches. During this process, we also keep track of the resulting LogREs. Each time when a logging statement is visited, we add it to our resulting LogRE. If a logging statement is inside a loop, a “+” sign will be appended to it indicating that this logging statement could be printed more than once. For the logging statement, which is inside a conditional branch within a loop, it will be appended with a “?” followed by a “+”. In the end, we will generate a branch selection set for this particular code path and its corresponding LogRE. There can be some control flow nodes, under which there is no logging statement node. In this case, we cannot be certain if any code under these control flow nodes will be executed. For scalability concerns, we do not visit the subtrees under these control flow nodes.

In our running example, there are four control flow nodes: line 4 (if), 9 (if), 12 (for), and 16 (if). If the conditions are true for line 4 and 12, and false for line 16, the branch selection set is represented as `[if@4: true, for@12: true, if@16: false]`. The value for the if condition node at line 9 is irrelevant, as there is no logging statement under it. We will not visit its subtree, as no changes will be made to the resulting LogRE. The resulting code path for this branch selection is 1, 2, 3, 4, 5, 50, 51, 52, 9, 10, 12, 13, 14, 16. The corresponding LogRE is `(Log@3)(Log@51)(Log@14)+`. Line 10 in the resulting code path is shown in brackets, because there is no logging statement under the if condition node at line 9. Thus, we cannot tell if line 10 is executed based on the generated log lines.
5.3. Logcoco

5.3.2 Phase 2 - Log Analysis

Execution logs are generated when logging statements are executed. However, since there can be multiple scenarios executed concurrently, logs related to the different scenario executions may be inter-mixed. Hence, in this phase, we will recover the related logs into sequences by analyzing the log files. Suppose after executing some test cases for our running example, a set of log lines, shown in Figure 5.4, is generated. This phase is further divided into the following three steps:

**Step 1 - Abstracting Log Lines**

Each log line contains static texts, which describe the particular logging context, and dynamic contents, which reveal the SUT’s runtime states. Logs generated by modern logging frameworks like Log4j [77] can be configured to contain information such as file name and line number. Hence, we can easily map the generated log lines to the corresponding logging statements. In our example, each log line contains the file name `Test.java` and the line number. In other cases, if the file name and the line number is not printed, we can leverage existing log abstraction techniques (e.g., [JiangJSME08, 236]), which automatically recognize the dynamically generated contents and map log lines into the corresponding logging statements.

**Step 2 - Grouping Related Log Lines**

Each log line contains some execution contexts (e.g., thread or session or user IDs). In this step, we group the related log lines into sequences by leveraging these execution contexts. In our running example, we group the related log lines by their thread IDs. There are in total two log sequences in our running example, which correspond to `Thread-1` and `Thread-2`.

**Step 3 - Forming Log Sequences**

In this step, we replace the grouped log line sequences into sequences of logging statements. For example, the log line sequence of line 1, 3, 5, 6 grouped under `Thread-1` becomes Log@3, Log@51, Log@14, Log@14.
5.3.3 Phase 3 - Path Analysis

Based on the obtained log line sequences from the previous phase, we intend to estimate the covered code paths in this phase using a four-step process.

Step 1 - Matching Log Sequences with LogREs

we match the sequences of logging statements obtained in Phase 2 with the LogREs obtained in Phase 1. The two recovered log sequences are matched with the two LogREs, which are shown on the third row in Figure 5.3. The sequence of logging statement in our running example Log@3, Log@51, Log@14, Log@14 (a.k.a., Seq 1) will be matched with LogRE (Log@3)(Log@51)(Log@14)+.

Step 2 - Labeling Statements

in the second step, based on each of the matched LogRE, we apply three types of labels to the corresponding source code based on their estimated coverage: Must, May, and Must-Not. The lower part of Figure 5.3 shows the results for our working example. For Seq 1, we label lines 1,2,3,4,5,9,12,13,14,16,50,51,52 as Must, as these lines are definitely covered if the above log sequence is generated. Line 10 is marked as May, because we are uncertain if the condition of the if statement at line 9 is satisfied. Lines 6,7,17 are marked as Must-Not, because the branch choice is true at line 4 and false at line 17. Due to the page limit, we do not explain the source code labeling process for Seq 2.

Step 3 - Reconciling Statement-level Labels

as one line of source code may be assigned with multiple different labels from different log sequences, in the third step, we reconcile the labels obtained from different log sequences and assign one final resulting label to each line of source code. We use the following criteria for our assignment:

- **At least one Must label**: since a particular line of source code is considered as “covered”, when it has been executed at least once. Hence, if there is at least one Must label assigned to that line of source code, regardless of other scenarios, it is considered as covered (a.k.a., assigning Must labels as the final resulting label). In our running example, line 5 is marked as Must in Seq 1 and Must-not in Seq 2. Therefore, it will be marked as Must in the final label.

- **No Must labels, and at least one May label**: in this particular case, we may have a specific line of source code assigned with all May labels, or a mixture of May and Must-not labels. As there is a possibility that this particular line of source code can be covered by some test cases, we assigned it to be May in the final resulting label. In our running example, line 10 is marked May.
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• **All Must-not labels:** in this particular case, since there are no existing test cases covering this line of source code, we assigned it to be **Must-not** in the final resulting label. In our running example, line 17 is marked **Must-not** in both *Seq 1* and *Seq 2*. It will be marked as **Must-not** in the final label.

**Step 4 - Inferring Labels at the Method Levels**

based on the line-level labels, we assign one final label to each method using the following criteria:

• for a particular method, if there is at least one line of source code labeled as **Must**, this method will be assigned with a **Must** label. In our running examples, both methods will be labeled as **Must**.

• for methods without **Must** labeled statements, we apply the following process:
  
  – **Initial Labeling:** all of the logging statements under such methods should already be labeled as **Must-not**, since none of these logging statements are executed. If there is at least one logging statement which is not under any control flow statement nodes in the call graph, this method will be labeled as **Must-not**.
  
  – **Callee Labeling:** starting from the initial set of the **Must-not** labeled methods, we search for methods that will only be called by these methods, and assign them with the **Must-not** labels. We iteratively repeat this process until no more methods can be added to the set.
  
  – **Remaining Labeling:** we assign the **May** labels to the remaining set of unlabeled methods.

Similarly, each branch will be assigned with one final resulting label based on the statement-level labels. Due to space constraints, we will not explain the process here.

**Phase 4 - Code Coverage Estimation**

In this phase, we estimate the method/branch/statement-level code coverage measures using the labels obtained from the previous phase. As logging statements are not instrumented everywhere, there are code regions labeled as **May**, which indicates uncertainty of coverage. Hence, when estimating the code coverage measures, we provide two values: a minimum and a maximum value for the above three coverage criteria. The minimum value of statement coverage is calculated as \[
\frac{\text{\# of Must labels}}{\text{Total\# of labels}}\times 100\% \]
and the maximum value is calculated as \[
\frac{\text{\# of Must labels} + \text{\# of May labels}}{\text{Total\# of labels}}\times 100\% .\]

In our running example, the numbers of **Must**, **May**, and **Must-not** statements are 15, 1, and 1, respectively. Therefore, the range of the statement coverage is from 88\% (\[
\frac{15}{15+1+1} \times 100\% \]) to 94\% (\[
\frac{15+1}{15+1+1} \times 100\% \]).
Similarly, since the number of **Must**, **May**, and **Must-not** branches is 5, 1, and 2 in our running example, the range of branch coverage is from 62.5\% \left( \frac{5}{5+1+2} \times 100\% \right) to 87.5\% \left( \frac{5+2}{5+1+2} \times 100\% \right).

The number of **Must**, **May**, and **Must-not** methods are 2, 0, and 0. Hence, the method level coverage is 100%.

### 5.4 Case setup

To evaluate the effectiveness of our approach, we have selected five commercial projects from Baidu and one large-scale open-source project in our case study. Table 5.1 shows the general information about these projects in terms of their project name, project descriptions, and their sizes. All six projects are implemented in Java and their domains span widely from web services, to application platforms and NoSQL databases. The main reason why we picked commercial projects to study is that we can easily get hold of QA engineers for questions and feedback. The five commercial projects (\(C_1, C_2, C_3, C_4,\) and \(C_5\)) were carefully selected based on consultations with Baidu’s QA engineers. We also picked one large-scale popular open source project, HBase [172], because we can freely discuss about the details. We focus on HBase version 1.2.6 in this study, since it is the most recent stable release by the time of the study. All six studied projects are actively maintained and being used by millions or hundreds of millions of users worldwide. We proposed the following two research questions (RQs), which will be discussed in the next two sections:

Table 5.1: Information about the six studied projects.

<table>
<thead>
<tr>
<th>Projet</th>
<th>Descriptions</th>
<th>LOC</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_1)</td>
<td>Internal API library</td>
<td>24K</td>
</tr>
<tr>
<td>(C_2)</td>
<td>Platform</td>
<td>80K</td>
</tr>
<tr>
<td>(C_3)</td>
<td>Cloud service</td>
<td>12K</td>
</tr>
<tr>
<td>(C_4)</td>
<td>Video streaming service</td>
<td>35K</td>
</tr>
<tr>
<td>(C_5)</td>
<td>Distributed file system</td>
<td>228K</td>
</tr>
<tr>
<td>HBase</td>
<td>Distributed NoSQL Database</td>
<td>453K</td>
</tr>
</tbody>
</table>

- **RQ1: (Accuracy)** *How accurate is LogCoCo compared to the state-of-the-art code coverage tools?* The goal of this RQ is to evaluate the quality of the code coverage measures derived from LogCoCo against the state-of-the-art code coverage tools. We intend to conduct this study using data from various testing activities.

- **RQ2: (Usefulness)** *Can we evaluate and improve the existing test suites by comparing the LogCoCo results derived from various execution contexts?* The goal of this RQ is to check if the existing test suites can be improved by comparing the estimated coverage measures using LogCoCo from various system execution contexts.
5.5 RQ1: Accuracy

On one hand, existing state-of-the-art code coverage tools (e.g., Jacoco [33], Cobertura [217]) collect the code coverage measures by excessively instrumenting the SUT either at the source code [218] or at the binary/bytecode levels [217, 219]. The excessive instrumentation (e.g., for every method entry/exit, and for every conditional and loop branch) ensures accurate measurements of code coverage, but imposes problems like deployment challenges and performance overhead (Section 5.2), which limit their application context. On the other hand, LogCoCo is easy to setup and imposes little performance overhead by analyzing the readily available execution logs. However, the estimated code coverage measures may be inaccurate or incomplete, as developers only selectively instrument certain parts of the source code by adding logging statements. Hence, in this RQ, we want to assess the quality of the estimated code coverage measures produced by LogCoCo.

5.5.1 Experiment

We ran nine test suites for the six studied projects as shown in Table 5.2. The nine test suites contained unit and integration tests. Since the unit test suites were not configured to generate logs for \( C_1 \), \( C_4 \), and \( C_5 \), we did not include them in our study. \( C_5 \) and HBase are distributed systems, so we conducted their integration tests in a field-like deployment setting.

Each test suite was run twice: once with the JaCoCo configured, and once without. We used the code coverage data from JaCoCo as our oracle and compared it against the estimated results from LogCoCo. For all the experiments, we collected data like generated log files and code coverage measures from JaCoCo. JaCoCo is a widely used state-of-the-art code coverage tool, which is used in both research [23, 232, 233] and practice [220, 221]. We picked JaCoCo to ensure that the experiments could be done in a field-like environment. Code coverage tools, which leverage source code-level instrumentation techniques, require recompilation and redeployment of the SUT. Such requirements would make the SUT’s testing behavior no longer closely resemble the field behavior. JaCoCo, a bytecode instrumentation based code coverage tool, is less invasive and instruments the SUT during runtime. For each test, we gathered the JaCoCo results and the log files. Depending on the tests, the sizes of the log files range from 8 MB to 1.1 GB.

5.5.2 Data Analysis

We compared the three types of code coverage measures (method, statement, and branch coverage) derived from LogCoCo and JaCoCo. Since LogCoCo marks the source code for each type of coverage using the following three labels: Must, May, and Must-not, we calculated the percentage of correctly labeled entities for three types of labels.

For the Must labeled methods, we calculated the portion of methods which are marked as covered in the JaCoCo results. For example, if LogCoCo marked five methods as Must among which four were reported as covered in JaCoCo, the accuracy of the LogCoCo method-level
Table 5.2: Comparing the performance of LogCoCo against JaCoCo under various testing activities. The numbers above shows the amount of overlap between LogCoCo and JaCoCo.

<table>
<thead>
<tr>
<th>Project</th>
<th>Type of Testing</th>
<th>Size of the Logs</th>
<th>Method Coverage</th>
<th>Statement Coverage</th>
<th>Branch Cov.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Must Must-not May)</td>
<td>(Must Must-not May)</td>
<td>(Must Must-not May)</td>
</tr>
<tr>
<td>C₁</td>
<td>Integration</td>
<td>20 MB</td>
<td>100% 100% 16%</td>
<td>99% 100% 62%</td>
<td>100% 100% 67%</td>
</tr>
<tr>
<td>C₂</td>
<td>Unit</td>
<td>600 MB</td>
<td>100% 100% 78%</td>
<td>100% 100% 75%</td>
<td>100% 100% 76%</td>
</tr>
<tr>
<td></td>
<td>Integration</td>
<td>550 MB</td>
<td>100% 100% 30%</td>
<td>100% 100% 90%</td>
<td>100% 100% 83%</td>
</tr>
<tr>
<td>C₃</td>
<td>Unit</td>
<td>8 MB</td>
<td>100% 88% 15%</td>
<td>84% 100% 77%</td>
<td>100% 100% 50%</td>
</tr>
<tr>
<td></td>
<td>Integration</td>
<td>26 MB</td>
<td>100% - 33%</td>
<td>83% 100% 89%</td>
<td>50% 100% 60%</td>
</tr>
<tr>
<td>C₄</td>
<td>Integration</td>
<td>29 MB</td>
<td>100% 99% 18%</td>
<td>97% 100% 49%</td>
<td>100% 100% 55%</td>
</tr>
<tr>
<td>C₅</td>
<td>Integration</td>
<td>1.1 GB</td>
<td>100% 90% 6%</td>
<td>97% 100% 45%</td>
<td>96% 100% 39%</td>
</tr>
<tr>
<td>HBase</td>
<td>Unit</td>
<td>527 MB</td>
<td>100% 83% 83%</td>
<td>99% 100% 83%</td>
<td>100% 100% 76%</td>
</tr>
<tr>
<td></td>
<td>Integration</td>
<td>193 MB</td>
<td>100% 89% 50%</td>
<td>99% 100% 71%</td>
<td>100% 100% 63%</td>
</tr>
</tbody>
</table>
coverage measure would be \( \frac{4}{5} \times 100\% = 80\% \). Similarly, for the Must-not labeled entities, we calculated the percentage of methods which were marked as not covered by JaCoCo.

For the May labeled methods, we calculated the portion of methods which are reported as covered by JaCoCo. Note that this calculation is not to assess the accuracy of the May covered methods, but to assess the actual amount of methods which are indeed covered during testing.

When calculating the accuracy of the statement and branch level coverage measures from LogCoCo, we only focused on code blocks from the Must covered methods. This is because all the statement and branch level coverage measures will be May or Must-not for the May or Must-not labeled methods, respectively. It would not be meaningful to evaluate these two cases again at the statement or branch level.

The evaluation results for the three coverage measures are shown in Table 5.2. If a cell is marked as “-”, it means there is no source code assigned with the label. We will discuss the results in details below.

5.5.3 Discussion on Method-Level Coverage

As shown in Table 5.2, all methods labeled with Must are 100% accurate. It means that LogCoCo can achieve 100% accuracy when detecting covered methods. Rather than instrumenting all the methods like the existing code coverage tools do, LogCoCo uses program analysis techniques to infer the system execution contexts. For example, only 13% of the methods in \( C_1 \) have logs printed. The remaining 87% of the Must covered methods are inferred indirectly.

The methods labeled with Must-not are not always accurate. Three commercial projects (\( C_3 \), \( C_4 \), and \( C_5 \)), and HBase have some methods which are actually covered in the tests but are falsely flagged as Must-not covered methods. Except for three cases, the accuracy of the Must-not labeled methods are all above 90%. We manually examined the misclassified instances and found the following two main reasons: (1) we have limited the size of our call graphs to 20 levels deep or a maximum of 100,000 paths per AST tree due to memory constraints of our machine. Therefore, we missed some methods, which had deeper call chains. (2) Our current technique cannot handle recursive functions properly.

The amount of May covered methods that are actually covered is highly dependent on the type of projects and can range from 6% to 83%. In addition, this number seems to be irrelevant of the types of testing conducted. In order to obtain a more accurate estimate of the code coverage measures using LogCoCo, additional logging statements need to be added into the SUT to reduce the amount of May labeled methods. However, the logging locations should be decided strategically (e.g., leveraging techniques like [21, 2]) in order to minimize performance overhead.
5.5.4 Discussion on the Statement and Branch Coverage

For statement and branch coverage, the accuracy of the \texttt{Must-not} labels is 100\% for all the experiments. However, the accuracy of the \texttt{Must} covered labels ranges from 83\% to 100\% for statement coverage and 50\% to 100\% for branch coverage. In seven out of the nine total experiments, the accuracy of the \texttt{Must} covered statements is 97\% or higher. We manually examined the cases where the LogCoCo results are different from JaCoCo. We summarized them as follows:

1. \textit{limitations on static analysis (LogCoCo issue)}: Java supports polymorphism. The actual type of certain objects are unknown until they are being executed. LogCoCo infers the call graphs statically and mistakenly flags some of the method invocations.

2. \textit{new programming constructs (JaCoCo issue)}: the lambda expression is one of the new programming language constructs introduced in Java 8. JaCoCo mistakenly tags some statements containing lambda expressions as not covered.

The accuracy of the \texttt{Must} covered branches is generally above 95\%, except one case: during the integration testing of $C_3$, LogCoCo detected two \texttt{Must} covered branches being executed, one of which was falsely labeled. The rationales for the differences of the branch coverage measures are the same as the statement coverage measures.

The amount of \texttt{May} actually covered statements and branches are generally higher than the amount of actually covered \texttt{May} methods. However, similar to the method-level coverage, we cannot easily guess the actual coverage information for a \texttt{May} labeled statement or branch.

5.5.5 Feedback from the QA Engineers

We demonstrated LogCoCo to the QA engineers at Baidu. They agreed that LogCoCo can be used for their daily testing activities, due to its ease of setup, wider application context, and accurate results. In particular, instead of treating all the source code equally, they would pay particular attention to the coverage of the methods, which have logging statements instrumented. This was because many of the logging statements were inserted into risky methods or methods which suffered from past field failures. Having test cases cover these methods is considered a higher priority. LogCoCo addressed this task nicely. In addition, they agreed that LogCoCo can also be used to speed up problem diagnosis in the field by automatically pin-pointing the problematic code regions. Finally, they were also very interested in the amount of \texttt{May} labeled entities (a.k.a., methods, statements, and branches), as they knew little about the runtime behavior of these entities. They considered reducing the amount of \texttt{May} labeled entities as one approach to improving their existing logging practices and were very interested to collaborate further with us on this topic.
5.6 RQ2: USEFULNESS

**Findings:** The accuracy of **Must** and **Must-not** labeled entities from LogCoCo is very high for all three types of code coverage measures. However, one cannot easily infer whether a **May** labeled entity is actually covered in a test.

**Implications:** To further improve the accuracy, one must reduce the amount of **May** labeled entities through additional instrumentation. Researchers and practitioners can look into existing work (e.g., [21, 2]), which improve the SUT’s logging behavior with minimal performance overhead.

5.6 RQ2: Usefulness

Existing code coverage tools are usually applied only during unit or integration testing due to various challenges explained in Section 5.2. LogCoCo, which analyzes the readily available execution logs, can work on a much wider application context. In this RQ, we intend to check if we can leverage the LogCoCo results from various execution contexts to improve the existing test suites. To tackle this problem, we further split this RQ into the following two sub-RQs:

**RQ2.1: Can we improve the in-house functional test suites by the comparison among each other?**

In this sub-RQ, we will focus on unit and integration testing, as they have different testing purposes. Unit testing examines the SUT’s behavior with respect to the implementation of individual classes, whereas integration testing examines whether individual units can work correctly when they are connected to each other. We intend to check if one can leverage the coverage differences to improve the existing unit or integration test suites using data from LogCoCo.

**Experiment**

To study this sub-RQ, we reused the data obtained from RQ1’s experiments. In particular, we selected the data from two commercial projects: $C_2$ and $C_3$, as they contain data from both unit and integration test suites. The main reason we focused on the commercial projects in this sub-RQ was because we can easily get hold of the QA engineers of Baidu for feedback or surveys (e.g., whether they can evaluate and improve the unit or integration tests by comparing the coverage data).

**Data Analysis and Discussion**

It would be impractical to study all the coverage differences from the two types of tests due to their large size. We randomly sampled a subset of methods, where both types of testing covered but their statement and branch level coverage measures differed. We presented this dataset to QA engineers from the two commercial projects for feedback. After manual
examinations, the QA engineers agreed to add additional unit testing cases for all the cases where unit testing did not cover. However, adding additional integration tests is harder than adding additional unit tests. The QA engineers rejected about 85% of the cases where unit testing covered but integration testing missed, as they were considered as hard or lower priority. We summarized their rationales as follows:

- **Defensive Programming**: defensive programming is a programming style to guard against unexpected conditions. Although it generally improves the robustness of the SUT, there can be unnecessary code introduced to guard against errors that would be impossible to happen. Developers insert much error checking code into the systems. Some of these issues are rare or impossible to happen. It is very hard to come up with an integration test case whose input values can exercise certain branches.

- **Low Risk Code**: some of the modules are considered as low risk based on the experience of the QA engineers. Since they are already covered by the unit test suites, adding additional integration test cases is considered as low priority.

### RQ2.2: Can we evaluate the representativeness of in-house test suites by comparing them against field behavior?

One of the common concerns associated with QA engineers is whether the existing in-house test suites can properly represent field behavior. We intend to check if one can evaluate the quality of the existing in-house test suites by comparing them against field coverage using data from LogCoCo.

#### Experiment

Due to confidentiality reasons, we cannot disclose the details about the field behavior for the commercial projects. Therefore, we studied the open source system, HBase, for RQ2.2. The integration test suite from HBase is considered as a comprehensive test suite and is intended for “elaborate proofing of a release candidate beyond what unit tests can do” [237]. Hence, we consider it as HBase’s in-house test suite. There are two setup approaches to running the HBase’s integration tests: a mini-cluster, or a distributed cluster. The mini-cluster setup is usually run on one machine and can be integrated with the Maven build process. The distributed cluster setup needs a real HBase cluster setup and is invoked using a separated command. In this experiment, we ran under both setups and collected their logs.

The workloads defined in YCSB are derived by examining a wide range of workload characteristics from real web applications [230]. We thus used the YCSB benchmark test suite to mimic the field behavior of HBase. However, as we discovered under default settings, HBase did not output any logs during the benchmarking process. We followed the instructions from [238] to change the log levels for HBase from INFO to DEBUG on the fly (a.k.a., without server reboot). The resulting log file size is around 270 MB when running the YCSB benchmark tests for one hour.
Data Analysis and Discussion

Based on the LogCoCo results, there are 12 methods which were covered by the YCSB test and not by the integration test under the mini-cluster setup. Most of these methods were related to the functionalities associated with cluster setup and communications. Under the distributed cluster setup, which is more realistic, all the covered methods in the YCSB test were covered by the integration test.

The log verbosity level for the unit and the integration tests of HBase in RQ1 was kept as the default INFO level. Both tests generated hundreds of megabytes of logs. However, under the default verbosity level, the YCSB benchmarking test generated no logs except a few lines at the beginning of the test. This is mainly because HBase does not perform logging for their normal read, write, and scan operations for performance concerns. The integration tests output more INFO level logs is because: (1) many of the testing methods are instrumented with INFO or higher level logs. Such logs are not printed in practice; and (2) in addition to the functionalities covered in the YCSB benchmark, integration tests also verify other use cases, which can generate many logs. For example, one integration test case is about region replications. In this test, one of the HBase component, ZooKeeper, which is responsible for distributed configuration and naming service, generated many INFO level logs.

We further assessed the performance impact of turning on the DEBUG level logs for HBase. We compared the response time under the DEBUG and the INFO level logging with YCSB threads configured at 5, 10, and 15, respectively. The performance impact was very small (< 1%) under all three YCSB settings (a.k.a., three different YCSB benchmark runs). Thus, for HBase the impact of DEBUG level logging is much smaller than JaCoCo. Furthermore, compared to JaCoCo, which requires server restart to enable/disable its process, the DEBUG level logging can easily be turned on/off during runtime.

**Findings:** LogCoCo results can be used to evaluate and improve the existing test suites. Multiple rationales are considered when adding a test case besides coverage.

**Implications:** There are mature techniques (e.g., EvoSuite [239] and Pex [240]) to automatically generate unit test cases with high coverage. However, there are no such techniques for other types of tests, which still require high manual effort to understand the context and to decide on a case-by-case basis. Further research is needed in this area.

The coverage information from LogCoCo highly depends on amount of generated logs. Researchers or practitioners should look into system monitoring techniques (e.g., sampling [50] or adaptive instrumentation [241]), which maximize the obtained information with minimal logging overhead.

### 5.7 Related work

In this section, we will discuss two areas of related research: (1) code coverage, and (2) software logging.
5.7. RELATED WORK

5.7.1 Code Coverage

Code coverage measures the amount of source code executed while running SUTs under various scenarios [206]. They have been used widely in both academia and industry to assess and improve the effectiveness of existing test suites [211, 205, 242, 243, 244, 245]. There are quite a few open source (e.g., [33, 217]) and commercial (e.g., [215, 216]) code coverage tools available. All these tools leverage additional code instrumentation, either at the source code level (e.g., [218, 231, 246]) or at the binary/bytecode (e.g., [216, 217, 219]) level, to automatically collect the runtime system behavior in order to measure the code coverage measures. In [224], Häubl et al. derived code coverage information from the profiling data recorded by an the just-in-time (JIT) compiler. They also compared their coverage information against JaCoCo. They showed their results are more accurate than JaCoCo and yield smaller overhead. Häubl et al.’s approach is different from ours, as they relied on data from the underlying virtual machines, whereas we focus on the logging statements from the SUT’s source code. Recently, Horváth et al. [23] compared the results from various Java code coverage tools and assessed the impact of their differences to test prioritization and test suite reduction. In this chapter, we have evaluated the state-of-the-art Java-based code coverage tools in a field like setting and proposed a new approach, which leverages the readily available execution logs, to automatically estimating the code coverage measures.

In addition to the traditional code coverage metrics (e.g., method, branch, decision, and MC/DC coverage), new metrics have been proposed to better assess the oracle quality [210], to detect untested code regions [233], and to compose test cases with better abilities to detect faults [247]. There are various empirical studies conducted to examine the relationship between the test effectiveness and various code coverage metrics. For example, Inozemtseva and Holmes [207] leveraged mutation testing to evaluate the fault detection effectiveness of various code coverage measures and found that there is a low to moderate correlation between the two. Kochhar et al. [208, 232] performed a similar study, except they used real bugs instead. Their study reported a statistically significant correlation (moderate to strong) between fault detection and code coverage measures. Gligoric et al. [248] compared the effectiveness of various code coverage metrics in the context of test adequacy. The work conducted by Wang et al. [225], which is the closest to our work, compared the coverage between in-house test suites and field executions using invariant-based models. Our work differs from [225] in the following two main areas: (1) they used a record-replay tool, which instruments the SUT to collect coverage measures. Our work estimates the coverage measures based on the existing logs without extra instrumentation. (2) While they mainly focused on the client and desktop-based systems, our focus is on the server-based distributed systems deployed in a field-like environment processing large volumes of concurrent requests. In our context, extra instrumentation would not be ideal, as it will have a negative impact on the user experience.
5.8. THREATS

5.7.2 Software Logging

Software logging is a cross-cutting concern that scatters across the entire system and inter-mixes with the feature code [44]. Unfortunately, recent empirical studies show that there are no well-established logging practices for commercial [8, 32] and open source systems [10, 9]. Recently researchers have focused on providing automated logging suggestions based on learning from past logging practices [8, 36, 107, 80] or program analysis [2]. Execution logs are widely available inside large-scale software systems for anomaly detection [249, 52], system monitoring [16, 3], problem debugging [250, 18, 35, 251], test analysis [19, 252], and business decision making [5]. Our work was inspired by [35], which leveraged logs to infer executed code paths for problem diagnosis. However, this is the first work, to the author’s knowledge, which uses logs to automatically estimate code coverage measures.

The limitation is that we rely on that the study systems contain sufficient logging. It is generally the case among server-side projects. For client-side or other projects with limited logging, our approach should be complementary by other code coverage tools.

5.8 Threats to validity

In this section, we will discuss the threats to validity.

5.8.1 Internal Validity

In this chapter, we proposed an automated approach to estimating code coverage by analyzing the readily available execution logs. The performance of our approach highly depends on the amount of the logging and the verbosity levels. The amount of logging is not a major issue as existing empirical studies show that software logging is pervasive in both open source [10, 9] and commercial [8, 32] systems. The logging overhead due to lower verbosity levels is small for the HBase study. For other systems, one can choose to enable lower verbosity level for a short period of time or use advanced logging techniques like sampling and adaptive instrumentation.

5.8.2 External Validity

In this chapter, we focused on the server-side systems mainly because these systems use logs extensively for a variety of tasks. All these systems are under active development and used by millions of users worldwide. To ensure our approach is generic, we studied both commercial and open source systems. Although our approach was evaluated on Java systems, to support other programming languages, we just need to replace the parser for another language (e.g., Saturn [253] for C, and AST [254] for Python) in LogCoCo. The remaining process stays the same. Our findings in the case studies may not be generalizable to systems and tools which have no or very few logging statements (sometimes seen in mobile applications and client/desktop-based systems).
5.9. **CONCLUSIONS**

5.8.3 **Construct Validity**

When comparing the results between LogCoCo and the state-of-the-art code coverage tools, we focused on JaCoCo, which collects code coverage information via bytecode instrumentation. This is because: (1) JaCoCo is widely used in Baidu, so we can easily collect the code coverage for the systems and gather feedback from the QA engineers; and (2) we intend to assess the coverage measures in a field-like environment, in which the system is deployed in a distributed environment and used by millions of users. Source-code-instrumentation-based code coverage tools (e.g., [231]) are not ideal, as they require recompilation and redeployment of the SUT.

5.9 **Conclusions and Future work**

Existing code coverage tools suffer from various problems, which limit their application context. To overcome with these problems, this chapter presents a novel approach, LogCoCo, which automatically estimates the code coverage measures by using the readily available execution logs. We have evaluated LogCoCo on a variety of testing activities conducted on open source and commercial systems. Our results show that LogCoCo yields high accuracy and can be used to evaluate and improve existing test suites.

In the future, we plan to extend LogCoCo for other programming languages. In particular, we are interested in applying LogCoCo to systems implemented in multiple programming languages. Furthermore, we also intend to extend LogCoCo to support other coverage criteria (e.g., data-flow coverage and concurrency coverage). Finally, since the quality of the LogCoCo results highly depends on the quality of logging, we will research into cost-effective techniques to improve the existing logging code.
Chapter 6

Conclusions and Future work

Although software logging plays a key role in DevOps, there are various challenges associated with it. This thesis is the first step towards tackling the challenges and improving existing software logging practices through systematic analysis of software repositories. We derive guidelines for developing high quality logging code and empirically evaluate various approaches associated with logging code management. We analyze logs to provide quality feedback to the developers and perform deeper problem analysis. The resulting findings and techniques are beneficial for both software developers and IT operators. This chapter is organized as follows: first, we summarize our findings and contributions based on the presented work in this thesis (Section 6.1). Then, we discuss some future work (Section 6.2). At last, we provide our closing remarks (Section 6.3).

6.1 Thesis Findings and Contributions

- A Survey of the Instrumentation Techniques Used in Software Logging
  We have summarized log instrumentation into three steps: (1) logging approach; (2) logging utility integration; and (3) logging code composition. For each step, we have surveyed related papers and provided detailed analysis and comparison. The key findings are summarized as follows:

  - **Logging Approach.** There are three logging approaches: conventional logging, rule-based logging, and distributed tracing. Conventional logging is easy to setup and LC snippets can be instrumented in anywhere of the system. Rule-based logging is proposed to remediate the cross-cutting concern. Distributed tracing enriches the context information in logs.

  - **LU Integration.** There are many LUs available in the wild. Tools and support are needed to control the behavior of different LUs. Issues are found within the configuration process for software logging.
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- *LC Composition.* Many techniques are proposed to solve three concerns: where-to-log, what-to-log, and how-to-log. Examples are machine learning-based, history-based, and program analysis-based techniques.

**Extracting and Studying the Logging-Code-Issue-Introducing Changes in Java-based Large-Scale Open Source Software Systems**

Ineffective logging would cause many issues for large-scale software systems, such as confusion, lack of information during program diagnosis, or even system crash. However, developing and maintaining high quality logging code is very challenging, as logging code usually inter-mixes with feature code and its correctness is hard to verify. Unfortunately, there are no existing guidelines in research and practice on how to conduct effective logging. We propose to derive such guidelines through mining the historical logging code changes. In particular, we have extracted a dataset containing Logging-Code-Issue-Introducing changes from six Java-based open source software systems. Through this dataset, we have conducted several preliminary studies. We believe this dataset is very valuable and can be used by many future research works. The key findings are summarized as follows:

- **Characteristics of fixes to LCII changes.** Both co-changed and independently changed logging code changes can contain fixes to the LCII changes. Ten intentions are found behind the fixes to LCII changes. "Clarification" and "Updating Logging Style" are the top two intentions.

- **Complexity of fixes to LCII changes.** The two types of logging code changes (LCII changes and co-evolving logging code changes) are similar in terms of change complexity.

- **Resolution time of fixes to LCII changes.** The resolution time of the LCII changes and regular bugs are statistically different in all studied projects

- **Effectiveness of current techniques.** Both the LCAnalyzer and Cloning technique can only detect a small fraction (<3%) of the issues in logging code.

**Studying the Use of Java Logging Utilities in the Wild**

Instead of directly invoking the standard output functions, developers usually prefer to use logging utilities (LUs) (e.g., SLF4J [46]), which provide additional functionalities like thread-safety and verbosity level support, to instrument their source code. However, very few studies discuss the use of LUs, although new LUs are constantly being introduced. We have conducted the first large-scale empirical study on the use of Java LUs in the wild and identified 3,856 LUs being used in the wild. In particular, there are two types of LUs: External LUs (ELUs) and Internal LUs (ILUs). The key findings are summarized as follows:

- **ELU.** ELUs are mainly used for: (1) General-purpose logging, (2) LU interactions, (3) Internationalization, and (4) Modularization.
– **ILU.** ILUs are mainly implemented for: (1) defining the logging format, (2) compatibility with other LUs, and (3) ease of configuration and dependency management.

– **Multiple LUs.** As the project size becomes larger, developers tend to use multiple LUs to fulfill their needs. The common four usage contexts are: (1) interaction with LUs from the imported packages; (2) managing the logging contents; (3) formatting logging messages across different components; and (4) developer convenience.

- **An Automated Approach to Estimating Code Coverage Measures via Execution Logs**

  Code coverage measures are commonly used to evaluate and improve the existing test suites. However, existing code coverage tools suffer from various problems, which limit their application context. To overcome these problems, we present a novel approach, LogCoCo, which automatically estimates the code coverage measures by using the readily available execution logs. We have evaluated LogCoCo on a variety of testing activities conducted on open source and commercial systems. The key findings are summarized as follows:

  – **Accuracy.** The accuracy of Must and Must-not labeled entities from LogCoCo is very high. However, one cannot easily infer whether a May labeled entity is actually covered in a test.

  – **Usefulness.** LogCoCo results can be used to evaluate and improve the existing test suites. Multiple rationales are considered when adding a test case besides coverage.

### 6.2 Future Work

We propose the future work as follows:

- **Deriving the best practice of adopting logging approaches.**

  There are no well documented guidelines on suggesting the appropriate logging approaches under specific scenarios. It is worthwhile to extract and generalize all the logging needs by studying the existing commercial and open source projects. Different logging approaches can be evaluated under these different logging needs in order to provide a systematic guideline on the best practices of using different logging approaches. By mining historical information, we can study the practices of two other logging approaches: rule-based logging and distributed tracing from various dimensions such as instrumentation efforts, usage context and common issues.

- **Recommending the appropriate LUs based on different needs.**

  There are many LUs available in the wild, which provides various functionalities about software logging. In addition, new LUs are also constantly introduced. It is very
6.3. CLOSING REMARKS

DevOps is a software development methodology that intends to automate the process between software development and IT operations. Software logging plays an essential role in both sides of DevOps to ensure software quality. On the development side, developers need to develop and maintain high-quality logging code. On the IT operation side, operators need to leverage execution logs to conduct different analysis tasks. In this thesis, we provide a benchmark dataset to aid software engineering researchers to derive the best logging practices and develop automated techniques to flag issues in logging code. We conduct an empirical study on the use of logging utilities in the wild. We also expand and enrich log analysis techniques for wider application contexts. We hope that this thesis be useful for both software engineering researchers and practitioners.
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