Abstract

In the past few years, deep learning has become a very important research field that has attracted a lot of research interests, attributing to the development of the computational hardware like high performance GPUs, training deep models, such as fully-connected deep neural networks (DNNs) and convolutional neural networks (CNNs), from scratch becomes practical, and using well-trained deep models to deal with real-world large scale problems also becomes possible. This dissertation mainly focuses on three important problems in deep learning, i.e., training algorithm, computational models and applications, and provides several methods to improve the performances of different deep learning methods.

The first method of this dissertation is a DNN training algorithm called Annealed Gradient Descent (AGD). During the DNN optimization procedure, AGD optimizes a sequence of gradually improved smoother mosaic functions that approximate the original non-convex objective function according to a pre-defined annealing schedule. This dissertation presents a theoretical analysis on the convergence properties and learning speed of AGD to show its benefits. The proposed AGD algorithm is applied to learn DNNs for hand-written digital recognition in MNIST database and speech recognition in Switchboard database. Experimental results have shown that AGD yields comparable performance as SGD but it can significantly expedite training of DNNs in big data sets (by about 40% faster).

Secondly, this dissertation proposes to apply a novel model, namely Hybrid Orthogonal Projection and Estimation (HOPE), to CNNs to introduce orthogonality into the network structure. HOPE can be viewed as a hybrid model to combine feature extraction with mixture models. It is an effective model to extract useful information from the original high-dimension feature vectors and meanwhile filter out irrelevant noises. In this work, three different ways to apply the HOPE models to CNNs, i.e., \textit{HOPE-Input}, \textit{single-HOPE-Block} and \textit{multi-HOPE-Blocks}, are presented. For \textit{HOPE-Input} CNNs, a
HOPE layer is directly used right after the network input to de-correlate high-dimension input feature vectors. Alternatively, in single-HOPE-Block and multi-HOPE-Blocks CNNs, the HOPE layers are used to replace one or more blocks in the CNNs, where one block may include several convolutional layers and one pooling layer. The experimental results on CIFAR-10, CIFAR-100 and ImageNet databases have shown that the orthogonal constraints imposed by the HOPE layers can significantly improve the performance of CNNs in the image classification tasks. In the CIFAR experiments, HOPE CNNs achieve one of the best performance when image augmentation has not been applied, and top 5 performance with image augmentation.

The third proposed method is to apply CNNs to a task called image saliency detection, and achieves good performance. In this approach, a gradient descent method is used to iteratively modify the input images based on pixel-wise gradients to reduce a pre-defined cost function, which is defined to measure the class-specific objectness and clamp the class-irrelevant outputs. This designation can help to maintain image background when modify the images. The pixel-wise gradients can be efficiently computed using the back-propagation algorithm. Moreover, SLIC superpixels and LAB color based low level saliency features are applied to smooth and refine the saliency maps. The CNNs based saliency method is quite computationally efficient, much faster than other state-of-the-art deep learning based saliency methods. Experimental results on two benchmark tasks, namely Pascal VOC 2012 and MSRA10k, have shown that the proposed methods can generate high-quality salience maps, at least comparable with many slow and complicated deep learning methods.

The last method is also for image saliency detection tasks. However, this method is based on a class of deep learning model called Generative Adversarial Network (GAN). The proposed method follows the basic idea of GAN, i.e., training two models simultaneously: the G-Network takes images as inputs and can generate corresponding synthetic saliency maps, and the D-Network can determine if the sample is a synthetic saliency map rather than ground-truth saliency map. However, different from GAN, the proposed method uses fully supervised learning to learn both G-Network and D-Network. Therefore, the proposed method is called Supervised Adversarial Network (SAN). Moreover, SAN introduces a different G-Network and conv-comparison layers to further improve the saliency performance. Experimental results show that the SAN model can also generate state-of-the-art saliency maps for complicate images.
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Chapter 1

Introduction

The development of deep learning is a very long story, which can be traced back to 1950s. The presenting of two layer perceptron [13] made the researchers believe that they have revealed the truth of artificial intelligence. However, in 1969, Minsky et al. published a book called *Perceptrons* [14], in which they prove that perceptrons have some weakness such as cannot express some complicate functions. Moreover, they argued that multi-layer perceptrons (MLP) have no research value because of the limitation of computational ability and the lack of learning algorithms. This book can be viewed as an important label of the period called ’AI winter’. In 1980s, Rumelhart et al. presented the famous back-propagation (BP) algorithm [15], which solved some problems of gradient calculation through the introduction of chain rules. Thus the training of MLP became practical. The introduction of hidden layers equip perceptrons with ability of simulate all possible functions [16]. Starting from the BP algorithm, researchers tend to consider neural networks as a mathematical problem instead of biological problem. Even though the BP algorithm brought benefits on the learning of MLPs, it still suffered from low efficiency and many local optima. Moreover, too many hyper-parameters such as learning rate, momentum and number of hidden nodes also obstructed the widely usage of MLPs. In 1990s, Cortes and Vapnik defined support vector machine (SVM) [17], which showed many advantages compare with MLPs, such as global optimum point, faster learning speed and less hyper-parameters. SVM caused another winter of MLPs, and this situation lasted more than 10 years until the presenting of the fast learning method of deep belief networks [18], where the layer-wise pre-training technique and network fine-tuning are combined to speed-up the training process. After that, deep learning began to show excellent performance on different tasks such as speech processing and computer vision due to the development of computer hardware, especially the
General-Purpose computing on Graphics Processing Units (GPGPU). GPGPU results in hundreds or even thousands times improvement on the computational performance. Also, increasing number of training data are collected for different tasks. And as a result, training deep learning models like fully connected deep neural networks (DNNs) and deep convolutional neural networks (CNNs) from scratch becomes possible. Therefore, currently deep learning models such as DNNs, CNNs, RNNs (Recurrent Neural Networks) and LSTMs (Long Short Term Memory networks) become an important branch in artificial neural networks (ANNs).

Generally speaking, ANNs are computational models that inspired by an human’s brain systems. It can be described as highly interconnected "neurons", which can receive input vectors and output corresponding features. A typical ANN contains three layers: the input layer, hidden layer and output layer. DNNs is the ANNs that contain at least two hidden layers, which may result in more powerful representation ability because the deep structures can extract increasingly abstract features of input data. DNNs serve as an important branch of deep learning, which can be applied to variety application fields.

CNNs [19] is a kind of feed-forward ANNs. A lot of experiments prove that Fully-connected DNNs are powerful for pattern recognition tasks. However, there still remains some problems of DNNs especially on computer vision tasks [20], such as the lack of invariance and the deficiency to catch the local features. CNNs are proposed to solve those difficulties. For instance, CNNs provide shift invariance by using weights sharing method and extract local features by using local receptive fields. Therefore, CNNs become the major model for image related tasks.

More recently, DNNs and CNNs not only work well on the classification-related tasks, but also other more complicated tasks. For instance, many computer vision tasks such as image generation [21] and image saliency detection [12] can be addressed by using deep learning models. A lot of researches reflect that DNNs and CNNs have ability to handle more complex features from large amount of training data. However, there are still some challenging research topics in deep learning, such as how to further speed up the training process, how to find a good model to boost the performance, and how to apply deep learning methods more effectively in different tasks.
1.1 Contributions

This dissertation proposes several novel methods, which include training algorithm, new model and applications, to improve the performance of DNNs and CNNs.

First of all, the dissertation provides a novel DNN training algorithm called Annealed Gradient Descent (AGD) to increase the training speed and prevent the training process from finding some bad local minima. Comparing with the regular stochastic gradient descent (SGD), AGD tries to optimize a low resolution approximation function that derives from a group of pre-trained codebooks instead of original training data. Furthermore, the approximation resolution is gradually improved according to an annealing schedule over the optimization course. The original non-convex objective function will be optimized at the end of training. This dissertation theoretically proves that AGD can find good optimization results with fast learning speed. The details of AGD algorithm are shown in Chapter 4.

Secondly, the dissertation proposes to use a novel model called Hybrid Orthogonal Projection and Estimation (HOPE) in CNNs for better classification performance. This model introduces a linear orthogonal projection to reduce the dimensionality of the raw high-dimension data and then uses a finite mixture distribution to model the extracted features. By splitting the feature extraction and data modeling into two separate stages, it may derive a good feature extraction model that can generate better low-dimension features for the further learning process. Based on the analysis in [22], this dissertation finds a suitable way to apply HOPE to CNNs and gets state-of-the-art performance on image classification tasks on CIFAR-10, CIFAR-100 [23] and ImageNet [24] databases. Chapter 5 discusses the details of HOPE CNNs.

Besides training algorithm and new model, this dissertation also considers applications of deep learning on image saliency detection, which is a kind of important task in computer vision. In Chapter 6, a CNN-based saliency method is presented, which is a much simpler and more computationally efficient method to generate class-specific object saliency maps directly from a well-trained classification CNN model. This approach use the gradient descent (GD) method to iteratively modify input images based on pixel-wise gradients to reduce a pre-defined cost function. The experimental results show that the CNN-based saliency method can generate high-quality saliency maps in relatively short time (more than 3 times faster than the state-of-the-art deep learning based method in [12]). Chapter 7 presents another novel saliency detection method based on Generative Adversarial Network (GAN) [21], which is called Supervised Adversarial Network.
(SAN). Specifically, SAN also introduces two CNNs: the G-Network is designed to generate synthetic saliency maps from the input images, and the D-Network is used to determine the given saliency map is a synthetic saliency map or a ground truth saliency map. However, different from the regular GAN in [21], SAN applies fully supervised learning method to update both G-Network and D-Network, uses different G-Network structure, and introduces a new type of hidden layer called ’conv-comparison layer’ to make the model more suitable for saliency detection instead of image generation. Experiments show that the SAN model can also provide state-of-the-art saliency detection performance on many complex images.

1.2 Outline

In this dissertation, the next two chapters (Chapter 2 and Chapter 3) provide some important background knowledge related to ANNs and image processing. Chapter 4 describes the AGD training algorithm, which includes theoretical analysis and experiments. Chapter 5 describes the proposed HOPE CNN model, which firstly describes the basic idea of HOPE and then shows how to apply HOPE on CNNs. Chapter 6 and Chapter 7 presents two different way to apply deep learning models for image saliency detection: Chapter 6 shows the CNN-based fast saliency method, and Chapter 7 provides the SAN model for saliency detection. Finally, Chapter 8 concludes this dissertation and discusses some potential future works.
Chapter 2

Artificial Neural Networks

Artificial Neural Networks (ANNs) are proposed to simulate the natural human brains for good pattern recognition ability. They can be described as highly interconnected "neurons" which can receive input vectors and output the corresponding features. In 1943, Warren McCulloch and Walter Pitts proposed a computational model called threshold logic, which can be viewed as an early prototype of ANNs [25]. Their research showed that ANNs are a kind of potential tools to implement artificial intelligence. In 1958, Frank Rosenblatt proposed the basic idea of perceptron, which is a two-layer neural network (one input layer and one output layer) with linear connection [13]. In later 1980s, the development of the famous back-propagation algorithm [15] make it possible to train multi-layer ANNs such as multi-layer perceptron (MLP). Moreover, by using non-linear activation functions such as sigmoid and relu, multi-layer perceptron has been proved that it has ability to approximate all possible functions in real-world [26]. However, because of the insufficiency of the computational performance and lack of training data, training large scale ANNs (e.g. DNNs and CNNs) was impractical. Fortunately, in 2007, NVIDIA released the first edition of CUDA. CUDA is a GPU based parallel computing toolkit, which enables researchers to use GPU for general purpose computing. This brings about hundreds times speed-up in the training of ANNs. Moreover, some large-scale databases such as ImageNet [24] and COCO [27] are released, which can help the learning of deep models. Therefore, ANNs begin to going deeper and deeper and yield excellent performance in variety of applications.

Recently, deep learning has achieved significant successes in many real-world applications, such as speech recognition and computer vision. It becomes a very interesting problem to learn large-scale deeply-structured ANNs, such as DNNs and CNNs, from
big databases. Deep learning algorithms can detect both low-level and high-level features from the input data automatically, and as a result, they may have excellent performance in practice.

When learning deep models, the back-propagation algorithm, sometimes being combined with layer-wise greedy pre-training, is the most important training method. The back-propagation algorithm collects error signals from the output layer by comparing network outputs and training targets and back-propagates the error signals layer-by-layer to efficiently derive gradients with respect to all network weights. The weights are then updated by using the gradient descent algorithm. However, since deep models are highly non-convex in nature, the learning process may finally result in a bad local optima. Moreover, since the deep models contain a large number of free parameters, a finite size training set may lead to over-fitting. A lot of efforts aim to deal with those problems, such as data augmentation, dropout, and the proposed AGD algorithm in this dissertation.

This chapter reviews two famous deep learning models: DNNs and CNNs, as well as their training methods and applications.

2.1 Deep Neural Networks

Deep Neural Networks (DNNs) is the fully-connected ANNs that contain at least two hidden layers (see an example in Figure 2.1), which may result in more powerful representation ability because the deep structures can extract increasingly abstract features of input data. DNNs serve as an important branch of deep learning, which can be applied in variety application fields. This section reviews the basic model of DNNs and their training algorithm, and also discuss some applications.

2.1.1 Basic Model

[28] provides the basic computational model of DNNs. Assuming that a DNN has $L$ hidden layers, and given an input vector $x$, then some important notations can be defined:

1. $W^l$ and $b^l$: the weight matrix and bias of the $l$th hidden layer
2. $z^l$: the output of the $l$th hidden layer, and $z^l = f(a^l)$, where $f(\cdot)$ is a non-linear activation function.

3. $a^l$: the activation of the $l$th hidden layer, and $a^l = W^l z^{l-1} + b^{l-1}$.

4. $o = z^{L+1}$: the final output of the DNN, and $o = softmax(a^{L+1})$.

where the definition of the softmax function is:

$$softmax(x) = \frac{\exp(x)}{\sum_j \exp(x)} \quad (2.1)$$

For the hidden layers, an activation function $f(\cdot)$ should be pre-defined. One well-known and successful activation function is sigmoid function (see Figure 2.2):

$$f(x) = \frac{1}{1 + e^{-x}} \quad (2.2)$$

Using sigmoid function needs to carefully fine-tune some hyper-parameters including learning rate, momentum and mini-batch size to get the best performance. More importantly, for deep models, applying sigmoid function may result in the problem of gradient vanishing.

Currently, a novel activation function called rectified linear unit (ReLU) [1] is becoming increasingly prevalent. The form of ReLU is $f(x) = \max(0, x)$, which is much simpler than the standard sigmoid function. Using ReLU may increase the training speed of DNNs because its gradient can be calculated much easier (Figure 2.3). Moreover, large number of experiments suggest that ReLU DNNs allow to use much larger mini-batch
size to get excellent performance, while sigmoid function requires smaller mini-batch size [29]. This means that the ReLU DNNs can be parallelized much easier by introducing GPU computing or mulit-CPUs.

Furthermore, He et al. proposed a generalization of ReLU, i.e. Parametric Rectified Linear Unit (PReLU), to further increase the performance of ReLU [30]. Compare with regular ReLU, PReLU has a different definition when the input \( x \) less than zero:

\[
f(x) = \begin{cases} 
  x & x \geq 0, \\
  ax & x < 0.
\end{cases}
\]  

(2.3)
where $a$ is a learnable hyper-parameter. Comparing with the constant $a$ in Leaky ReLU (LReLU) in [31], PReLU is more flexible and has slightly better performance on many databases.

2.1.2 Network Training

DNNs can be trained to optimize the cross-entropy (CE) criterion, which measures the difference between the desired labels and the actual outputs calculated by DNNs, and the standard error back-propagation algorithm can be applied through Stochastic Gradient Descent (SGD). By merging the bias $b^l$ into the weight matrix $W^l$, only the iterative updating rule of $W^l$ need to be considered by using gradient information as below:

$$W^l = W^l - \lambda \frac{\partial F_{CE}}{\partial W^l}, \ (1 < l < L + 1)$$

(2.4)

where $\lambda$ is the learning rate.

For any input vector $x$, the output of a given DNN is calculated using the softmax function as follows:

$$o_{nt} = \Pr(t_n|x_n) = \frac{e^{a_{nt}^{L+1}}}{\sum_{t'} e^{a_{nt'}^{L+1}}}$$

(2.5)

where $a_{nt}^{L+1}$ denotes the activation signal at the output layer corresponding to the $n$th training sample pair and the output label $t_n$. Assuming that the whole training set consists of all training samples and their corresponding target labels, the CE objective function can be expressed as the following form:

$$F_{CE}(W) = - \sum_{n=1}^{N} \log \Pr(t_n|x_n) = - \sum_{n=1}^{N} \log o_{nt}$$

(2.6)

where $W$ denotes all connection weights in the DNN, and $o_n$ is the output at the top softmax layer given the input vector $x_n$.

In the standard back-propagation (BP) algorithm, the most important quantities need to be calculated are the gradients of the CE objective function with respect to the input
activations, $a_j^l$, at each layer, which are normally called as error signals:

$$e_{nj}^l \equiv -\frac{\partial}{\partial a_j^l} \log \Pr(t_n|x_n). \quad (2.7)$$

For the CE objective function in Eq. (2.6), the error signals at the output layer can be computed as:

$$e_{nt}^{L+1} = -\frac{\partial \log o_{nt}}{\partial a_{nt}} = o_{nt} - \delta_{nt} \quad (2.8)$$

where $\delta_{nt} = 1$ if $t$ equals to the target label $t_n$ and otherwise $\delta_{nt} = 0$. And the error signals for all other layers ($1 \leq l \leq L$) can be calculated from $e_{nt}^{l+1}$ following a standard error back-propagation procedure as follows:

$$e^l = (W^{l+1})' e^{l+1} \cdot \nabla z^l \quad (l = L, ..., 1) \quad (2.9)$$

where the vector $e^l$ is constructed by concatenating all error signals in layer $l$, $\cdot$ stands for the element-wise multiplication between two vectors with the same size, and $\nabla$ means to calculate the gradients.

Once all error signals for all nodes $j$ in all layers $l$ given each input vector are provided, the gradients for all DNN weights can be easily derived from these error signals. In this case, the gradients with respect to all DNN weights can be easily obtained as:

$$\frac{\partial F_{CE}(W)}{\partial W^l} = e^l \nabla z^{l-1} \quad (\forall \ l) \quad (2.10)$$

Substituting Eq. (2.10) into Eq. (2.4), all DNN weights can be updated iteratively based on SGD algorithm.

However, training DNNs by using back-propagation is a difficult task. In [32], Erhan et al. argue that one important challenge of training deep models is that the objective functions are always highly non-convex. Therefore, it may exist numerous local minima points, and the gradient based learning algorithm may easy to get stuck into bad local optima. Applying SGD may help to relieve this situation, since the random noise introduced by each training sample may help the algorithm to escape from some bad local minima, but the random noise may also slow down the learning speed.
One possible way to deal with this difficulty is to initialize the DNNs by using greedy layer-wise pre-training under some unsupervised criterions \[28\], where Restricted Boltzmann Machines (RBMs) or auto-encoders can be employed. A hypothesis that can explain the effects of unsupervised pre-training is proposed in \[32\]. In this paper, Erhan et al. present that the pre-training procedure can restrict the model parameters inside a relatively small region of parameter space, which corresponds to capturing structure of the input distribution \( P(x) \) in each layer, and those information caught by pre-training process can serve as a good initialization for the further supervised fine-tuning. The experiments show that unsupervised pre-training is robust to the random initialization and can provide the DNNs with better generalization performance.

Another potential weakness of DNNs training is over-fitting. The increasing number of hidden layers cause more and more adjustable model parameters, and over-fitting then becomes easier to happen. Even though some strategies like early stopping and regularization schemes can be used to prevent over-fitting, it still remains a major challenge when training some extremely large DNNs with relatively small size training set. Model combination is a good method to relieve over-fitting. Unfortunately, training large-scale DNNs is time-consuming, and as a result, training several DNNs for model combination often becomes impractical. To deal with those problems, previous researchers proposed dropout method \[33\].

The basic idea of dropout is to randomly drop each unit in a DNN with probability \( p \) (\( p = 0.5 \) for example), and “drop” means that remove the unit and its related edges from the network. During the training process, dropping out should be done independently for each hidden unit and for each training sample. As a result, dropout can be regarded as a sub-sampling of the DNN, and a DNN with \( n \) hidden units can be viewed as a collection of \( 2^n \) possible weight shared sub-DNNs.

When dropout is combined with DNN training, the feed forward operation can be defined as below:

\[
\begin{align*}
\mathbf{r}_i^l & \sim \text{Bernoulli}(p) \\
\tilde{\mathbf{z}}^l &= \mathbf{r}^l \cdot \mathbf{z}^l \\
\mathbf{a}^{l+1} &= \mathbf{W}^{l+1} \tilde{\mathbf{z}}^l + \mathbf{b}^{l+1} \\
\mathbf{z}^{l+1} &= f(\mathbf{a}^{l+1})
\end{align*}
\]  

(2.11)

where \( \mathbf{r}^l \) is a vector that contains Bernoulli random variables to determine that whether one node in layer \( l \) should be dropped, and each element in \( \mathbf{r}^l \) has probability \( p \) of
equaling to 1. During the learning, the gradient of the loss function should be back propagated through the dropped network.

In the test phase, the DNN weights need to be re-scaled: \( W_{test} = pW \). The purpose of this operation is to approximate the average over all possible dropped network. By doing this, the dropout DNNs can share some advantages of model combination method.

In [1], Dahl et al. combine rectified linear activation function and dropout during the DNN training, and provide experiment results on DARPA EARS database, which contains 50 hours English broadcast news data. The test results are listed in Table 2.1. This table implies that dropout combine with rectified linear can provide better performance even though without pre-training.

<table>
<thead>
<tr>
<th>Activation Func</th>
<th>Pre-training</th>
<th>Dropout</th>
<th>Training Err</th>
<th>Test Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectified Linear</td>
<td>Yes</td>
<td>Yes</td>
<td>10.7%</td>
<td>18.5%</td>
</tr>
<tr>
<td>Rectified Linear</td>
<td>No</td>
<td>Yes</td>
<td>11.0%</td>
<td>18.9%</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>Yes</td>
<td>No</td>
<td>11.3%</td>
<td>19.4%</td>
</tr>
</tbody>
</table>

Based on dropout, several generalization methods have been presented. Wan et al. designed dropconnect algorithm in [34]. Instead of dropping a subset of units, dropconnect randomly selects some elements in the weight matrices and set them to 0. Experiments on some databases show that dropconnect can provide better performance compare with regular DNNs and even dropout. In [35], an adaptive edition of dropout called standout is proposed, and the basic idea is to overlay a binary belief network on the DNN and use it to regularize the hidden units by selectively setting activities to 0. This overlaid belief network can be trained during the DNN training. The experiments show that standout can also provide lower error rate than standard dropout.

2.2 Deep Convolutional Neural Networks

Convolutional Neural Networks (CNNs) [19] also belong to feed-forward ANNs. As this dissertation mentioned before, the fully-connected DNNs are powerful when doing pattern recognition tasks. However, there are still some problems of DNNs especially when deal with image processing tasks [20].
Firstly, typical images (grey-scale or color images) may corresponding to large input features, which will obviously increase the size of weight matrices, and then may lead to over-fitting problem and require more memory resources. These difficulties sometimes make the DNNs become impractical in real-world image-related applications.

Secondly, the fully-connected DNNs are short of invariance of translations and local distortions of the input features. Even though pre-processing of input images can be performed to provide some invariance, they are far from perfect and may easy to cause variations of the inputs. It is true that increasing the size of DNNs may handle those variations, but it requires large number of training samples and memory size, and also makes the training process much slower.

Thirdly, images have a lot of 2D local structures, but this kind of local features cannot be reflected in fully-connected DNNs because the input order of DNNs cannot affect the network output, and this may also bring about negative impacts on the recognition performance.

CNNs are proposed to solve those difficulties. For instance, CNNs can provide shift invariance by using weights sharing technique and can extract local features by using local receptive fields.

2.2.1 Basic Model

A typical CNN has three kinds of layers: convolutional layers, pooling layers and fully-connected layers, and in most cases one or more convolutional layers and one pooling layer can be grouped as one block (see Figure 2.4 as an instance).

![Figure 2.4: An Example of Deep Convolutional Neural Networks](image)

1. Convolutional Layers
As Figure 2.4 show, one convolutional layer of CNNs may contain several feature maps, and each feature map is related to a local receptive field, which scans the previous layer and receive signals from local areas. Obviously, this operation is equivalent to a convolution with a small size window [19]. In addition, images have a property that one specific pattern may appear in the entire image. To utilize this nature, the weight sharing technique is introduced in each feature map, which means that the same weights will be used to process all local regions in the input feature maps. Another benefit of weight sharing is that it can significantly reduce the number of free parameters.

To compute the output of one feature map, the convolution kernel $w$ with the size $k$ should be defined at first, and then the output of the $l$th layer can be calculated as below:

$$a_{x,y}^l = \sum_{x'=0}^{k-1} \sum_{y'=0}^{k-1} w_{x',y'}^l f(a_{x-x',y-y'}^{l-1}) + b_{x,y}^l$$

(2.12)

where $f$ denotes a pre-defined activation function (which is similar as DNNs), and $x, y$ have the range $0 < x < k - 1$ and $0 < y < k - 1$ are the range that pixels are defined. For the undefined pixels, the zero-padding can be used to make the output feature map has the same size as input.

2. Pooling Layers

To increase the robustness of CNNs, one possible way is to reduce the resolution of higher layers because it can make CNNs tolerate to a slight distortion or translation in the input features [19]. Therefore, pooling layers can be used after one or more convolutional layers to do down-sampling and then reduce the resolution of the feature maps. The pooling layers perform down-sampling by using a small pooling window and calculate one single value to replace all values inside the window, thus it generates smaller feature maps than the previous convolution layer.

In practice, two kinds of pooling functions are usually used: maximum pooling and average pooling [7]. The maximum pooling function function is defined in Eq. (2.13):

$$p_{i,j} = \max_{m=1}^{G} \max_{n=1}^{G} q(i-1)\times s + m, (j-1)\times s + n$$

(2.13)

where $i$ and $m$ are the index in one feature map, $G$ is the pooling size, and $s$ is the shift size that control the overlap of adjacent pooling windows. Similarly, the average
pooling function can be defined as below:

\[ p_{i,j} = r \sum_{m=1}^{G} \sum_{n=1}^{G} q(i-1) \times s + m, (j-1) \times s + n \] (2.14)

where \( r \) denotes a scaling factor.

The pooling layers in CNNs may be viewed as a feature extraction procedure, which extract the most prominent signal component within a small neighbouring region. The pooling layers, using either average pooling or max pooling, are critical in CNNs [36] since they can make the models more tolerable to the slight distortion or translation in the original images [19]. In [37], a theoretical analysis of average pooling and max pooling is made to reflect how pooling can affect the network performance. However, in most cases, pooling layers are still used based on empirical information.

3. Fully Connected Layers

To further improve the performance of CNNs, several fully connected layers can be applied upon the convolution layers and pooling layers. The structure of the fully connected layers are identical with regular DNNs.

2.2.2 Network Training

Similar with DNNs, error back-propagation algorithm can also be used to train CNNs. Because of the existence of pooling layers and the usage of weight sharing, the back-propagation needs some small modification. When propagating error signals through a pooling layer, the kind of pooling function should be considered. For example, for the maximum pooling function, only the signal that passed the most active unit in each group of the pooled units should be kept [7].

To update the shared weights in one convolution kernel, the weights updates over all units in the corresponding feature maps should be collected. Specifically, the gradient of the error signal \( E \) with respect to the convolution kernel of the \( l \)th layer \( w^l \) can be calculated as below:

\[
\frac{\partial E}{\partial w_{x,y}^l} = \sum_{x'=0}^{k-1} \sum_{y'=0}^{k-1} \frac{\partial E}{\partial a_{x',y'}^l} \frac{\partial a_{x',y'}^l}{\partial w_{x,y}^l} = \sum_{x'=0}^{k-1} \sum_{y'=0}^{k-1} \delta_{x',y'} \frac{\partial a_{x',y'}^l}{\partial w_{x,y}^l} \tag{2.15}
\]
By doing some simple transformation, \( \frac{\partial a_{l,x,y}'}{\partial w_{x,y}} \) can be re-written as:

\[
\frac{\partial a_{l,x,y}'}{\partial w_{x,y}} = \frac{\partial}{\partial w_{x,y}} \left( \sum_{x''=0}^{k-1} \sum_{y''=0}^{k-1} w_{x''}^l y'' f(a_{x'-x''y'-y''}^l) + b^l \right) 
\]

(2.16)

\[
= \frac{\partial}{\partial w_{x,y}} (w_{x,y}^l f(a_{x'-x,y'}^l)) = f(a_{x'-x,y'}^l)
\]

Therefore, Eq. (2.15) can be re-written as:

\[
\frac{\partial E}{\partial w_{x,y}^l} = \sum_{x'=0}^{k-1} \sum_{y'=0}^{k-1} \delta_{x',y'}^l f(a_{x'-x,y'}^l) = \delta_{x,y}^l * f(rot_{180}^l(a_{x,y}^l))
\]

(2.17)

where \( rot_{180} \) means to rotate the matrix for 180 degrees. In Eq. (2.17), \( \delta_{x,y}^l \) is defined as \( \frac{\partial E}{\partial a_{x,y}^l} \). Again, by using chain rules, it can be expressed as:

\[
\frac{\partial E}{\partial a_{x,y}^l} = \sum_{x'=0}^{k-1} \sum_{y'=0}^{k-1} \frac{\partial E}{\partial a_{x,y}^{l+1}} \frac{\partial a_{x,y}^{l+1}}{\partial a_{x,y}^l} = \sum_{x'=0}^{k-1} \sum_{y'=0}^{k-1} \delta_{x',y'}^{l+1} \frac{\partial a_{x,y}^{l+1}}{\partial a_{x,y}^l}
\]

(2.18)

Similar with Eq. (2.16), the term \( \frac{\partial a_{x,y}^{l+1}}{\partial a_{x,y}^l} \) can be re-written as:

\[
\frac{\partial a_{x,y}^{l+1}}{\partial a_{x,y}^l} = w_{x'-x,y'-y}^{l+1} \frac{\partial}{\partial a_{x,y}^l} (f(a_{x,y}^l))
\]

(2.19)

Then substituting Eq. (2.19) into Eq. (2.18):

\[
\delta_{x,y}^l = \sum_{x'=0}^{k-1} \sum_{y'=0}^{k-1} \delta_{x',y'}^{l+1} w_{x'-x,y'-y}^{l+1} \frac{\partial}{\partial a_{x,y}^l} (f(a_{x,y}^l))
\]

(2.20)
Eq. (2.17) and Eq. (2.20) implies that the back-propagation of CNNs can also be viewed as a convolution procedure, which helps the implementation of CNNs.

Some techniques like unsupervised pre-training and dropout can also be used to further increase the performance of CNNs. Furthermore, Ossama et al. [7] proposed a limited weight sharing (LWS) method for CNNs that make them can work well with speech recognition tasks. Different with the weight sharing over the whole feature map, LWS only forces the weights of the same group of pooled units to be identical.

2.3 Applications

This section briefly reviews some applications of ANNs, and the selected applications can be divided into two parts: image processing and speech processing.

2.3.1 Image Classification Tasks

In [2], Ciresan et al. implemented DNNs on CUDA platform, and the utilization of GPU parallel computing significantly accelerate the training speed of DNNs. In experiments, DNNs are used to solve the hand-written digits classification. MNIST database is a well-known handwritten digital images database, which contains 60000 training samples and 10000 test samples (The gray-scale hand-written digits are much simpler compare with RGB natural images thus can be handled by fully-connected DNNs). However, when using the deep architecture, the training sample size of MNIST is too small to prevent over-fitting. Instead of applying unsupervised pre-training, this paper considers to expand the training sample size by using image augmentation methods. Specifically, 4 kinds of randomly augmentations (rotation, scaling, horizontal shearing and elastic deformation) are introduced, and the image augmentation methods should be executed at the beginning of each training epoch. And as a result, the DNNs can almost never see the same training sample twice during the training procedure. The test results listed in Table 2.2 reflect the excellent performance of the proposed method. In this table Architecture indicates the number of hidden layers and the size of each hidden layer.

In [38], Ciresan et al. proposed a novel multi-column CNNs to further improve the image classification performance of deep architectures. In this paper, the proposed C-NN contains hundreds of feature maps in each layer, and using maximum pooling as
TABLE 2.2: Average Test Error and Best Test Error of DNNs with Different Network Configurations on MNIST Database [2]

<table>
<thead>
<tr>
<th>ARCHITECTURE</th>
<th>AVERAGE</th>
<th>BEST</th>
<th>TRAINING TIME</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000, 500</td>
<td>0.49%</td>
<td>0.44%</td>
<td>23.4 (hr)</td>
</tr>
<tr>
<td>1500, 1000, 500</td>
<td>0.46%</td>
<td>0.40%</td>
<td>44.2 (hr)</td>
</tr>
<tr>
<td>2000, 1500, 1000, 500</td>
<td>0.41%</td>
<td>0.39%</td>
<td>66.7 (hr)</td>
</tr>
<tr>
<td>2500, 2000, 1500, 1000, 500</td>
<td>0.35%</td>
<td>0.32%</td>
<td>114.5 (hr)</td>
</tr>
</tbody>
</table>

the down-sampling method. The main difference with the regular CNNs is that several columns of CNNs are combined and construct the so-called multi-column CNNs (MC-CNNs). Before training, all columns of CNNs are initialized randomly, and then each column can be trained by using the same inputs, or inputs that derived from various pre-processing methods. Finally, the outputs of each column should be averaged to get the final classification results. Because of the acceleration provided by GPUs, the training of several columns of CNNs can be done in relatively short time. On MNIST database, MCCNNs achieve 0.23% error rate, which is even better than DNNs that mentioned before. Furthermore, this method has been used to deal with some real-world problems like traffic sign classification [39] and also achieves excellent performance (99.46% average recognition rate).

In ILSVRC-2012 competition, Krizhevsky et al. [40] proposed to use a deep CNN to classify the ImageNet database, which contains 1.2 million high-resolution images. The proposed CNN includes 5 convolutional layers and 2 fully-connected layers. To reduce overfitting, data augmentation and dropout are applied during the training process. On the test set of ImageNet, the proposed CNN achieves 15.3% top-5 error rate. Comparing with traditional image classification algorithms such as Fisher Vectors [41] (26.2% top-5 error), the proposed CNN has much better classification performance.

In [42], a novel CNN model called All-CNN is defined. This model proposed to use regular convolutional layers with larger stride to replace the original pooling layers for better performance. This modification introduces more learnable parameters into the network, and reduces the classification error on CIFAR-10 test set (9.08% vs 9.47%, without data augmentation).

Instead of removing pooling layers from CNNs, [43] proposed to generalize the pooling functions. Based on the traditional average pooling, denote by $f_{avg}(x)$, and maximum...
pooling, denote by $f_{\text{max}}(x)$, two novel pooling methods, i.e. mixed max-average pooling and gated max-average pooling, are presented. The definition of mixed max-average pooling is:

$$f_{\text{mix}}(x) = af_{\text{max}}(x) + (1 - a)f_{\text{avg}}(x) \quad (2.21)$$

where $a$ is the weight of two pooling methods and can be learned via BP algorithm. Gated max-average pooling has more complicated form, which introduces learnable gating mask $w$ and sigmoid activation function instead of scalar weight $a$ in Eq. (2.21):

$$f_{\text{gate}}(x) = \text{sigmoid}(w^Tx)f_{\text{max}}(x) + (1 - \text{sigmoid}(w^Tx))f_{\text{avg}}(x) \quad (2.22)$$

The gating mask $w$ can also be learned by using BP algorithm. Finally, the tree-pooling method can be defined based on gated max-average pooling. Specifically, several pooling filters are used to generate the leaf nodes of tree-pooling. Then every two leaf nodes can be combined by using Eq. (2.21). This process continues layer-by-layer until the root of the tree is generated. The experimental results show that the tree-pooling method achieves state-of-the-art performance on CIFAR-10 test set (7.62% error rate without data augmentation and 6.05% with data augmentation).

CNNs can also be used in the field of object detection. In [3], a CNN based algorithm called DetectorNet is presented to locate the bounding boxes of objects in given images. The network structure applied for DetectorNet includes five convolutional layers and two fully connected layers. Each layer uses ReLU as the activation function, and maximum pooling is used as down-sampling method. The main difference between DetectorNet and standard CNNs is that in DetectorNet a regression layer is utilized as the top layer instead of a softmax layer to generate the object binary masks, which can represent the location of objects. By resizing the image, the output binary mask may represent one or more objects. Moreover, this work proposed DNN-generated Masks to further improve the detection performance. In experiments, the DetectorNet is compared with several other object detectors on Pascal VOC 2007 database, and it shows state-of-the-art performance of various classes. The test results are shown in Table 2.3. However, one drawback of this method is its relatively high computational cost at training time because the network should be trained for each object type and mask type. Therefore, the future work should aim to train a single network to detect different classes of objects.
Scene labeling is a task that aims to label a given image pixel-by-pixel based on the classes of objects. This task is also an important branch in image processing. CNNs can be used to solve this problem. In [4], a modified CNN model named recurrent convolutional neural networks (RCNN) is proposed to do scene labeling and achieved outstanding performance with good efficiency. Recurrent means that its architecture consists of several instances of regular CNNs, and all instances share the same model parameters. The experiments results are provided in Table 2.4, which proves that RCNNs have both good accuracy and fast execution speed. This research illustrates that the scene labeling tasks can be solved effectively and efficiently without use of expensive graphical model or segmentation methods, and can achieve state-of-the-art performance with fast inference time.

### Table 2.4: Performance of RCNN and Other Methods on Stanford Background Database [4]

<table>
<thead>
<tr>
<th>Methods</th>
<th>Pixel Accuracy (%)</th>
<th>Computing Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm in [44]</td>
<td>76.4</td>
<td>10 to 600</td>
</tr>
<tr>
<td>Algorithm in [45]</td>
<td>81.9</td>
<td>&gt; 60</td>
</tr>
<tr>
<td>Regular CNN</td>
<td>79.4</td>
<td>15</td>
</tr>
<tr>
<td>RCNN (2 instances)</td>
<td>76.2</td>
<td>1.1</td>
</tr>
<tr>
<td>RCNN (3 instances)</td>
<td>80.2</td>
<td>10.7</td>
</tr>
</tbody>
</table>

### 2.3.2 Speech Recognition Tasks

In the past few years context-dependent DNN-HMM (Hidden Markov Model) hybrid model achieves significant success in the field of automatical speech recognition (ASR). Different from the traditional GMM-HMM ASR system, DNNs serve as the acoustic models to generate the posterior probabilities of HMM states, and then HMM is used to do decoding and get the recognition results. In [5], a noise robust DNN-HMM system
is proposed by combining DNNs with several noise robustness methods include multi-condition training data, enhanced feature, model adaptation and dropout. Experiments on Wall Street Journal (WSJ0) database can reflect the performance of the noise robust system. Specifically, the multi-condition training set of WSJ0 contains 7137 utterances from 83 speakers, and the test set can be divided into 4 groups: clean, noisy, clean with channel distortion and noisy with channel distortion (denote by A, B, C, and D respectively). These four kinds of test sets are used to evaluate the robustness of the algorithm. Two kinds of input features for DNN-HMM and the baseline GMM-HMM are applied: MFCC and FBANK-24. Table 2.5 reflects that DNN-HMM shows better performance and robustness compare with GMM-HMM. Specifically, DNN-HMM model can work well with noisy data, and the utilization of FBANK-24 features further increase the recognition accuracy.

<table>
<thead>
<tr>
<th>METHOD/FEATURES</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>AVERAGE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM-HMM(MFCC)</td>
<td>12.5</td>
<td>18.3</td>
<td>20.5</td>
<td>31.9</td>
<td>23.0</td>
</tr>
<tr>
<td>DNN-HMM(MFCC)</td>
<td>5.7</td>
<td>10.4</td>
<td>10.9</td>
<td>22.6</td>
<td>15.3</td>
</tr>
<tr>
<td>DNN-HMM(FBANK-24)</td>
<td>5.0</td>
<td>9.2</td>
<td>9.0</td>
<td>20.6</td>
<td>13.8</td>
</tr>
</tbody>
</table>

In [6] and [46], a multiple DNNs (mDNNs) acoustic model is presented to replace the standard single large scale DNN to compute the states posterior probabilities. During the training phase, all tied states of context-dependent HMMs are firstly divided into some clusters, and then several DNNs are trained by using those clusters respectively in parallel. The outputs of the multiple DNNs can be combined to calculate the posterior probabilities for decoding. Table 2.6 shows that the mDNN-HMM model brings about significant acceleration (over 7 times acceleration with 4 GPUs) with negligible performance hit. Thus this model is practical for large-scale ASR tasks.

<table>
<thead>
<tr>
<th># OF HIDDEN LAYERS</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNN-HMM WORD ERR</td>
<td>17.7</td>
<td>16.9</td>
<td>16.4</td>
<td>16.2</td>
</tr>
<tr>
<td>EXECUTION TIME (hr)</td>
<td>11.0</td>
<td>13.0</td>
<td>13.6</td>
<td>15.0</td>
</tr>
<tr>
<td>mDNN-HMM WORD ERR</td>
<td>17.8</td>
<td>17.0</td>
<td>16.9</td>
<td>16.7</td>
</tr>
<tr>
<td>EXECUTION TIME (hr, 3 GPUs)</td>
<td>3.0</td>
<td>3.7</td>
<td>4.3</td>
<td>5.0</td>
</tr>
<tr>
<td>SPEED-UP</td>
<td>3.7x</td>
<td>3.5x</td>
<td>3.2x</td>
<td>3.0x</td>
</tr>
<tr>
<td>NETWORK STRUCTURE</td>
<td>AVERAGE PER(%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNN (2000 + 2 * 1000)</td>
<td>22.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNN (2000 + 4 * 1000)</td>
<td>21.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN (LWS(m:150 p:6 s:2 f:8) + 2 * 1000)</td>
<td>20.17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN (FWS(m:300 p:6 s:2 f:8) + 2 * 1000)</td>
<td>20.31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN (FWS(m:150 p:4 s:2 f:8) + FWS(m:300 p:2 s:2 f:6) + 2 * 1000)</td>
<td>20.23</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN (FWS(m:150 p:4 s:2 f:8) + LWS(m:150 p:2 s:2 f:6) + 2 * 1000)</td>
<td>20.36</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Ossama et al. proposed a modified CNNs that can also work with ASR problems [7][47]. In this research, the input data should firstly be re-organized to make them compatible with the CNN structure. For instance, the input features can be arranged as three 2D feature maps, each of which represents the original data, first-order derivative and second-order derivative respectively. Each feature map contains several adjacent frames and the re-organized features maps can be feed into the CNN. Moreover, to make the CNN more suitable for ASR tasks, the limited weight sharing (LWS) method is proposed instead of the traditional fully weight sharing (FWS). TIMIT database is used to evaluate (using phone error rate (PER) to measure the performance) the proposed method, and the results of different configurations are presented in Table 2.7, where 'm' is the number of feature maps, 'p' is the pooling size, 's' is the shift size, and 'f' is the filter size. The experiments implies that CNNs can provide about $6 \text{−} 10\%$ relative error reduction compare with fully-connected DNNs. Moreover, the applying of LWS scheme makes the CNNs more suitable to deal with ASR tasks.
Chapter 3

Image Processing

Image Processing is an important research field in computer vision. Recently, increasing number of works begin to consider to apply deep learning algorithms to solve the image processing related problems, which may include image classification, object localization and detection, image saliency detection and segmentation, and image generation. CNNs become one of the most important tool for those variety of tasks. This chapter will review several important tasks in image processing.

3.1 Image Pre-Processing

When using CNNs to deal with image processing tasks, it may not be a good choice to directly use the original image (gray-scale, RGB or other color channels) as the input feature, since the raw features may be too complicated and noisy for the deep learning systems. Moreover, most of the commonly-used image datasets suffer from the lack of training samples. For instance, Pascal VOC 2012 [48] has only 5717 training images, and MNIST has only 60000 training samples. The insufficient training samples may lead to over-fitting when train large scale CNNs. All of the facts above imply that some pre-processing methods are required for image processing tasks. This section will review some important pre-processing methods, which include image whitening, image data augmentation and superpixel segmentation.
3.1.1 Image Whitening

Whitening transformation is a kind of linear transformation that transform the input signals to white noises. The main idea of the whitening transformation is to convert a sequence of random variables to another new sequence with an identity covariance matrix [49]. The identity covariance matrix implies that the new random variables are de-correlated and have variance of 1.

In the natural images, the adjacent pixels are always have high correlation, which may bring about a lot of redundancy in the image information. Doing image whitening can remove those correlation and help the learning algorithm to extract the independent information from the training data.

Assume that there is a training set $X \in \mathbb{R}^{n \times m}$ (all features have zero mean value), where $n$ is the feature dimension and $m$ is the sample size. Then the covariance matrix of the training data is:

$$\Sigma = \frac{1}{m}XX^T \tag{3.1}$$

Then the singular value decomposition on $\Sigma$ can be done as Eq. (3.2) shown:

$$[U, S, V] = \text{svd}(\Sigma) \tag{3.2}$$

where $U$ is the eigenvector matrix of $\Sigma$, $S$ is the eigenvalue diagonal matrix, and $V = U^T$ (because $\Sigma$ is a symmetric matrix). Then it is easy to know that $\Sigma = USV$.

Based on Eq. (3.1) and Eq. (3.2), the definition of PCA whitening is:

$$X_{PCA} = S^{\frac{1}{2}}U^TX = \begin{bmatrix} \frac{1}{\sqrt{\lambda_1}} & \ldots & 0 \\ 0 & \ldots & 0 \\ 0 & \ldots & \frac{1}{\sqrt{\lambda_m}} \end{bmatrix} X_{rot} \tag{3.3}$$

where $X_{rot} = U^TX$ denotes to rotate $X$ to the basis of all eigenvectors. Then it is very easy to derive that $\Sigma_{PCA} = I$, where $I$ denotes the identity matrix.

Based on the definition of PCA whitening, it is easy to define ZCA whitening:

$$X_{ZCA} = UX_{PCA} \tag{3.4}$$

which can be viewed as transform the PCA whitened data back to the original feature space. Also, it is easy to verify that $\Sigma_{ZCA} = I$. 
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Experimental results show that using ZCA image whitening on CIFAR-10 database can improve classification accuracy on relatively small-scale CNNs. However, for deep CNNs, ZCA whitening cannot bring obvious benefits. One potential reason is that deep networks can already gradually de-correlate features.

3.1.2 Image Data Augmentation

Even though the number of free parameters in CNNs has been significantly decreased by using local receptive fields and weight sharing, training deep CNNs still requires huge number of training data. However, when using supervised learning, the well-labeled training data are always far from enough. Therefore, data augmentation becomes an important pre-processing for image processing tasks. In practice, even ImageNet dataset (around 1.4 million training images) [24] also needs to be augmented to train very deep neural networks such as vgg nets [50] and deep residual nets [51]. The simplest way of image data augmentation is image flipping. For instance, [52] proposed a deep neural network for CIFAR-10 [53] image classification. The author argues that when randomly do horizontal flip for 50% images on the training set, the classification accuracy on test set improves from 91.30% to 92.45%. In [54], more complicate image data augmentation methods are considered to improve the classification performance of CNNs on the ImageNet database. The paper mainly focus on the so-called key augmentations, includes color casting, vignetting, stretch and cropping and lens distortion. In Chapter 5 of this dissertation, four kinds of image augmentations are also used for better classification performance on both CIFAR-10 and CIFAR-100 databases, i.e., translation, rotation, scaling and color space translation. Figure 3.1 displays some examples of the selected data augmentation.

3.1.3 Superpixel

Superpixel segmentation is another important image pre-processing method for image processing tasks. Superpixel is a image region that has perceptually uniform feature, which can be viewed as an over-segmentation of images. For the digital images, pixel-grids are the basic units, and most computer vision algorithms may use them as the input data. However, in some cases, simply using raw pixels has some drawbacks. Pixel-grid itself is not a natural way to represent images. It simply divides natural images into large number of pixels and dispatches RGB values (or other color channels.
like YUV) to each pixel based on the corresponding color information. This may lead to some disadvantages in practice. Firstly, pixel-grids cannot reflect some high-level information of images, such as different objects or some regions with similar color/texture features. Secondly, currently most images have high resolution, which means that they may include huge number of pixel-grids. For example, one 300-by-500 image has 150,000 pixels, which may significantly increase the computational complexity. Therefore, some superpixel algorithms are proposed to group several adjacent pixels that share the similar color or texture into one superpixel to reflect some high-level feature and reduce the complexity of the images (from hundreds of thousands to around one hundred) without losing useful feature [55]. Superpixels can be applied to different kinds of applications such as video objects tracking [56], image saliency detection [57] and segmentation [58].

There are a lot of superpixel extraction algorithms proposed in previous researches. In [59], superpixel segmentation is used as an important pre-processing for the final image segmentation. In this paper, Normalized Cuts [60] algorithm combined with contour
and texture features are used to generate superpixel maps. The experiments show that most superpixels have similar size and shape, and can keep most important features and structures in the input images. Those facts can help the further segmentation.

In [61], the Entropy Rate Superpixel Segmentation method is proposed. This method introduces a novel objective function that contains two components to guide the superpixel generation. Specifically, the algorithm uses undirected graphs to represent images, and introduces a random walk process on the graphs. The first term of the objective function is defined as the entropy rate of the random walk. Based on the definition of the entropy rate term, it encourages compact and homogeneous superpixels. The second term is the balancing term, which makes all superpixels tend to have similar size. By using greedy optimization, the algorithm can generate superpixels with similar size and keep the object boundaries.

Seeds algorithm [62] is another superpixel extraction method that uses a simple hill-climbing optimization method to reduce the computational costs. Different with most of the superpixel algorithms, Seeds starts from an initial superpixel partition (for example dividing the original images by using regular grids), i.e., some seeds, and gradually modify the superpixels by changing the boundaries. To guide the boundaries changing process, a robust energy function is proposed based on the color distribution inside the superpixels (the color distribution term) and the shape of the superpixels (the boundary term). The hill-climbing optimization means that in each iteration some small local changes of the superpixels will be proposed, and if the energy function increases, the superpixel partition will be updated. Experimental results show that after several iterations good superpixel maps can be generated.

Simple Linear Iterative Clustering (SLIC) [63] is also a well-know superpixel generation method, which based on K-means clustering algorithm and can provide state-of-the-art performance on different image databases. Specifically, SLIC can be divided into three steps:

(1) Initialization: assuming that the image size is $N \times N$, and the expectation number of superpixels is $k$. The algorithm tends to generate homogeneous sized superpixels with the approximate size $S \times S$. Obviously, $S$ should roughly equals to $N/\sqrt{k}$. Therefore, similar with Seeds algorithm, SLIC firstly splits the image into $k \times S \times S$ grids, and the $k$ initial cluster centroids should be sampled from them. The algorithm firstly selects the center of each grid as the seed, and then move it to the point that has lowest gradient in its $3 \times 3$ neighborhood to avoid the edges in the image. For the images in the CIELAB
color space, all data pixels can be represented as a 5-dimension vector $[l, a, b, x, y]$, where $x$ and $y$ denote the location of the pixel. To measure the distance of two feature vectors $P_i$ and $P_j$, a new distance measurement is defined:

$$D = \sqrt{d_c^2 + \left(\frac{d_s}{S}\right)^2 m^2}$$  \hspace{1cm} \text{(3.5)}$$

where

$$d_c = \sqrt{(l_j - l_i)^2 + (a_j - a_i)^2 + (b_j - b_i)^2}$$

is the color distance,

$$d_s = \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2}$$

is the spatial distance, and $m$ is used to balance the importance of the two distances.

(2) Assignment: in this step each pixel in the image should be assigned to its nearest cluster centroid. This procedure is based on K-means algorithm, the only difference is that in SLIC, the search space of each centroid is limited in a region with the size $2S \times 2S$, which can significantly reduce the computational complexity.

(3) Update: in the update step, the cluster centroids should be updated by computing the mean vector $[l_m, a_m, b_m, x_m, y_m]$ of all pixels that belong to the cluster. Just like K-means, the assignment and update can be run for several epochs, and finally, the disjoint pixels should be reassigned to their adjacent superpixels.

The experimental results reflect that SLIC algorithm can provide high quality superpixel maps with high efficiency on variety of image databases. Therefore, in this dissertation, it is used for the saliency detection algorithms in Chapter 6 and 7 to smooth the raw saliency maps.

### 3.2 Image Processing with Deep Learning

There are diversity tasks of image processing, including image classification, objects localization, objects detection, saliency detection and segmentation. Currently, most of researches imply that deep learning techniques can deal with those variety of tasks effectively.

Image classification is the basic task for deep learning, since neural networks are originally designed to work with classification jobs. Based on the classification results,
CNNs can be used to do more complex tasks. In Large Scale Visual Recognition Challenge (ILSVRC), image classification is combined with object localization as one task (CLS-LOC). The requirement of CLS-LOC is that firstly generate class labels for the input images, and then using bounding boxes to localize the corresponding objects. Object detection is much harder compare with localization, which needs the algorithm firstly find one or more objects inside the input image by using bounding boxes, and then provide their class labels. Comparing with localization or detection, image saliency detection and segmentation hope to generate pixel-wised saliency or segmentation maps. Saliency detection and segmentation have tight relationship with this dissertation.

3.2.1 Image Saliency Detection

'Saliency' is originally a definition in the fields of neuroanatomy and psychology. This term denotes a stimulus (from a variety of sources, such as images or sounds) that can grab more attention from the observer. For human beings and other organisms, the ability of saliency detection is important since it can help them to find the important resources or potential threats from the surrounding environment. In visual perception, contrast is one important reason of saliency. For example, an object in an image that has different color or texture with its surrounding backgrounds may tend to be recognized as a salient object [64].

In the domain of computer vision, visual saliency detection is also a well-known research topic, since making computers learn how to find salient objects automatically is important for the development of artificial intelligence. Previous researchers have proposed variety of methods to model the procedure of human attention for image saliency detection [65]. Bottom-up saliency methods are based on the assumption that saliency regions in one image may differ from the background. These methods tend to use low-level features such as color distribution, local/global contrast and texture to generate saliency maps. In [10], a bottom-up saliency method is proposed, which considers region contrast and spatial coherence at the same time to achieve good performance. To measure the saliency value of one pixel $I_k$ in a given image $I$, one simple way is to calculate its color contrast to all other pixels in the image:

$$S(I_k) = \sum_{\forall I_i \in I} D(I_k, I_i)$$  \hspace{1cm} (3.6)
where \( D(I_k, I_i) \) is the color distance measurement. Eq. (3.6) has some subtle assumptions: (1) The same color in the image has the same saliency value, which means that all pixels with the same color should either be foreground (high saliency value) or background (low saliency value). (2) The salient objects should only occupy small part of the image. In practice, however, it is easy to know that this simple method cannot deal with the images that have complicate backgrounds or very large salient objects [66]. Moreover, the efficiency of this method is not good enough, especially for the large scale images. To solve those problems, [10] proposed the region contrast method (RC). In RC, the input images should firstly be segmented into superpixels by using a graph-based segmentation method [67]. Then, the superpixels can be viewed as the basic unit to calculate the saliency values:

\[
S(r_k) = \sum_{r_i \neq r_k} e^{-(D_s(r_k, r_i) / \sigma^2_s)w(r_i)D_r(r_k, r_i)}
\]

(3.7)

where \( D_s(r_k, r_i) \) is the spatial distance between \( r_k \) and \( r_i \), and \( \sigma_s \) is used to balance the weights of the spatial distance. \( w(r_i) \) is the number of pixels in the superpixel region \( r_i \), which implies that large superpixels have high priority to be selected as foreground. \( D_r(r_k, r_i) \) is the distance measurement of two superpixel regions, which is defined in Eq. (3.8):

\[
D_r(r_k, r_i) = \sum_{a=1}^{n_k} \sum_{b=1}^{n_i} \frac{f(c^k_a)f(c^i_b)D(c^k_a, c^i_b)}{n_k \cdot n_i}
\]

(3.8)

where \( n_k \) is the number of colors in the superpixel \( r_k \), \( c^k_a \) is the \( a \)th color in \( r_k \), and \( f(\cdot) \) denotes the probability.

Experiment results show that RC can deal with more natural images, but its performance is still not good for complicated tasks (see Figure 3.2).

To address the problems of bottom-up methods, some deep learning based saliency methods are proposed, because DNNs and CNNs may have ability to extract multi-level features from the images and those different level of features can be used for object saliency detection. [12] proposed a CNN-based multi-contexts saliency method called multi-context deep saliency. The method considers global context and local context simultaneously to generate high quality saliency maps. The multi-context deep saliency firstly performs superpixel segmentation on all input images by using SLIC algorithm.
Figure 3.2: RC works well for simple images (row 1), but can hardly deal with complex images (row 2). In the saliency maps, red means the region has high saliency value, and blue means low saliency value.

[63], then pre-trains two CNNs to model global context and local context respectively. All superpixels in one image should be used as the center to generate the inputs of both global-context CNN and local-context CNN. For the global-context inputs, the square context window should include the whole image, and the regions exceeding the boundaries should be padded by using the average pixel value the the training set. The padded images should be resized to 227-by-227 as the network inputs. It is easy to learn that the global-context CNN can catch the feature of the whole image. By contrast, the local-context CNN is designed to get the local feature of the images, and its context window size is only one ninth of the global context CNN. The output layers of the two CNNs have two neurons, which are used to indicate the centered superpixel in the input belongs to saliency region or background. Based on the outputs of the two CNNs, the saliency value of one superpixel can be defined as:

\[
\text{score}(x_{gc}, x_{lc}) = P(y = 1|x_{gc}, x_{lc}; \theta_1)
\]  

(3.9) 

where \(x_{gc}\) and \(x_{lc}\) denote the output of the global-context CNN and local-context CNN respectively, \(y = 1\) means that the centered superpixel belongs to saliency region, and \(\theta_1\) is the set of hyperparameters of the models. Experiments on several databases show that the usage of CNNs results in better performance compare with bottom-up methods (see Figure 3.3).
3.2.2 Image Semantic Segmentation

Comparing with superpixel segmentation and object saliency detection, image semantic segmentation is a more challenging task. Superpixel can be viewed as a kind of over-segmentation, which can divide one image into hundreds of small superpixel regions. On the contrary, semantic segmentation aims to split an input image into few parts based on the semantic meanings, i.e. one part for one object in the image, and the number of the parts is always much less than superpixel maps. Different with saliency detection, semantic segmentation not only focus on the salient objects, but tries to find all potential objects or regions in the image and gives class labels for them. However, image saliency detection can be viewed as an important pre-step for semantic segmentation, and some algorithms can generate segmentation based on saliency maps. Semantic segmentation algorithms are significant for computer systems to understand the natural images.

[68] proposed a semantic segmentation algorithm that utilizes fully convolutional networks (FCNs), which can make pixel-wised prediction on the images for segmentation tasks. The meaning of fully convolutional networks is that the fully connected layers in CNNs have been transformed into regular convolutional layers. This transformation enables the CNN to generate heatmaps for segmentation instead of the classification vectors, and at the same time predicts class labels of the potential objects. However, in practice the scales of the output feature maps of FCNs are still too small, thus when up-sampling them to the original image size, the resulting segmentation maps are always very coarse. To fix this problem, skips are added into the FCNs, which can use lower layers along with the final output layer to refine the segmentation results. The combination of higher and lower layers enables the FCNs to be able to view both local feature and global feature simultaneously. The experimental results show that the FCNs based method can generate high quality semantic segmentation results.

Regions with CNN features (R-CNN)[69] is another well-known semantic segmentation algorithm, which combines region proposals with CNNs for better accuracy. The
R-CNN system firstly do object detection on the input images, and after that, it can generate semantic segmentation based on the detection results. R-CNN includes three modules. The first one is used to generate category-independent region proposals to serve as object candidates, and the selective search [70] algorithm is used in this module. The second module is a CNN to extract a 4096-dimensional feature vector for each region proposal. In this step each region should be reshaped to 227-by-227 and then input into the CNN. Finally, a group of linear SVMs are trained for every class, and they will be used to score the extracted features from the second module. After that, the regions that overlap with some higher scored regions will be rejected. The object detection procedure generates bounding boxes of objects with class labels and scores. Then based on the framework of second-ordering pooling segmentation [71], the features extracted in the second module can be used to generate segmentation maps. Based on the basic model of R-CNN, Fast R-CNN [72] and Faster R-CNN [73] further improve the efficiency of the R-CNN and make it more practical for real-world tasks.
Chapter 4

Annealed Gradient Descent for Deep Learning

This chapter mainly focuses on training algorithms of DNNs. The highly non-convex nature of the objective functions of DNNs makes them very hard to be optimized. Experiments reflect that the efficiency of traditional gradients based training methods is far from enough. In this chapter, we consider to find a novel training algorithm to accelerate the learning speed of DNNs.

4.1 Introduction

The past few decades have witnessed the success of gradient descent algorithms in machine learning. By only calculating the local gradient information of the loss function, gradient descent (GD) algorithms may provide reasonably good optimization results for different types of problems. Among many, stochastic gradient descent (SGD) is a very popular method for modern learning systems, which only use one or a few randomly-selected training samples to update the model parameters in each iteration [74]. Comparing with the batch GD algorithms, SGD needs far less computing resources especially when it deals with huge tasks involving big data. In [75], it has been proved that SGD can process asymptotically more training samples than batch GD algorithms given the same amount of computing resources. [76] proposed a new SGD framework that can achieve a linear convergence rate for strongly-convex optimization problems. In [77], the performance of SGD was analyzed on non-smooth convex objective functions, and a bound of the expected optimization errors is provided.
On the other hand, SGD also has its own drawbacks. The random noise introduced by data sampling leads to noisy gradient estimations, which may slow down convergence speed and hurt the performance [78]. Moreover, because of its sequential nature, SGD is hard to be parallelized.

More recently, several methods have been proposed to parallelize SGD to accelerate its training speed for big-data applications. Initially, some researchers have proposed to implement SGD method across multiple computing nodes that are synchronized for updating model parameters. Unfortunately, it has been found that the delay of the required server synchronization is always much longer than the time to calculate the gradient [79]. Therefore, several other methods have been proposed to parallelize SGD without frequent synchronization among computing node. For example, [80] has presented a parallelized SGD algorithm, which dispatches all training samples into several computing nodes to update the parameters independently, and the final models will be combined by averaging all separate models at the end of each training epoch. Moreover, [81] has proved that the performance of this parallelized SGD algorithm depends on the number of SGD runs, and it has been successfully applied to train large-scale support vector machines. However, the convergence of this simple parallelized SGD method requires that the training process is a convex optimization procedure. Moreover, [82] has shown that the delay introduced by unsynchronized model updates can be asymptotically neglected when optimizing smooth and convex problems. Similarly, [83] has proposed a parallelized SGD framework called ’HOGWILD!’ , which can remove most of the memory locking and synchronization. However, it has found that this method works well only for sparse models. In summary, the above mentioned parallelized SGD methods heavily rely on the assumptions that the learning problems are convex and sparse, and these methods may suffer loss of performance when dealing with more general non-convex problems, such as deep learning problems.

Even though today’s development of computing hardware makes it possible to train large DNNs directly, it is still very slow to train state-of-the-art DNNs for any real-world applications since the major training of DNNs still largely depends on mini-batch SGD algorithm. Therefore, it is much needed in deep learning to develop any new optimization method that is faster to solve large-scale deep learning problems. One idea is ’start small’ [84], in which the network training begins from simple training data with small working memory, and the data complexity and memory usage should be gradually increased. This process simulates the learning procedure of human beings, especially some complex domains like language. Krueger et al. implemented ’shaping’
learning in neural network training [85]. During the training, the task should be split into several sub-components to build a suitable training sequence. Experiments show that shaping method can significantly boosting the learning speed. In [86], Bengio et al. proposed a training strategy for deep learning called curriculum learning. The basic idea of which is to make the learning process start from small tasks that are easily to be solved, and gradually increase the complexity of the tasks. Experiments results imply that when using a suitable curriculum, this training strategy may provide similar performance as unsupervised pre-training and help the algorithm to find a good local minimum. Curriculum learning method can serve as an important basis for the proposed AGD algorithm.

In this chapter, the AGD algorithm is proposed for the training of DNNs. Instead of directly optimizing the original non-convex objective function, the basic idea of AGD is to optimize a low resolution approximation function that may be smoother and easier to optimize. Furthermore, the approximation resolution is gradually improved according to a pre-defined annealing schedule over the optimization course. In this work, the AGD algorithm approximates a non-convex objective function based on some pre-trained codebooks, where the approximation precision can be easily controlled by choosing different number of codewords in codebooks. Comparing with [86], the main contribution of AGD is that it provides a suitable way for approximation (by introducing pre-trained codebooks), and more importantly, the proposed research provides a bound for the difference between the parameters derived by AGD and the regular GD algorithm. In this chapter, AGD has been applied to train DNNs for various tasks to verify its efficiency and effectiveness. Experiments have shown that the AGD algorithm yields about 40% speed-up in total training time of DNNs, and also leads to similar recognition performance as the regular mini-batch SGD.

4.2 Gradient Descent Algorithm

4.2.1 Empirical Risk Function

In machine learning, we normally use a loss function, \( Q(x, y, \theta) \), to measure the ’cost’ of a given input \( x \) (\( y \) is the corresponding ground truth label of \( x \)) and the underlying model parameters are denoted as \( \theta \), and the expected value of the loss function is the
so-called expected risk function, \( R(\theta) \):

\[
R(\theta) = \mathbb{E}[Q(x, y, \theta)] = \int Q(x, y, \theta) dP(x, y)
\]  

(4.1)

where \( P(x, y) \) denotes the ground truth distribution over all possible events.

The fundamental goal of many machine learning problems is to minimize the above expected risk function. In practice, however, it is extremely hard to do so because \( P(x, y) \) is always unknown. Therefore, we normally use a finite training set that includes \( N \) independent pairs of sample \( O_N = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\} \), which are presumably randomly sampled from the above unknown distribution. Based on the training set, we may derive the so-called empirical risk function, \( R_N(\theta) \), to approximate the expected risk function in Eq. (4.1):

\[
R(\theta) \approx R_N(\theta) = \frac{1}{N} \sum_{n=1}^{N} Q(x_n, y_n, \theta)
\]  

(4.2)

If the training set is sufficiently large, under some minor conditions, minimizing the empirical risk function in Eq. (4.2) may also lead to minimizing the expected risk function in Eq. (4.1) [87]. For notational clarity, without confusion, we drop label \( y_n \) from the loss function for the rest of this dissertation.

### 4.2.2 Gradient Descent Algorithm

To minimize the empirical risk function, we can use gradient descent algorithms, which update \( \theta \) along the direction of the negative gradient based on a pre-defined learning rate \( \lambda \). Generally speaking, there are two different types of gradient descent algorithms: batch gradient descent (batch GD) and stochastic gradient descent (SGD).

In each iteration, batch GD should consider all of the training samples to calculate the average gradient and then update the parameters:

\[
\hat{\theta}_{t+1} = \hat{\theta}_t - \lambda_t \cdot \nabla_{\theta} R_N(\hat{\theta}_t) = \hat{\theta}_t - \lambda_t \cdot \frac{1}{N} \sum_{n=1}^{N} \frac{\partial Q(x_n, \hat{\theta}_t)}{\partial \theta}
\]  

(4.3)
where $\lambda_t$ is the learning rate at iteration $t$. By contrast, SGD only takes one training sample (which is randomly sampled from the training set) into account in each iteration:

$$\bar{\theta}_{t+1} = \bar{\theta}_t - \lambda_t \cdot \frac{\partial Q(x_n, \bar{\theta}_t)}{\partial \theta}. \quad (4.4)$$

If we set a suitable learning rate, both batch GD and SGD can finally converge to a local minimum $\theta^*$ of the empirical risk function [88]. In practice, to reduce variance of the estimated gradients in SGD, a variant SGD, called mini-batch SGD, is normally used, where a randomly selected mini-batch of data samples is used to estimate gradient for each model update, as opposed to only one sample in SGD.

Generally speaking, batch GD works well for convex optimization while SGD may be used to solve non-convex optimization problems due to the random noises in its gradient estimation. Meanwhile, SGD needs far less computing resources comparing with batch algorithm, but its convergence speed is very slow because of the sampling noise, and it is very hard to be parallelized. Therefore, when dealing with some large scale tasks, SGD may run very slowly.

### 4.2.3 Reduce the Gradient Variance

Besides mini-batch SGD, there are also many other methods that can decrease the gradient variance, which will be discussed in this part.

#### 4.2.3.1 Average Stochastic Gradient Descent

According to [89], SGD can reach an almost optimal convergence rate without the requirement of large amount of priori knowledge by using the proposed average method. And in the average stochastic gradient descent (ASGD) algorithm, the standard SGD should be performed first, and then update the average parameters $\bar{\theta}_t$ recursively:

$$\theta_{t+1} = \theta_t - \lambda_t \cdot \frac{\partial Q(x_n, \theta_t)}{\partial \theta}$$

$$\bar{\theta}_{t+1} = \frac{t}{t+1} \bar{\theta}_t + \frac{1}{t+1} \theta_{t+1} \quad (4.5)$$

Bottou et al. claimed that the $\bar{\theta}_t$ will have an optimal asymptotic convergence speed when we select a suitable sequence of $\lambda_t$ [90].
4.2.3.2 Stochastic Variance Reduced Gradient

In [91], Johnson et al. presented a method called stochastic variance reduced gradient (SVRG), which can reduce the variance during the stochastic learning.

In the standard SGD learning procedure, owing to the variance introduced by each single training sample, the learning rate $\lambda$ should not be too large, and it should finally decay to zero to guarantee the algorithm can converge to a local minimum. This will slow down the convergence speed. To fix this problem, SVRG introduces $\tilde{\theta}$: $\tilde{\theta}_t = \theta_t$ or $\tilde{\theta}_t = \theta_i$ for randomly chosen $i \in \{0, 1, ..., t - 1\}$. Then a average gradient can be maintained as below:

$$\tilde{\mu} = \nabla_\theta R_N(\tilde{\theta}) = \frac{1}{N} \sum_{n=1}^{N} \frac{\partial Q(x_n, \tilde{\theta}_t)}{\partial \theta}$$

(4.6)

Now the updating rule of SVRG can be defined as below:

$$\theta_{t+1} = \theta_t - \lambda_t \left( \frac{\partial Q(x_n, \theta_t)}{\partial \theta} - \frac{\partial Q(x_i, \tilde{\theta}_t)}{\partial \theta} + \tilde{\mu} \right).$$

(4.7)

where $x_i$ is randomly selected from the training set $O_N$.

The SVRG algorithm obviously reduces the variance of SGD and thus it can use a relatively larger learning rate to increase the learning speed. The experiments on both convex (logistic regression) and non-convex (neural network) tasks show that SVRG has faster learning speed. However, SVRG needs to store several copies of model parameters in the memory and it becomes a trouble when large-scale models like DNNs are used. Therefore, for these kinds of large models, using mini-batch SGD maybe a better choice.

4.2.4 Parallelized Stochastic Gradient Descent

Even though the sequential nature of SGD makes it seems very hard to be parallelized, previous researchers still hope to design parallel SGD framework to speed up SGD. At beginning, SGD has been implemented across multiple computing nodes that are synchronized for updating model parameters. Unfortunately, this implementation requires synchronization between the computing nodes and the delay is always much larger than the time to calculate the gradient [79]. Therefore, several other parallel SGD methods have been proposed to avoid frequent synchronization among computing node.
4.2.4.1 A Simple Parallel Model

In [92], a very simple parallelized SGD framework has been proposed to solve convex optimization problems, and the basic process of this method is shown in Algorithm 1.

**Algorithm 1 Simple Parallel SGD**

| Input: training set $O_N = \{x_1, ..., x_N\}$, Learning rate $\lambda$, Number of Machines $k$ |
| Define $T = \lfloor N/k \rfloor$ |
| Randomly partition $O_N$, and dispatch $T$ examples to each machine |
| for all $i = 1$ to $k$ parallel do |
| Randomly shuffle the data on machine $i$. |
| Initialize $\theta_{i,0} = 0$. |
| for all $t \in \{1, ..., T\}$ do |
| Get the $t$th example on the $i$th machine (the current machine) $x_{i,t}$ |
| $\theta_{i,t} = \theta_{i,t-1} - \lambda_{i,t} \cdot \frac{\partial Q(x_{i,t}, \theta_{i,t})}{\partial \theta}$ |
| end for |
| end for |
| Average from all computing nodes $\theta = \frac{1}{k} \sum_{i=1}^{k} \theta_{i,t}$ and return $\theta$. |

This parallelized SGD algorithm removes all communication between computing nodes until the end thus extraordinarily reduce the synchronization consuming. Moreover, [81] has proved that the performance of this algorithm depends on the number of S-SGD runs, and it has been successfully used to train large-scale support vector machine. However, it is obvious that this method cannot be applied to solve the non-convex problems such as neural networks because the algorithm cannot ensure that the model in every computing node can finally converge to the same local minimum.

4.2.4.2 Asynchronous Stochastic Gradient Descent

To deal with the low efficiency of synchronous SGD, the idea of asynchronous SGD was proposed, which is another way to implement the parallelized SGD framework. “Asynchronous” means that each computing node needs not to synchronize the model with each other. Instead, the model replicas will be trained independently and the models communicate updates through a centralized parameter server [93]. In [93], an asynchronous SGD method called Downpour SGD is proposed. The basic idea of Downpour SGD is to divide the whole training set into several subsets and process training on each subset. All models are trained independently by using SGD, and each model replica should communicate with the central parameter server to upload the gradient and download the new model. To reduce the communication costs, two hyper-parameters $n_{fetch}$...
and $n_{\text{push}}$ can be defined, and each model replica can only get new model parameters from the server every $n_{\text{fetch}}$ steps and submit the gradient every $n_{\text{push}}$ steps.

One obvious advantage of Downpour SGD is that it is more robust to machine failures compare with synchronous SGD. If one machine fails, the whole training process of synchronous SGD is delayed, while for asynchronous SGD delays will only happen on the failed machine. The experiments show that Downpour SGD may accelerate the training speed of non-convex tasks like deep neural networks, but its speed up still not perfect: 1000 machines can only provide about 4 times speed up. However, this method lays an important basis for related works, such as two GPU asynchronous SGD methods by Paine et al. [94] and Zhang et al. [95] respectively.

HOGWILD![83] algorithm is also follow the basic rule of asynchronous SGD. This algorithm allows all computing nodes equal access to shared memory and can update the model parameters at the same time. This scheme may lead to severe problem because all computing nodes are possible to overwrite others’ progress. However, Niu et al. argue that when the data access is sparse, which means that each SGD process only update a small part of the parameters, the memory overwrite will become rare and the performance loss can be ignored.

Assume the model parameter $\theta$ is $n$ dimensional. To implement the HOGWILD! algorithm, the empirical risk function in Eq. 4.2 can be re-written as a summation of several sub-functions:

$$R_N(\theta) = \sum_{e \in E} R_{N_e}(\theta_e)$$

(4.8)

Where $e$ is a small subset of $E = \{1, \ldots, n\}$ and $\theta_e$ is a vector that only the coordinates indexed by $e$ are not zero (equals to their corresponding elements in $\theta$). Obviously, each individual $R_{N_e}$ is sparse and it may lead to a sparse data access during training. The updating procedure of each computing node is shown in Algorithm 2:

**Algorithm 2** HOGWILD! Algorithm for Individual Computing Node

```
Loop
    Sample $e$ uniformly at random from $E$
    Read current model parameters $\theta_e$ and evaluate the gradient $G_e(\theta_e)$
    for $v \in e$ do do
        $\theta_v = \theta_v - \lambda G_{ev}(\theta_e)$
    end for
End Loop
```
This algorithm allows more computing nodes to write to $\theta$ at the same time. Fortunately, ascribe to the sparsity of $R_{Ne}(\theta_e)$ and its gradient, most of the overwrite problem can be avoided, and the experiments on some problems such as sparse SVM show that HOGWILD! can work well with convex optimization tasks and may provide good acceleration rate. However, this method cannot provide good performance when deals with non-convex problems.

The purposes of AGD algorithm include both reduce gradient variance and speed up the learning process. The rest of this chapter will present the AGD algorithm and the experiments.

### 4.3 The Mosaic Risk Function

Some previous researches have considered about the problems of critical points (include local optima and saddle points) in non-convex optimization. According to [96], bad quality local minima may hinder the optimization process especially in small-scale neural networks. [97] argues that for the practical high dimensional problems, saddle points become the most difficult problem instead of local optima. In practice, any local search algorithms may be easily trapped into a nearby shallow local optimum point or saddle point, which makes it hard for optimization to proceed further. Computing the second order derivative can deal with saddle points. However, this method may cost too large memory space, thus can hardly work in practice. SGD relies on the sampling noise to alleviate this problem. Another way to tackle this problem is to optimize a smoother approximation of the original rugged non-convex function. In this work, we propose to approximate the original objective function based on a group of relatively small codebooks, which are generated by clustering the whole training set. In this way, a low resolution approximation of the objective function can be derived, which can obviously reduce the number of critical points, and is much simpler and easier to be optimized by using simple local search algorithms.

Assuming that we use a discrete codebook, denoted as $C = \{c_1, c_2, ..., c_K\}$, where $K \ll N$, to approximate the original training set. For one training sample $x_n$, the nearest codeword in $C$ is selected as its approximation:

$$c^{(n)} = \arg\min_{c_k \in C} \| x_n - c_k \|$$  \hspace{1cm} (4.9)
and the quantization error $\epsilon_n$ is $\| x_n - c(n) \|$.

Next, we may derive a low resolution risk function $\tilde{R}_\epsilon$, called mosaic risk function, to approximate the empirical risk function $R_N(\theta)$ (where $\epsilon \equiv \max_n \epsilon_n$):

$$\tilde{R}_\epsilon(\theta) = \frac{1}{N} \sum_{n=1}^{N} Q(c(n), \theta) = \frac{K}{N} \sum_{k=1}^{K} \frac{\omega_k}{N} \cdot Q(c_k, \theta) \quad (4.10)$$

where $\omega_k$ is the number of training samples in the whole training set that are approximated by the codeword $c_k$, i.e., $\omega_k = \sum_{n=1}^{N} \delta(c(n) - c_k)$.

Assuming that the loss function $Q(x, \theta)$ is twice Lipschitz-continuous with respect to the input sample $x$ and model parameters $\theta$, we have:

$$\| Q(x_i, \theta) - Q(x_j, \theta) \| < L_0 \| x_i - x_j \| \quad \text{and}$$
$$\| Q'(x_i, \theta) - Q'(x_j, \theta) \| < L_1 \| x_i - x_j \| \quad \text{and}$$
$$\| Q(x, \theta_i) - Q(x, \theta_j) \| < L_0' \| \theta_i - \theta_j \| \quad \text{and}$$
$$\| Q'(x, \theta_i) - Q'(x, \theta_j) \| < L_1' \| \theta_i - \theta_j \| \quad (4.11)$$

Where $L_0, L_1, L_0'$ and $L_1'$ are constants. Then it is easy to prove that for any $\theta$, the mosaic risk function can provide a bounded approximation for the empirical risk function:

$$\| R_N(\theta) - \tilde{R}_\epsilon(\theta) \| < \epsilon \cdot L_0 \quad (\forall \theta) \quad (4.12)$$

When we deal with a non-convex loss function, the mosaic risk function will show a very important benefit due to its low resolution: because a smaller size codebook is used to approximate the training set, and one codeword may represent a large number of different training samples, the mosaic risk function is much simpler and may get rid of a lot of bad local minima comparing with the original empirical risk function ([86] can also support this argument). Therefore, if we use gradient descent method to optimize the mosaic risk function, called mosaic gradient descent (MGD), we can find one of its local minimum much easier and much faster, and this local minimum on mosaic risk function is a good initialization for further learning. If batch GD is used to optimize the mosaic risk function, the training phase may also be speed up due to smaller number of codewords.
When using MGD to minimize the mosaic risk function, we can get the following parameter updating sequence:

$$\tilde{\theta}_{t+1} = \hat{\theta}_t - \lambda_t \cdot \nabla_{\theta} \tilde{R}_t = \hat{\theta}_t - \lambda_t \sum_{k=1}^{K} \frac{\omega_k}{N} \cdot \frac{\partial Q(c_k, \hat{\theta}_t)}{\partial \theta}$$  (4.13)

Obviously, MGD generates a different sequence of the model parameters $\hat{\theta}_t$ from SGD.

Moreover, we may extend the above MGD to a stochastic version using only a random mini-batch of data for the model updating in Eq. (4.13) rather than the whole training set. All data in the selected mini-batch are approximated by codewords as in Eq. (4.9). This is called mini-batch MGD. Of course, it may be better to use much larger batch size in mini-batch MGD than that of mini-batch SGD to explore the overall structure of the mosaic function and reduce the gradient variance.

The following part will show that under some minor conditions, minimizing the mosaic risk function leads the learning process convergent into a bounded neighbourhood of a local optimum of the empirical risk function. Moreover, we also show that MGD may be able to provide faster convergence rate than GD and SGD under certain conditions.

### 4.3.1 Convergence Analysis

If the learning rates satisfy some minor conditions, the batch GD algorithm in Eq. (4.3) is guaranteed to converge to a local optimum of the empirical risk function. In the following, we firstly compare the MGD update sequence in Eq. (4.13) with the GD update in Eq. (4.3). Obviously, we have the following lemma:

**Lemma 4.1 (MGD vs. GD).** Assume that the two update sequences in Eq. (4.3) and Eq. (4.13) start from the same initial parameters $\theta_0$, and use the same sequence of learning rates $\lambda_t$, then we have:

$$\| \hat{\theta}_t - \tilde{\theta}_t \| < \epsilon \cdot L_1 \cdot \sum_{\tau=1}^{t-1} \lambda_\tau$$  (4.14)
Proof: (1) At \( t = 1 \), assume that GD and MGD starts from the same initialization \( \theta_0 \) and share the same sequence of learning rate. Then it is easy to show:

\[
\| \hat{\theta}_1 - \hat{\theta}_1 \| = \frac{\lambda_0}{N} \left\| \sum_{n=1}^{N} \frac{\partial Q(x_n, \theta_0)}{\partial \theta_0} - \sum_{n=1}^{N} \frac{\partial Q(c^{(n)}, \theta_0)}{\partial \theta_0} \right\| \\
\leq \frac{\lambda_0}{N} \sum_{n=1}^{N} \left\| \frac{\partial Q(x_n, \theta_0)}{\partial \theta_0} - \frac{\partial Q(c^{(n)}, \theta_0)}{\partial \theta_0} \right\| \\
= \frac{\lambda_0}{N} \cdot L'_1 \cdot \sum_{n=1}^{N} \| x_n - c^{(n)} \| \\
\leq \epsilon \cdot L'_1 \cdot \lambda_0
\]

(4.15)

(2) Assume that the Lemma 4.1 holds when \( t = k \), i.e.:

\[
\| \hat{\theta}_k - \hat{\theta}_k \| < \epsilon \cdot L'_1 \cdot \sum_{\tau=1}^{k-1} \lambda_\tau
\]

(4.16)

then when \( t = k + 1 \), consider the conditions in Eq.(4.11), we have:

\[
\| \hat{\theta}_{k+1} - \hat{\theta}_{k+1} \| \\
= \| (\hat{\theta}_k - \hat{\theta}_k) + \frac{\lambda_k}{N} \sum_{n=1}^{N} \left( \frac{\partial Q(x_n, \hat{\theta}_k)}{\partial \theta} - \frac{\partial Q(c^{(n)}, \hat{\theta}_k)}{\partial \theta} \right) \| \\
\leq \| \hat{\theta}_k - \hat{\theta}_k \| + \frac{\lambda_k}{N} \sum_{n=1}^{N} \left\| \frac{\partial Q(x_n, \hat{\theta}_k)}{\partial \theta} - \frac{\partial Q(c^{(n)}, \hat{\theta}_k)}{\partial \theta} \right\| \\
\leq \epsilon \cdot L'_1 \cdot \sum_{\tau=1}^{k-1} \lambda_\tau + \lambda_k \cdot L'_1 \cdot \| x_n - c^{(n)} \| \\
= \epsilon \cdot L'_1 \cdot \sum_{\tau=1}^{k} \lambda_\tau
\]

(4.17)

thus the Lemma 4.1 will also hold when \( t = k + 1 \). □

Lemma 4.1 means that if we run both MGD and batch GD algorithm for \( t \) iterations, the difference between two resultant model parameters is bounded and it is proportional to the maximum quantization error, \( \epsilon \), in the mosaic function.

Based on Lemma 4.1, the following theorem can be derived:

**Theorem 4.2** (MGD vs. GD). When we use the empirical risk function Eq. (4.2) to measure the two parameters \( \hat{\theta}_t \) in Eq. (4.13) and \( \hat{\theta}_t \) in Eq.(4.3), the difference is also
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bounded as:

\[ \| R_N(\hat{\theta}_t) - R_N(\tilde{\theta}_t) \| \leq \epsilon \cdot L'_0 \cdot L_1 \cdot \sum_{\tau=1}^{t} \lambda_{\tau} \quad (4.18) \]

**Proof:** Based on the assumptions in Eq. (4.11) we have:

\[
\| R_N(\hat{\theta}_t) - R_N(\tilde{\theta}_t) \| = \\
\frac{1}{N} \| \sum_{n=1}^{N} (Q(x_n, \hat{\theta}_t) - Q(x_n, \tilde{\theta}_t)) \| \\
\leq \frac{1}{N} \sum_{n=1}^{N} \| Q(x_n, \hat{\theta}_t) - Q(x_n, \tilde{\theta}_t) \| \\
\leq L'_0 \cdot \| \hat{\theta}_t - \tilde{\theta}_t \| \\
\leq L'_0 \cdot \epsilon \cdot L_1 \cdot \sum_{\tau=1}^{t} \lambda_{\tau}. \]

In Lemma 4.1 and Theorem 4.2, the bounds are related the summation of the learning rates. However, in many deep learning practices such as DNNs/CNNs training, a sequence of quickly-decayed learning rates should be applied to guarantee the convergence, and in these situations the summation of the learning rates also have a bound. Therefore, Theorem 4.2 shows that model parameters \( \hat{\theta}_t \) derived by MGD provide a good estimation of \( \tilde{\theta}_t \) provided by batch GD algorithm when measured by the empirical risk function. The difference is bounded by a quantity proportional to the quantization error in the mosaic function. As a result, when the quantization error is sufficiently small, MGD may converge into a bounded neighborhood of a local optimal point of the original empirical risk function.

### 4.3.2 Faster Learning

In this part the learning speed of MGD will be studied. If we want to optimize the empirical risk function \( R_N(\theta) \) up to a given precision \( \rho \), i.e., \( \| \theta - \theta^* \| < \rho \), by using batch GD in Eq. (4.3), it will take \( O(\log \frac{1}{\rho}) \) iterations, and the complexity of each iteration is \( O(N) \). Thus the overall complexity of the batch algorithm is \( O(N \log(\frac{1}{\rho})) \) [98].

Alternatively, we can run the MGD algorithm on Eq. (4.13) for \( t \) iterations, and based on Lemma 4.1 we have:
Lemma 4.3. If we run the MGD algorithm in Eq. (4.13) for $t$ iterations, the model parameters can reach the precision as:

$$
\| \hat{\theta}_t - \theta^* \| < \rho + \epsilon \cdot L_1 \cdot \sum_{\tau=1}^{t} \lambda_{\tau}
$$

and the overall computational complexity of MGD is $O(K \cdot t)$.

Based on Lemma 4.3, Theorem 4.4 can be derived as below:

**Theorem 4.4 (MGD vs. GD).** Assuming that there exists a codebook $C$ containing $K$ codewords, which can approximate the whole training set well enough, and $K$ is sufficiently small, i.e.

$$
\epsilon \ll \frac{\rho}{L_1 \cdot \sum_{\tau=1}^{t} \lambda_{\tau}} \quad \text{and} \quad K < \frac{N \cdot O(\log(\frac{1}{\rho}))}{t}
$$

then to achieve the same optimization precision, optimizing the mosaic risk function using MGD requires less computing resources and yield faster convergence speed than batch GD in Eq. (4.3).

Similar to Theorem 4.4, we also have Theorem 4.5 that compares the resources requirement between MGD and SGD:

**Theorem 4.5 (MGD vs. SGD).** In SGD, we need to run $O(\frac{1}{\rho})$ iterations to achieve the optimization precision $\rho$ [74]. Similar to Theorem 4.4, if we find a codebook which satisfies the quantization error requirement and remains sufficiently small as follows:

$$
\epsilon \ll \frac{\rho}{L_1 \cdot \sum_{\tau=1}^{t} \lambda_{\tau}} \quad \text{and} \quad K < \frac{1}{t} \cdot O(\frac{1}{\rho})
$$

then MGD will require less computing resources than SGD to achieve the optimization precision $\rho$.

In the case of big data, i.e., $N$ is extremely large ($N \gg K$), or in an early stage of optimization, when we only require a rough optimization precision, i.e., $\rho$ is allowed to be relatively large, such codebook may exist. In these cases, it may be beneficial to run MGD instead of GD or SGD since MGD has faster convergence speed than batch GD and SGD. Moreover, as opposed to pure serial computation in SGD, the gradient computation in each MGD iteration can be easily parallelized due to MGD allows much
larger mini-batch size. Therefore, MGD may provide an even faster training speed if multiple computing units are available.

### 4.4 Annealed Gradient Descent

Theorems 4.4 and 4.5 imply that MGD may possibly converge faster than either GD or SGD but it remains unclear how to find a codebook that simultaneously satisfy both conditions in these theorems. Moreover, different levels of optimization precision may be required in various stages of the training process. For example, at the beginning, when all model parameters stay far away from any local optimal point, we may not need to calculate a very accurate gradient, i.e., \( \rho \) is allowed to be relatively large at this time. On the other hand, as the parameters move towards a close neighbourhood of an optimal point, we may require a very small \( \rho \) to perform an accurate local search to converge more effectively. As suggested by Eq.(4.21), the required quantization error, \( \epsilon \), is proportionally related to \( \rho \). For a fixed set of training data, the quantization error, \( \epsilon \), in turn depends on the size of the codebook, \( K \). This suggests to use an annealing schedule of \( \{ \epsilon_1, \epsilon_2, \cdots \} \) (with \( \epsilon_{i+1} < \epsilon_i \)) for the whole training process, where \( \epsilon \) gradually decreases as training continues. At the beginning, we can use a small low resolution codebook (relatively big \( \epsilon \)) to run MGD to learn model parameters. As the training process proceeds, \( \epsilon \) should gradually decrease by using larger and larger codebooks. At the final learning stage, the original training samples will be used to fine-tune model parameters.

Therefore, the basic idea of AGD is to construct deeply-structured hierarchical codebooks, in which quantization error \( \epsilon \) slowly decreases from the top layer down to the bottom layer, and the last layer finally connects to the original training samples. The training procedure starts from the top to use each layer of codebooks to do MGD updates in Eq. (4.13) and gradually move down the hierarchy based on a pre-specified annealing schedule until we finally use the training samples to fine-tune the model parameters. If a proper annealing schedule is used, this annealed learning process may accelerate the training speed as implied by Theorems 4.4 and 4.5. More importantly, it may help to converge to a better local optimum at the end because AGD optimizes a much simpler mosaic objective functions from the early stage of training.
4.4.1 Hierarchical Codebooks

Here the regular k-means (with Euclidean metric) based top-down hierarchical clustering algorithm is used to construct the required hierarchical codebooks, where the centroid of each cluster is used as a codeword for each layer. The structure of the hierarchical codebooks is shown in Figure 4.1.

To build the codebook, we firstly divide the training databases into several subsets based on their class labels (each subset only contains training samples belong to one class), then do hierarchical k-means on each subset. Notice that this is very easy to be parallelized because all subsets are independent with each other and can run hierarchical k-means respectively. We firstly define a split factor $K$, then using k-means to split each subset into $K$ clusters, and using the centroid of each cluster to build the first layer of codebook. Then we again apply k-means on all clusters to divide them into $K$ sub-clusters and get the next codebook layer. We do this procedure several times until the number of codewords in the last codebook layer becomes large enough. Finally we connect the original training samples at the bottom and get the hierarchical codebook, in which the sample size is gradually increase from the top layer to the bottom layer as Figure 4.1 shows. By using the k-means results of each layer, we can also build maps between all training data and their corresponding codewords. Figure 4.2 provides some
examples from a MNIST codebook, and from which we can see that the precision of the codewords are gradually increase.

\[ \text{Figure 4.2: Examples of codewords in hierarchical codebooks of MNIST: Row 1: the second layer of the codebook; Row 2: the third layer of the codebook; Row 3: the fourth layer of the codebook; Row 4: the fifth layer of the codebook; Row 5: original training samples} \]

### 4.4.2 Annealed Gradient Descent Algorithm

In AGD, we first specify an annealing schedule, i.e., \( \{ \epsilon_1, \epsilon_2, \cdots \} \) (\( \epsilon_{i+1} < \epsilon_i \)). In each epoch of AGD, for each training sample in each selected data batch, we select a codeword from the uppermost layer of the hierarchical codebooks that barely satisfies the required quantization error \( \epsilon_i \), to construct the mosaic function for MGD at this stage. Since \( \epsilon_i \) gradually decreases in the annealing schedule, we can slowly move to use more and more precise codewords (eventually the original data samples) in AGD. The annealed gradient descent (AGD) algorithm is shown as in Algorithm 3. During the AGD training, varying batch sizes may even be applied. For example, we can start from a very large batch size (even the whole training set) at the beginning and slowly decrease the batch size from epoch to epoch. In general, we normally use much larger batch size than those used in mini-batch SGD. If a suitable annealing schedule is specified, many initial
Algorithm 3 Annealed Gradient Descent (AGD)

**Input:** training set $O$, hierarchical codebook $C$, annealing schedule
\[ \{\epsilon_1, \epsilon_2, \ldots, \epsilon_T \mid \epsilon_{i+1} < \epsilon_i\} \]

**for each** epoch $i = 1$ **to** $T$ **do**

**for each** batch $X$ **do**

For each training sample in $X$, select a codeword $c^{(n)}$ at the uppermost layer of the $C$ satisfying $\epsilon_i$;

Use MGD to optimize the mosaic risk function;

**end for**

**end for**

AGD epochs may be designated to run faster MGD with smaller codebooks, yielding faster training speed than mini-batch SGD or GD in overall.

### 4.5 Experiments

In this section, we apply the proposed AGD algorithm to learning fully connected DNNs for image classification in the MNIST database and speech recognition in the Switchboard database. AGD and the regular mini-batch SGD are both used to train DNNs based on the minimum cross-entropy error criterion. AGD is compared with mini-batch SGD in terms of total training time and the final recognition performance.

For each data set, we firstly use a standard k-means algorithm to build a deeply-structured hierarchical codebook. We use $K = 5$ as the split factor in MNIST and $K = 4$ in Switchboard which can result in enough depth of the codebooks. In our experiments MNIST database contains 10 classes and Switchboard contains 8991 classes, thus the hierarchical k-means has good potential to be parallelled. Therefore, the clustering procedure can be parallelized very easy among multiple of CPUs to make it much faster than the actual DNNs training. In our experiments, the running time of k-means clustering is about 4.3 hours in MNIST (using 5 CPUs) and about 9.2 hours in Switchboard (using 8 CPUs). If we use more CPUs, the k-means running time can be further reduced. As shown later, the k-means execution time is not significant when comparing with the necessary DNN training times. Moreover, for each database we only need to run k-means once and after that the same codebook can be applied to train DNNs based on different annealing schedules. Note that no pre-training is used in all experiments.
4.5.1 MNIST: Image Recognition

The MNIST database [99] contains 60,000 training images and 10,000 test images, and the images are 28-by-28 in size. Here, we use data augmentation through image deformation at the beginning of each epoch to enlarge the training set as in [2]. We use the configuration of the 3-hidden-layer DNN (1500, 1000, 500 nodes in each hidden layer) in [2] as the network structure and use SGD and AGD to do network training. We use ReLU as the activation function. Following [2], all hyper-parameters in the DNN are fine-tuned towards the best possible performance. In SGD, we use mini-batch of 10 samples and initial learning rate of 0.4. Notice that in MNIST experiments momentum is not applied during the training phase. In MGD, we use a much larger mini-batch size of 4500 and initial learning rate of 0.8. By observing the training cross-entropy and training error rate, we find that 550 epochs are enough to guarantee that the training has converged.

As we know, we should shrink the learning rates during the training process for better convergence. Specifically, when the training mean square error (MSE) rate becomes smaller than a pre-defined threshold $r$, we use the formula $\lambda_{t+1} = \lambda_t \cdot \frac{m}{m+t}$ to gradually decrease the learning rates, where $m$ is a pre-defined constant that can control the decreasing speed of the learning rate. In our experiments, we set $r = 0.17$ and $m = 10000$. As for the AGD annealing schedule in MNIST, we start from $\epsilon_1 = 7.5$ (this value is based on the average quantization error in the first layer of the codebook) and $\epsilon_{i+1} = 0.999 \cdot \epsilon_i$.

In Figure 4.3, we have shown the learning curves of both SGD and AGD in terms of cross-entropy and classification error rate on the MNIST training set. Since each MGD epoch runs much faster than a SGD epoch, all learning curves are plotted as a function of total training time instead of epochs.

From the two pictures in Figure 4.3 we can see that AGD (in blue) finishes the same number of epochs much earlier than SGD (in red). Meanwhile, AGD also achieves a slightly better cross-entropy and classification error on the training set, and this fact implies that AGD converges to a better local minimum than SGD.

In addition, in Table 4.1, we also give the total training time and the best classification error on the test set for both AGD and SGD. From results in Figure 4.3 and Table 4.1 we can find that the proposed AGD training algorithm can yield slightly better classification
performance in the test set, and more importantly reduce the total DNN training time by about 40%.

4.5.2 Switchboard: Speech Recognition

Switchboard is a 320-hour English transcription task, which contains 332,576 utterances in its training set (amounting to about 126 millions of training samples in total). The standard NIST Hub5e2000 is selected as the test set in this work, which has 1831 utterances. Following [100–102], we train a 6-hidden-layer DNN with 2048 nodes per layer based on minimum cross-entropy criterion. In Switchboard experiments ReLU are also used as activation function. We compare the cross entropy and frame classification errors on the training and test sets to evaluate the performance of SGD and AGD, meanwhile we also evaluate word error rates in speech recognition for the test set.

Here similar hyper-parameters of the DNN are used as in [100]. For example, we use mini-batch of 1024 samples and initial learning rate of 0.2 in SGD, and mini-batch of 6144 and initial learning rate of 1.0 in MGD. We use 0.9 as the momentum in both
FIGURE 4.4: Learning curves on the Switchboard training set (Left: cross entropy error; Right: frame classification error) of SGD and AGD as a function of elapsed training time.

SGD and MGD. We run 10 epochs in SGD [100] and 17 epochs in AGD. During the training process, we need to shrink the learning rates slowly. Specifically, we multiply the learning rate by 0.8 every epoch after the 5-th epoch in SGD and the 12-th epoch in AGD. Note that our SGD baseline is solid and comparable with the best results reported in [100], [103] and [104] in terms of both training speed and recognition performance.

As for the AGD annealing schedule in Switchboard, unlike MNIST, it starts from the initial value $\epsilon_1$ (17.5 in this case), and use the formula $\epsilon_{i+1} = \epsilon_i - \Delta\epsilon$ to reduce $\epsilon_i$ by subtracting a constant value every epoch until it reaches the pre-defined value (8.5 in this case). The reason for using this formula is that the number of epochs is far less than MNIST experiments. In Switchboard, we have evaluated three different annealing schedules to show how they affect the training speed and the final recognition performance as in Table 4.2. In these three schedules, we use different values for $\Delta\epsilon$, e.g. 1.0, 0.9 and 0.8 respectively. Obviously, the annealing schedule 1 ($\Delta\epsilon = 1.0$) decreases fastest and it provides the best performance but relatively slower training speed. In contrast, schedule 3 ($\Delta\epsilon = 0.8$) gives the fastest speed but slightly worse performance because more epochs will be dispatched to run MGD.

Figure 4.4 shows the learning curves of both SGD and AGD (using the annealing schedule 1 with $\Delta\epsilon = 1$) in terms of cross-entropy and frame error on the Switchboard training set as a function of elapsed training time. Clearly, AGD runs much faster than SGD in Switchboard as well. Meanwhile, AGD can also achieve a slightly better local minimum than SGD as measured in both figures.
TABLE 4.2: Comparison between SGD and AGD in terms of total training time (using one GPU) and word error rate in speech recognition on Switchboard.

<table>
<thead>
<tr>
<th>METHODS</th>
<th>TRAINING TIME</th>
<th>WORD ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGD</td>
<td>114.05 (hr)</td>
<td>15.5%</td>
</tr>
<tr>
<td>AGD ($\Delta_\epsilon = 1.0$)</td>
<td>78.79 (hr)</td>
<td>15.3%</td>
</tr>
<tr>
<td>AGD ($\Delta_\epsilon = 0.9$)</td>
<td>66.63 (hr)</td>
<td>15.6%</td>
</tr>
<tr>
<td>AGD ($\Delta_\epsilon = 0.8$)</td>
<td>55.35 (hr)</td>
<td>16.2%</td>
</tr>
</tbody>
</table>

In Table 4.2, we give the total training times and the word error rates in speech recognition. We report the experimental results for all 3 different annealing schedules. The results have shown that the proposed AGD method can yield similar recognition performance with much faster training speed than SGD (about 30% to 40% reduction in total training time) when a suitable annealing schedule is used.

4.6 Conclusion

This chapter has proposed the annealed gradient descent (AGD) algorithm for non-convex optimization in deep learning, which can converge to a better local minimum with faster speed when compared with the regular mini-batch SGD algorithm. In this work, AGD has been applied to train large scale DNNs for image classification and speech recognition tasks. Experimental results have shown that AGD significantly outperforms SGD in terms of convergence speed. Therefore, the AGD algorithm is especially suitable for the large scale non-convex optimization problems in deep learning. One potential future work is to combine AGD with convolutional neural networks (CNNs) and more complex image recognition tasks. In this case we may run k-means on image patches instead of the whole input images.
Chapter 5

Hybrid Orthogonal Projection and Estimation for CNNs

Chapter 4 presented the AGD algorithm, which can be used to train deep learning models more efficiently and effectively. This chapter will focus on a novel deep learning model, i.e., Hybrid Orthogonal Projection and Estimation (HOPE), which can improve the performance of both DNNs and CNNs.

5.1 Introduction

CNNs [19] currently play an important role in the deep learning and computer vision fields. Researchers have revealed that CNNs can give the state-of-the-art performance in many computer vision tasks, especially for image classification and recognition tasks [105–107]. Comparing with the fully connected DNNs, CNNs are superior in exploiting spatial constraints and in turn extracting better local features from input images using the convolution layers and weight sharing, and furthermore may provide better invariance through the pooling mechanism. All of these make CNNs very suitable for image-related tasks [20]. Moreover, large-scale deep CNNs can be effectively learned end-to-end in a supervised way from a large amount of labelled images.

In the past several years, a tremendous amount of research efforts have been devoted to further improve the performance of deep CNNs. In [108, 109], the dropout method has been proposed to prevent CNNs from over-fitting by randomly dropping a small portion of hidden nodes in the network during the training procedure. Many experiments
have confirmed that the dropout technique can significantly improve the network performance, especially when only a small training set is available. Besides, a similar idea, called dropconnect [110], has been proposed to drop connections between layers instead of hidden nodes during the training stage. Another interesting research field is to design good nonlinear activation functions for neural networks beyond the popular ReLU, such as maxout [111] and PReLU [30], which are also demonstrated to yield improvement in terms of classification performance. On the other hand, another important path to improve model performance is to search for some new CNN structures. For example, in [112], Network in Network (NIN) has been proposed, in which one micro neural network is used to replace the regular linear convolutional filter. Recurrent Convolutional Neural Network (RCNN) [113] is another new CNN structure, which introduce recurrent connections into the convolution layers. In [114], the spectral pooling method is proposed, which applies discrete Fourier transform into the pooling layers to preserve more useful information after the dimensionality reduction. In [42], it has proposed a new CNN structure using larger stride convolution layers to replace the pooling layers, and the authors argue that the larger stride convolution layers can perform equally well as the pooling layers and also achieve similar performance in the experiments.

More recently, a novel model, called Hybrid Orthogonal Projection and Estimation (HOPE) [22], has been proposed to learn neural networks in either supervised or unsupervised ways. This model introduces a linear orthogonal projection to reduce the dimensionality of the raw high-dimension data and then uses a finite mixture distribution to model the extracted features. By splitting the feature extraction and data modeling into two separate stages, it may derive a good feature extraction model that can generate better low-dimension features for the further learning process. More importantly, based on the analysis in [22], the HOPE model has a tight relationship with neural networks since each hidden layer of DNNs can also be viewed as a HOPE model being composed of the feature extraction stage and data modeling stage. Therefore, the maximum likelihood based unsupervised learning as well as the minimum cross-entropy error based supervised learning algorithms can be used to learn neural networks under the HOPE framework for deep learning. In this case, the standard back-propagation method may be used to optimize the objective function to learn the models except that the orthogonal constraints are imposed for all projection layers during the training procedure.

However, [22] has not taken CNNs into account but merely investigated the HOPE models for the fully connected DNNs and demonstrated good performance in the small MNIST data set. To make the HOPE model work with more image-related tasks, it is
important to consider how to combine the basic idea of the HOPE model with non-fully connected CNNs. In this chapter, we extend the HOPE model to the popular CNNs by considering the special model structures of both convolution and pooling layers, and further consider how to introduce the orthogonal constraints into the CNN model structure and learn CNNs under the HOPE framework. The most straightforward idea is to use a HOPE layer as the first hidden layer in CNNs to de-correlate the high-dimension input CNN features and remove the irrelevant noises as a result, which is called HOPE-Input layer. This idea is similar as the original formulation in [22] except the HOPE model is applied to each convolutional filter. Moreover, we may introduce even more HOPE layers into the CNNs for better performance. Generally speaking, we can split one CNN into several building blocks, and each block may include several convolutional layers and end with one pooling layer. For each convolutional layer in one block, a HOPE layer (which includes one orthogonal projection layer and one model layer) can be used to replace it. For the pooling layer, we just use one HOPE projection layer to replace it, since the orthogonal projection procedure shares a similar purpose with pooling, i.e., reduce the resolution of the lower-level feature maps and then make the models more tolerable to the slight distortion or translation in the original images [19]. This projection layer, along with the first convolutional layer in the next block, can be viewed as another HOPE layer. In practice, we can either replace one block (single-HOPE-Block CNNs) or multiple blocks (multi-HOPE-Blocks CNNs) by using HOPE layers for better performance. Our experimental results on both CIFAR-10, CIFAR-100 and ImageNet databases have shown that the application of HOPE layers results in significant performance improvement over the regular CNN baseline models 1.

5.2 Hybrid Orthogonal Projection and Estimation (HOPE) Framework

In the original Hybrid Orthogonal Projection and Estimation (HOPE) formulation [22], it is assumed that any high-dimension feature vector can be modelling by a hybrid model consisting of feature extraction using a linear orthogonal projection and statistic modeling using a finite mixture model. Assume each high-dimension feature vector $x$ is of dimension $D$, the linear orthogonal projection will map $x$ to an $M$-dimension feature space ($M < D$), and the projected vector may retain the most useful information of $x$.

1The code of our HOPE CNN can be downloaded via: https://github.com/mowangphy/HOPE-CNN
Specifically, we can define a $D \times D$ orthogonal matrix $[U; \ V]$ which satisfies:

$$[z; \ n] = \begin{bmatrix} U \\ V \end{bmatrix} x$$  \hspace{1cm} (5.1)

where $z$ is an $M$-dimension vector, called the signal component, and $n$ is the residual noise vector with the dimensionality of $D - M$.

In practice, $z$ is heavily de-correlated but it may still locate in a rather high dimension feature space. In the HOPE formulation, it is proposed to model $z$ with a finite mixture model:

$$p(z) = \sum_{k=1}^{K} \pi_k \cdot f_k(z|\theta_k)$$  \hspace{1cm} (5.2)

where $K$ is the number of mixture components, $\pi_k$ is the mixture weight of the $k$th component ($\sum_{k=1}^{K} \pi_k = 1$), $f_k()$ denotes a selected distribution from the exponential family, and $\theta_k$ denotes all model parameters of $f_k()$. As discussed in [22], if the von Mises-Fisher (vMF) distribution is chosen for $f_k()$, the resultant HOPE model is equivalent in mathematical formulation to a hidden layer in neural networks using the popular rectified linear units (ReLU).

The HOPE model combines a linear orthogonal projection and a finite mixture model under a unified generative modeling framework. It can be learned unsupervisingly based on maximum likelihood estimation from unlabelled data as well as discriminatively from labelled data. In [22], the HOPE model has been applied to the fully connected DNNs and learn the models accordingly in either supervised or unsupervised ways. For one hidden layer with input vector $x$ ($x \in \mathbb{R}^D$) and output vector $y$ ($y \in \mathbb{R}^G$), it is first split into two layers: i) The first layer is a linear orthogonal projection layer, which is used to project $x$ to a feature vector $z$ ($z \in \mathbb{R}^M, M < D$) and remove the noise signals by using an orthogonal projection matrix $U$:

$$z = Ux.$$  \hspace{1cm} (5.3)

ii) The second layer is a non-linear model layer, which convert $z$ to the output vector $y$ following the selected model $f_k()$ and a nonlinear log-likelihood pruning operation. An example of a HOPE layer in DNNs is shown in Figure 5.1.

As in [22], all HOPE model parameters, including the projection matrix $U$ and the model matrix $W$, can be learned, using the error back-propagation algorithm with stochastic
Gradient descent, to optimize an objective function subject to an orthogonal constraint, $UU^T = I$, for each projection layer. As in [22], for computational simplicity, the constraint is cast as the following penalty term to gradually de-correlate the matrix $U$ during the learning process:

$$P(U) = \sum_{i=1}^{M} \sum_{j=i+1}^{M} \frac{|\mathbf{u}_i \cdot \mathbf{u}_j|}{|\mathbf{u}_i| \cdot |\mathbf{u}_j|}. \quad (5.4)$$

In [22], both unsupervised learning and supervised learning are studied for DNNs under the HOPE framework. The above orthogonal constraint is found to be equally important in both scenarios. In this chapter, we will study how to supervisingly learn CNNs under the HOPE formulation and more specifically investigate how to introduce the orthogonality into the CNN model structure.

### 5.3 HOPE model for CNNs

In [22], the authors have applied the HOPE model to the fully connected DNNs and have achieved good performance in experiments on small data sets like MNIST. However, more widely used neural models in computer vision, i.e. CNNs, have not been considered. Unlike DNNs, CNNs adopt some unique model structures and have achieved huge successes in many large-scale image classification tasks. Therefore, it is interesting to consider how to combine the HOPE model with CNNs to further improve image classification performance.
5.3.1 Applying the HOPE model to CNNs

To apply the HOPE model to CNNs, the most straightforward solution is to split each convolution layer into a concatenation of a projection layer and a model layer and impose the orthogonal constraints onto the projection layer as in [22]. Assume that we have a regular convolution layer in CNNs, which uses some $S \times S$ linear filters to map from $C_i$ input feature maps to $C_m$ output feature maps. As shown in Figure 5.2, under the HOPE framework, we propose to split this convolution layer into the two separate layers:

i) One linear orthogonal projection layer with the projection matrix $U$: it linearly maps a 3-dimension tensor with the size of $S \times S \times C_i$ into a vector $1 \times 1 \times C_p$, $C_p$ denotes the feature maps to be used in this projection layer. As the projection filters convolve with the input layer, it generates a total of $C_p$ feature maps in the projection layer. The projection filter itself is a 4-dimension tensor with the size of $S \times S \times C_i \times C_p$. Based on the definition of the convolution procedure and follow the formulation in [22], we can reshape this 4-dimension tensor as a matrix $U$ with the size of $(S \cdot S \cdot C_i) \times C_p$, as shown in Figure 5.2.

ii) One non-linear model layer with the weight matrix $W$: it has exactly same structure as a regular convolutional layer, which maps the $C_p$ projected feature maps into $C_m$ output feature maps. Differing from [22], instead of only mapping the projected vector, the proposed model layer here takes all projected vectors within each $S \times S$ region into account and map all projected features within this region into the final output feature maps. We have found that this modification is critical in CNNs for better performance in image classification. In our implementation, we use ReLU as the non-linear activation function. Since we apply supervised learning method to learn HOPE CNNs, we do not need to explicitly define the mixture model, and the mixture model can be learned automatically from training data.

Figure 5.2 shows the whole structure of one HOPE layer in CNNs. Since the projection layer is linear, we may collapse these two layers to derive a normal convolution layer in CNNs. However, as argued in [22], there are many advantages to separate them so as to learn CNNs under the HOPE framework.

Note that $C_p$ is always far less than $S \times S \times C_i$ in the above HOPE formulation, it implies that the orthogonal projection may help to remove irrelevant noises in this step.
In this paper, we only consider the supervised learning of CNNs under the HOPE framework. In this case, the model parameters in the model layer can be learned in the same way as in the convolutional CNNs. However, for the projection layers, we need to impose the orthogonal constraint, $UU^T = I$ during the learning process. Following [22], we cast this constraint as a penalty term in eq. (5.4).

First of all, we need to derive the gradient of the penalty term $P(U)$ with respect to $U$ as follows:

$$\frac{\partial P(U)}{\partial u_i} = \sum_{j=1}^{M} \left( \frac{|u_i \cdot u_j|}{|u_i| \cdot |u_j|} \right) \cdot \left( \frac{u_j}{u_i} \cdot \frac{u_j}{u_j} \right) - \left( \frac{u_j}{u_i} \cdot \frac{u_j}{u_j} \right)$$  \hspace{1cm} (5.5)

To facilitate the above computation in GPUs, we may equivalently represent the above gradient computation as a matrix form, i.e., essentially a multiplication of the two matrices $D$ and $B$ as follows:

$$\frac{\partial P(U)}{\partial U} = (D - B)U$$  \hspace{1cm} (5.6)

where $D$ is an $M$-by-$M$ matrix of $d_{ij} = \frac{\text{sign}(u_i \cdot u_j)}{|u_i| \cdot |u_j|}$ ($1 < i, j < M$) and $B$ is another $M$-by-$M$ diagonal matrix of $b_{ii} = \frac{\sum_{j=g_{ij}} g_{ij}}{|u_i| \cdot |u_j|}$ with $g_{ij} = \frac{|u_i \cdot u_j|}{|u_i| \cdot |u_j|}$ ($1 < i, j < M$).

Secondly, we can combine the above $\frac{\partial P(U)}{\partial U}$ with the gradient $\Delta U$, which is calculated from the objective function:

$$\Delta \hat{U} = \Delta U + \beta \cdot \frac{\partial P(U)}{\partial U}$$  \hspace{1cm} (5.7)
where $\beta$ is a pre-defined parameter to balance the orthogonal penalty term. Finally, the projection matrix $U$ can be updated as follows:

$$U^{(n)} = U^{(n-1)} - \gamma \cdot \Delta U$$  \hspace{1cm} (5.8)

where $\gamma$ is the learning rate for the weight update. During the learning process, $U$ is gradually de-correlated and eventually becomes an orthogonal matrix.

### 5.3.2 The HOPE-Input Layer

The first way to apply the HOPE model to CNNs is to use the above HOPE layer to replace the first convolution layer right after the image pixel input. The HOPE formulation may help to de-correlate the raw image pixel inputs and filter out irrelevant noises in the first place. This is called as one HOPE-Input layer.

### 5.3.3 HOPE-Blocks

In many cases, simply applying one HOPE-Input layer is not enough to remove noise signals from features and achieve good performance. Therefore, we need to introduce more HOPE layers into the baseline CNN. In practice, one CNN can be divided into some building blocks, and each block may include several convolutional layers and end with one pooling layer. We can use these blocks as the basic units to introduce HOPE layers. Figure 5.3 shows an example of one HOPE-Block, and here we apply three HOPE layers to replace the corresponding convolutional layers (for the first convolutional layer, the projection layer is from the last block).

For the pooling layer, we may need to consider a slightly different way to apply HOPE model. In CNNs, the pooling layers [40] are traditionally considered as important for good performance. [42] has shown that the pooling layers result in the reduction of feature dimensionality, which help the CNNs to view much larger regions of the input feature maps, and generate more stable and invariant high level features.

Since the projection layer in HOPE models shares a similar objective with pooling layers, i.e., reducing the feature dimensionality, remove noise and increase the stability of the feature, we can just use one HOPE projection layer to replace one pooling layer, and
view the next convolutional layer as the model layer. Comparing with the regular pooling layers, we believe that the HOPE projection layer may be advantageous in feature extraction since the learnable linear orthogonal projection may help to de-correlate the input feature maps more precisely and generate better features for the upper layers.

In practice, we can just introduce one HOPE-Block to replace the first building block in the baseline CNN (single-HOPE-Block), or apply multiple HOPE-Blocks (multi-HOPE-Blocks).

## 5.4 Experiments

In this section, we use three widely used image classification databases, namely CIFAR-10, CIFAR-100 [23] and ImageNet [24], to evaluate the performance of our proposed HOPE methods.

### 5.4.1 Databases

CIFAR-10 and CIFAR-100 are two popular databases that are widely used in computer vision. Both databases contain 50,000 32-by-32 RGB images for training and 10,000 images for validation. The main difference between these two databases is that CIFAR-10 only divides all images into 10 coarse classes, but CIFAR-100 divides them into 100 fine classes.
To expand the training sample size and reduce over-fitting, we also consider to use data augmentation techniques on the two databases. Specifically, in each mini-batch, we will randomly select half of the images to apply four kinds of augmentation methods respectively:

- **Translation:** The selected images will be randomly translate horizontally and vertically for at most 5 pixels
- **Rotation:** The selected images will be randomly rotated by the -5 to 5 degree. The rotated images should be cropped to keep the original size.
- **Scaling:** We firstly randomly extract a patch from the input image (the patch size is pre-defined), and resize the patch to the original image size. This procedure equals to zoom-in.
- **Color space translation:** For each channel of one image, we define a translation matrix. Each element in the translation matrix is corresponding to one pixel in the corresponding color channel, and the value lays between 0.95 and 1.05. The image will element-wise multiply with the translation matrix for the color space translation.

Comparing with CIFAR-10 and CIFAR-100, ImageNet is an image database with much larger sample size (nearly 1.3 million training images and 50,000 validation images in the classification tasks), and all images are divided into 1000 classes. During the experiments, all images should be re-scaled to 224-by-224 to feed into CNNs.

### 5.4.2 CIFAR Experiments

In our CIFAR-10 and CIFAR-100 experiments, we consider several different CNN structures as specified in Figure 5.4 in detail. Firstly, we follow the CNN structure that is defined by Sergey Zagoruyko as our baseline CNNs.\(^2\) Then we evaluate the HOPE-Input CNN, single-HOPE-Block and multi-HOPE-Block (using 2, 3, 4 and 5 HOPE blocks respectively) CNNs as discussed in Section 5.3, and compare them with the baseline models. In Figure 5.4, we have provided the detailed description of the structure of four CNNs (baseline, HOPE-Input, single-HOPE-Block and multi-HOPE-Blocks (using 5-HOPE-Blocks CNN as the example)) used in our experiments.

\(^2\)See https://github.com/szagoruyko/cifar.torch for more information. According to the website, without using data augmentation, the best performance on the CIFAR-10 test set is 8.7% in error rate. By using RGB color channel instead of YUV, our reproduced baseline performance is 8.30% in this chapter.
In Figure 5.4, for the HOPE-Input layers, we use 20 feature maps in the projection layer. For the HOPE layer in the Block 1 (single-HOPE-Block and multi-HOPE-Blocks CNNs), the projection layer contains 48 feature maps. For the rest HOPE layers in the multi-HOPE-Blocks CNN, the projection layer should have the same number of feature maps as the model layer. In practice, the feature map number of the input layer and the first block should be tuned very carefully. The reason of this fact is that the shallow layers tend to have highly correlated data, which may more sensitive to the size of projection layers. It is easy to learn that too many feature maps or too few feature maps can both lead to worse performance. We did several tests on HOPE-Input and single-HOPE-Block CNNs to determine the best scale of the projection layers, and the results are shown in Table 5.1.

To further investigate the performance of the HOPE CNNs (HOPE-Input, single-HOPE-Block and multi-HOPE-Blocks), we also consider the model configurations called as LIN CNNs (Lin-Input, single-Lin-Block and multi-Lin-Blocks), which uses the same model structure as the HOPE CNNs except that the orthogonal constraint in Eq. (5.4) is NOT applied in training.
In all CIFAR experiments, we use the mini-batch SGD with a batch size of 100 images to perform 400 epochs of network training. The initial learning rate is 0.06, and the learning rate should be halved after every 25 epochs. We also use momentum of 0.9 and weight decay rate of 0.0005. In batch normalization [115], we set $\epsilon = 0.001$. For the HOPE layers, we use a initial $\beta$ that equals to 0.15, and the $\beta$ should be divided by 1.75 after every 25 epochs. All weights in CNNs are initialized by using the method proposed by He et al[30]. For the multi-HOPE-Blocks CNN experiments, we introduce 2-5 HOPE-Blocks (overall 6 blocks), since the last block is the fully connected layers.
5.4.2.1 Learning Speed

We firstly consider the computational efficiency of the proposed HOPE methods in learning CNNs. Our computing platform includes Intel Xeon E5-1650 CPU (6 cores), 64 GB memory and a Nvidia Geforce TITAN X GPU (12 GB memory). Our method is implemented with MatConvNet [116], which is a CUDA based CNN toolbox in Matlab. The learning speed of all CNNs are listed in Table 5.2.

From Table 5.2, we can see that using the more complicated HOPE layers in CNNs will slow down the computation of CNNs in GPUs, but the speeds are still affordable. Moreover, the learning speed of the HOPE methods is similar with the corresponding LIN methods, which implies that the computational overhead for the orthogonal projection constraint is negligible in training.

5.4.2.2 Performance on CIFAR-10 and CIFAR-100

We use the classification error rate on the test sets of the selected databases to evaluate the performance of all CNN models. Besides the CNN configurations we mentioned above, we also include several well-known CNN models from the previous work to compare with our methods, including Tree-Pooling [43], DNGO [117], Fitnet4-LSUV [118], Spectral Pooling [114], R-CNN [113], ALL-CNN [42], Maxout Networks [111] and Network in Network [112]. All selected models have the comparable model size with our proposed CNNs.

From all results summarized in Table 5.3, we can see that the proposed HOPE-based CNNs models work well in both CIFAR-10 and CIFAR-100 databases. In the cases that the data augmentation methods are not applied, the single-HOPE-Block CNNs can achieve the best performances on both CIFAR-10 and CIFAR-100, which is the state-of-the-art performance without data augmentation. Moreover, we can see that HOPE-Input, single-HOPE-Block and multi-HOPE-Blocks CNNs consistently outperform the counterpart LIN models that do not use the orthogonal constraints. This implies that the orthogonality introduced by the HOPE methods is quite useful to improve the performance of CNNs in the image classification tasks.

Table 5.3 also shows that after data augmentation the proposed HOPE method can also achieve state-of-the-art performance on both CIFAR-10 and CIFAR-100 databases.
TABLE 5.3: The classification error rates of all examined CNNs on the test set of CIFAR-10 and CIFAR-100. CIFAR-10+ and CIFAR-100+ denote to the databases with data augmentation.

<table>
<thead>
<tr>
<th></th>
<th>CIFAR-10</th>
<th>CIFAR-10+</th>
<th>CIFAR-100</th>
<th>CIFAR-100+</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASELINE</td>
<td>8.30%</td>
<td>6.96%</td>
<td>30.71%</td>
<td>29.38%</td>
</tr>
<tr>
<td>LIN-INPUT</td>
<td>7.97%</td>
<td>7.01%</td>
<td>30.13%</td>
<td>28.91%</td>
</tr>
<tr>
<td>HOPE-INPUT</td>
<td>7.81%</td>
<td>6.80%</td>
<td>29.96%</td>
<td>28.79%</td>
</tr>
<tr>
<td>SINGLE-LIN-BLOCK</td>
<td>8.30%</td>
<td>7.27%</td>
<td>31.85%</td>
<td>30.27%</td>
</tr>
<tr>
<td>SINGLE-HOPE-BLOCK</td>
<td>7.29%</td>
<td>6.05%</td>
<td>29.47%</td>
<td>26.99%</td>
</tr>
<tr>
<td>2-LIN-BLOCKS</td>
<td>8.63%</td>
<td>7.41%</td>
<td>33.01%</td>
<td>31.46%</td>
</tr>
<tr>
<td>2-HOPE-BLOCKS</td>
<td>7.59%</td>
<td>6.24%</td>
<td>31.04%</td>
<td>27.56%</td>
</tr>
<tr>
<td>3-LIN-BLOCKS</td>
<td>8.97%</td>
<td>7.86%</td>
<td>34.62%</td>
<td>32.16%</td>
</tr>
<tr>
<td>3-HOPE-BLOCKS</td>
<td>7.75%</td>
<td>6.48%</td>
<td>31.19%</td>
<td>28.27%</td>
</tr>
<tr>
<td>4-LIN-BLOCKS</td>
<td>9.31%</td>
<td>8.10%</td>
<td>38.70%</td>
<td>35.15%</td>
</tr>
<tr>
<td>4-HOPE-BLOCKS</td>
<td>7.98%</td>
<td>6.53%</td>
<td>32.06%</td>
<td>28.73%</td>
</tr>
<tr>
<td>5-LIN-BLOCKS</td>
<td>9.33%</td>
<td>8.16%</td>
<td>39.28%</td>
<td>35.52%</td>
</tr>
<tr>
<td>5-HOPE-BLOCKS</td>
<td>7.96%</td>
<td>6.61%</td>
<td>32.66%</td>
<td>28.70%</td>
</tr>
<tr>
<td>TREE-POOLING [43]</td>
<td>7.62%</td>
<td>6.05%</td>
<td>32.37%</td>
<td>-</td>
</tr>
<tr>
<td>DNGO [117]</td>
<td>-</td>
<td>6.37%</td>
<td>-</td>
<td>27.40%</td>
</tr>
<tr>
<td>FITNET4-LSUV [118]</td>
<td>-</td>
<td>6.06%</td>
<td>-</td>
<td>27.66%</td>
</tr>
<tr>
<td>SPECTRAL POOLING [114]</td>
<td>8.60%</td>
<td>-</td>
<td>31.60%</td>
<td>-</td>
</tr>
<tr>
<td>R-CNN [113]</td>
<td>8.69%</td>
<td>7.09%</td>
<td>31.75%</td>
<td>-</td>
</tr>
<tr>
<td>ALL-CNN [42]</td>
<td>9.08%</td>
<td>7.25%</td>
<td>33.71%</td>
<td>-</td>
</tr>
<tr>
<td>MAXOUT [111]</td>
<td>11.68%</td>
<td>9.38%</td>
<td>34.54%</td>
<td>-</td>
</tr>
<tr>
<td>NETWORK IN NETWORK [112]</td>
<td>10.41%</td>
<td>8.81%</td>
<td>35.68%</td>
<td>-</td>
</tr>
</tbody>
</table>

One possible reason of the fact that single-HOPE-Block CNNs show better performance compare with multi-HOPE-Blocks CNNs is that multi-HOPE-Blocks introduce much more HOPE layers than single-HOPE-Block CNNs, which will significantly increase the number of model parameters under our network configuration (nearly 100% more compare with the baseline network in the 5-HOPE-Blocks CNN). This may lead to overfitting and decrease the performance on the test sets.

5.4.3 ImageNet Experiments

In our ImageNet experiments, we directly apply VGG-16 [119] as the baseline network. Then we evaluate the HOPE-Input CNN and single-HOPE-Block CNN as discussed in section 5.3, and compare them with the original VGG-16 model. Similar to CIFAR

---

3See http://http://www.vlfeat.org/matconvnet/pretrained/ for more information. According to the website, the top-5 error of VGG-16 on ImageNet validation set is 9.5% on MatConvNet platform.
experiments, we also take the corresponding LIN CNNs into account to further demonstrate the effectiveness of HOPE.

In all ImageNet experiments, we use 128 mini-batch size to train the CNNs for 50 epochs. The initial learning rate and $\beta$ are 0.025 and 0.035 respectively, and both of them should be halved after every 3 epochs. The momentum and weight decay rate are 0.9 and 0.0005 respectively. In batch normalization [115], we set $\epsilon = 0.001$. All weights in CNNs will be initialized by using the method proposed by He et al [30].

5.4.3.1 Learning Speed

Since ImageNet database has very large sample size, and the CNNs are much deeper comparing with their counterparts in CIFAR experiments, we use 4 Nvidia Geforce TITAN X GPUs to do network training, and the learning speeds are listed in Table 5.4.

<table>
<thead>
<tr>
<th>METHODS</th>
<th>LEARNING SPEED</th>
<th>TOP-5 ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG-16</td>
<td>58 IMAGES/s</td>
<td>9.5%</td>
</tr>
<tr>
<td>LIN-INPUT</td>
<td>56 IMAGES/s</td>
<td>9.5%</td>
</tr>
<tr>
<td>HOPE-INPUT</td>
<td>55 IMAGES/s</td>
<td>9.3%</td>
</tr>
<tr>
<td>SINGLE-LIN-BLOCK</td>
<td>53 IMAGES/s</td>
<td>9.6%</td>
</tr>
<tr>
<td>SINGLE-HOPE-BLOCK</td>
<td>52 IMAGES/s</td>
<td>9.0%</td>
</tr>
</tbody>
</table>

5.4.3.2 Performance on ImageNet

From Table 5.4, we can see that HOPE models also work well on the ImageNet database. And Single-HOPE-Block CNN shows the best performance among all selected models. HOPE-Input CNN can also yield improvement over the VGG-16 baseline model.

5.5 Conclusions

This chapter proposes several methods to apply the recent HOPE model to CNNs for image classification. We have analyzed the relationship between the CNNs and HOPE model, and found a suitable way to use the HOPE method to replace the convolution
and pooling layers in CNNs. Experimental results on the CIFAR-10, CIFAR-100 and ImageNet databases have shown that our proposed HOPE methods work well with CNNs, and can yield the state-of-the-art classification performance in these two data sets. This study has confirmed that the orthogonal constraints imposed by the HOPE models can significantly improve the performance of CNNs in these image classification tasks.
Chapter 6

A CNN based Fast Image Saliency Detection Method

This chapter will discuss how to use CNNs to deal with the problem of image saliency detection. ‘Visual saliency’ is originally a biological definition, which represent the objects in the visual world that can attract human beings’ attention. In computer vision, the goal of image saliency detection is the find one or more image regions that may attract most attention of viewers [120]. Generally speaking, many image saliency detection system can generate pixel-wised saliency maps for the given input images, and the value of each pixel in one saliency map denotes how likely it belongs to a salient region.

6.1 Introduction

This chapter discusses one important application of deep learning: how to apply the popular deep learning techniques to one important computer vision problem, namely image saliency detection. The saliency detection attempts to locate the objects that have the most interests in an image, where human may also pay more attention [120]. The main goal of the saliency detection is to compute a saliency map that topographically represents the level of saliency for visual attention [121]. For each pixel in an image, the saliency map can provide how likely this pixel belongs to the salient objects [122]. Computing such saliency maps has recently raised a great amount of research interest [123]. The computed saliency maps have been shown to be beneficial to various vision
tasks, such as image segmentation, object recognition and visual tracking [10]. Saliency
detection has been extensively studied in computer vision, and a variety of methods have
been proposed to generate the saliency maps for images. Under the assumption that the
salient objects probably are the parts that significantly differ from their surroundings,
most of the existing methods use low-level image features to detect saliency regions
based on the criteria related to color contrast, rarity and symmetry of image patches
[9, 10, 120, 122, 124, 125].

In some cases, the global topological cues may be leveraged to refine the perceptual
saliency maps [121, 126]. In these methods, the saliency is normally measured based
on different mathematical models, including decision theoretic models, Bayesian mod-
elts, information theoretic models, graphical models, and spectral analysis models [123].
For example, in [121], a boolean map is created to represent global topological cues in
an image, which in turn is used to guide the generation of the saliency maps. In [127],
the visual saliency algorithm considers the prior information and the local features si-
multaneously in a probabilistic model. The algorithm defines task-related components
as the prior information to help the feature selection procedure when generating the
saliency maps.

The traditional saliency detection methods mentioned above normally work well for
the images contain simple dominant foreground objects in a homogenous background.
However, they are usually not robust enough to handle more challenging images from a
complex scene, such as relatively small objects in heterogenous backgrounds [128].

Different from the previous low-level methods, this chapter proposes a novel deep learn-
ing method for the object saliency detection based on the powerful CNNs. As shown in
[105–107], relying on a pre-trained classification CNN, we can achieve a fairly high ac-
curacy in object category recognition for many real-world images. Even though CNNs
can recognize what kind of objects are contained in an image, it is not straightforward
for them to precisely locate the recognized objects in the image. In [129–131], some
rather complicated and time-consuming post-processing stages are needed to detect and
locate the objects for semantic image segmentation. In [12], two CNNs are applied to
generate superpixel based global saliency features and local saliency features, which
should be combined for the final saliency maps.

In this work, we propose a much simpler and more computationally efficient method
to generate a class-specific image saliency map directly from the classification CNN
model. Specifically, we use a gradient descent method to iteratively modify each input
image based on the pixel-wise gradients to reduce a pre-defined cost function, which is defined to measure the class-specific objectness and clamp the class-irrelevant outputs to maintain image background. The gradients with respect to all image pixels can be efficiently computed using the back-propagation algorithm for CNNs. After the back-propagation procedure, the discrepancy between the modified image and the original one is calculated as the raw saliency map for this image. The raw saliency maps are smoothed by using SLIC [63] superpixel maps and refined by using low level saliency features. Since we only need to run a small number of gradient descent iterations in the saliency detection, our methods are extremely computationally efficient (average processing time for one image in one GPU is around 1.22 seconds).

Experimental results on two databases, namely Pascal VOC 2012 [48] and MSRA10k [132], have shown that the proposed methods can generate high-quality salience maps, at least comparable with many slow and complicated deep learning methods. On the other hand, comparing with the traditional low-level methods, our approach excels on many difficult images, containing complex background, highly-variable salient objects, multiple objects, and/or very small objects.

6.2 The Proposed Approach for Image Saliency Detection

This section will consider the main idea of the CNN based image saliency detection method, and also discuss how to smooth and refine the raw saliency maps for better performance.

6.2.1 Backpropagating and partially clamping CNNs to generate raw saliency maps

As we have known, CNNs can automatically learn all sorts of features from a large amount of labelled images, and a well-trained CNN can achieve a very good classification accuracy in recognizing objects in images. In this work, based on the idea of explanation vectors in [133], we argue that the classification CNNs themselves may have learned enough features and information to generate good object saliency for the images. Extending a preliminary study in [11], we explore a novel method to generate
the saliency maps directly from CNNs. The key idea of the proposed approach is shown in Figure 6.1. After an input image is recognized by a CNN as containing one particular object, if we can modify the input image in such a way that the CNN no longer recognizes the object from it and meanwhile attempts to maintain image background as much as possible, the discrepancy between the modified image and the original one may serve as a good saliency map for the recognized object. In this paper, we propose to use a gradient descent method to iteratively modify the input image based on the pixel-wise gradients to reduce a cost function formulated in the output layer of the CNN. The proposed cost function is defined to measure the class-specific objectness. The cost function is reduced under the constraint that all class-irrelevant CNN outputs are clamped to the original values, which is fundamentally different with [11], which has not try to keep the class-irrelevant output values. The image is modified by the gradients computed by applying the back-propagation procedure all the way to the input layer. In this way, the underlying object may be erased from the image while the irrelevant background may be largely retained.

First of all, we simply train a regular CNN for the image classification. After the CNN is learned, we may apply our saliency detection method to generate the class-specific object saliency map. For each input image $X$, we firstly use the pre-trained classification CNN to generate its class label, denoted as $l$, as in a normal classification step. Meanwhile, we obtain the CNN outputs prior to the final softmax layer, denoted as $\{o_k \mid k = 1, \cdots, N\}$ ($N$ is the number of different classes). Apparently, $o_l$ achieves the maximum value (due to the image is recognized as the class $l$). Here, we assume that the CNN output $o_l$ is mainly relevant to the underlying salient objects in the image while
the remaining CNN outputs \( \{o_k \mid k \neq l\} \) are more relevant to the image background excluding the underlying object.

Under this assumption, we propose a procedure to modify the image to reduce the \( l \)-th output of the CNN as much as possible and meanwhile clamp the other outputs to their original values \( o_k \). We further denote the output nodes (prior to softmax) of the CNN in the saliency generation procedure as \( \{a_i \mid i = 1, \cdots, N\} \). Therefore, for the image \( X \), we attempt modify \( X \) to reduce the corresponding largest CNN output, i.e. \( a_l \), subject to the constraint that all remaining CNN outputs are clamped to their initial values: \( a_k = o_k (k = 1, \cdots, N \text{ and } k \neq l) \).

Next, we propose to cast the above constraints as penalty terms to construct the following cost function:

\[
F(X|l) = a_l + \frac{\gamma}{2} \sum_{k \neq l} (a_k - o_k)^2
\]

where \( \gamma \) is a hyperparameter to balance the contribution from the constraints. In this way, the original constrained optimization problem has been converted into an unconstrained problem, and the value of the objective function can be easily reduced by using SGD methods. This simple unbounded objective function works very well in practice and it results in equally good saliency maps as other more complicated bounded objective functions we have investigated.

Obviously, this cost function is constructed based on the assumption that the recognized \( l \)-th output of the CNN, i.e. \( a_l \), corresponds to the foreground area in the input image while the remaining outputs of CNN are more relevant to the image background. Therefore, if we modify the image \( X \) to reduce the above cost function and hopefully the underlying object (belonging to class \( l \)) will be removed as the consequence due to that fact that \( a_l \) is reduced significantly, but the background remains largely unchanged due to the rest CNN outputs are clamped in this procedure. The proposed method uses an iterative gradient descent procedure to modify \( X \) as follows:

\[
X^{(t+1)} \leftarrow X^{(t)} - \epsilon \cdot \max\left( \frac{\partial F(X|l)}{\partial X} \bigg|_{X=X^{(t)}}, 0 \right)
\]

where \( \epsilon \) is the learning rate, and all negative gradients are floored in the gradient descent updates. We have good rationale for doing that. As we know, the values of all image pixels are non-negative in nature. If we want to reduce the CNN output of a target class, conceptually speaking, there are two different ways: i) removing the underlying objects by cutting them out (technically subtracting positive values from image pixels); ii)
covering the underlying objects by smearing them (technically adding positive values to image pixels). In order to correctly localize the objects by differentiating the original image and the modified one, it is clear that using i) instead ii) to reduce the CNN output is a better choice. This is the basic reason to floor negative gradients. Moreover, after flooring all negative gradients, we ensure the final difference images do not have negative values, which significantly facilitate the postprocessing procedures (see Figure 6.2).

We have observed in experiments that the cost function $F(X|l)$ can be significantly reduced by running only a small number of updates (typically 30-35 iterations) for each image, which guarantees the efficiency of the proposed method. This iterative updating procedure shows better performance than [11], which adopts linear approximation to the CNN objective function and uses the gradients to modify input images only once to generate saliency maps. As we know, CNNs are highly nonlinear and it is beneficial to use multiple gradients to iteratively modify images by taking the nonlinearity into account.

We can easily compute the above gradients using the standard back-propagation algorithm. Based on the cost function $F(X|l)$ in Eq. (6.1), we can derive the error signals
in the output layer, \( e_i = \frac{\partial F(X|l)}{\partial a_i} \) \((i = 1, \cdots, N)\), as follows:

\[
e_i = \begin{cases} 
\gamma(a_i - o_i) & \text{if } i \neq l, \\
1 & \text{if } i = l.
\end{cases} \tag{6.3}
\]

These error signals are back-propagated all the way to the input layer to derive the above gradient, \( \frac{\partial F(X|l)}{\partial X} \), for saliency detection. Notice that during the above process all weights of the CNN should keep unchanged.

At the end of the gradient descent updates, the raw object saliency map \( S \) is computed as the difference between the modified image and the original one, i.e. \( X^{(0)} - X^{(T)} \). For colour images, we average the differences over the RGB channels to obtain a pixel-wise raw saliency map, which is then normalized to be of unit norm. After that, we can apply a simple threshold to filter out some weak signals (in most situations they are corresponding to background) of the raw saliency maps (see the second column in Figure 6.3).

### 6.2.2 SLIC based saliency map smoothing

In practice, we have found that the continuity of the above raw saliency map \( S \) is still not good enough in many cases. In fact, nature images include many context information, i.e., the foregrounds and backgrounds are not totally independent. However, our objective function has not take those context information into account. Therefore, some post-processing methods are needed to improve the quality of saliency maps. Roughly speaking, we have observed that most of the strong signals in the raw saliency maps are located in the saliency region. However, from Figure 6.3 we can see that some problems may still exist, such as background noises, blurred edges or small holes in the foreground. In order to further smooth the saliency maps, we use SLIC superpixels [63] to impose a continuity constraint that all image pixels located in a superpixel region always have the same saliency value. More specifically, we firstly generate the superpixel maps of all test images (In our experiments we will spilt each test image into 75 superpixels, and the compact factor is set to 10). If \( i \)-th pixel in an image belongs to the \( j \)th superpixel \( P_j \), then the smoothed saliency value can be calculated as Eq. (6.4) shows:

\[
\bar{S}_i = \frac{1}{N_j} \sum_{k \in P_j} S_k \quad (\forall i \in P_j) \tag{6.4}
\]
Where $N_j$ is the number of pixels in $P_j$, and we use $\bar{S}$ to denote the smoothed saliency maps. We can again remove some weak signals in $\bar{S}$. Obviously, comparing with $S$, we can see that $\bar{S}$ may fill holes in the saliency regions, sharpen the object edges, and also significantly reduce the isolated background noises (see the third column in Figure 6.3).

### 6.2.3 Refine saliency maps using low level features

In the last part, we have generated the smoothed saliency maps, which can provide much better performance than the original raw saliency maps. On top of that, we propose to introduce some constraints based on low-level features to further improve the quality of the saliency maps.
Based on the main idea of [125], we can generate low level saliency features for each test image in very short time. Firstly, we again apply the SLIC superpixel generation method in [63] to generate superpixel maps for the test images. Next, for one superpixel \( P_i \) in an image, we calculate its color feature \( C_i \) by averaging the LAB color value over its all pixels, and use the color feature to calculate its global color contrast \( GC_i \) as:

\[
GC_i = \sum_j \| C_i - C_j \|_2^2.
\]

(6.5)

where \( \| \cdot \|_2 \) denotes the Euclidean distance.

Following [125], we can further calculate the color distribution maps and smooth the global color contrast maps as the raw low-level saliency maps, which is denoted as \( S_L \). Moreover, \( S_L \) is applied to refine the smoothed saliency map \( \bar{S} \) that generated from the last step. Here, we normalize \( S_L \) between \( \alpha \) and \( 1 + \alpha \), where \( 0 < \alpha < 1 \). The reason to use \( \alpha \) is that the low level features contain a lot of errors, which may over-smooth some saliency values in the foreground of some images. By using \( \alpha \), we can prevent this refining procedure from removing some correct saliency regions in \( \bar{S} \). The refined saliency map \( \hat{S} \) can be generated as:

\[
\hat{S} = S_L \odot \bar{S}.
\]

(6.6)

where \( \odot \) denotes the element-wise multiplication.

At the end, we further set some weak signals to zero in \( \hat{S} \) and re-normalize it (see the fourth column in Figure 6.3). The entire algorithm to generate the final saliency maps is shown in Algorithm 4.

### 6.3 Experiments

We select two benchmark databases to evaluate the performance of the proposed object saliency detection methods, namely Pascal VOC 2012 [48] and MSRA10k [132]. For Pascal VOC 2012, we use the 1449 validation images in its segmentation task as the test set, while for MSRA10k we directly use all 10,000 images to do the test. Both databases provide the pixel-wise segmentation map (ground truth), thus we can easily measure the performances of different saliency algorithms. Notice that all images in the two databases should be re-scaled to 224-by-224 for our experiments.
Algorithm 4 CNN based Object Saliency Detection

Input: an input image $X$, CNN, SLIC superpixel map $P$, low level saliency feature $S_L$;

Use CNN to recognize the object label for $X$ as $l$;
$X^{(0)} = X$;

for each epoch $t = 1$ to $T$ do
  forward pass: compute the cost function $F(X|l)$;
  backward pass: back-propagate to input layer to compute gradient: $\frac{\partial F(X|l)}{\partial X}$;
  $X^{(t)} ← X^{(t−1)} − \epsilon \cdot \max \left( \frac{\partial F(X|l)}{\partial X}, 0 \right)$;
end for

Average over RGB: $S = \frac{1}{3} \sum_{i=1}^{3} (X^{(0)}_i − X^{(T)}_i)$;
Prune noises with a threshold $\theta$: $S = \max(S − \theta, 0)$;
Normalize: $S = \frac{S}{\|S\|}$;
Smoothing: using $P$ to smooth $S$ as $\hat{S}$;
Prune noises again
Refine: $\hat{S} = S_L \odot \hat{S}$;
Prune noises and normalize again;

Output: the refined saliency map $\hat{S}$;

Our approach will mainly compare with three existing methods: i) Region Contrast saliency method and the SaliencyCut segmentation method in [10]. This method is one of the most popular bottom-up image saliency detection methods in the literature and it has achieved the state-of-the-art saliency detection and segmentation performance on many tasks; ii) CNN based image saliency detection method proposed in [11]. Similar to the proposed approach, this method also uses CNNs and the back-propagation algorithm to generate saliency maps, but its objective function has not considered to clamp the outputs that corresponding to image background, and it will only run one iteration to generate saliency maps; iii) the multi-context deep learning based saliency proposed by Zhao et al. [12]. This method uses two CNNs to calculate superpixel based global context and local context respectively, and the two level contexts are further combined to generate the final multi-context saliency maps. This method is one of the state-of-the-art deep learning based image saliency algorithm.

To evaluate the performance of the saliency detection methods, two evaluation metrics are selected. The first one is precision-recall curves (PR-curves) against the ground truth. As [10], for each saliency map, we vary the cutoff threshold from 0 to 255 to generate 256 precision and recall pairs, which are used to plot a PR-curve. Besides, we also use $F_\beta$ to measure the performance for saliency detection, which is calculated based on precision $Prec$ and recall $Rec$ values with a non-negative weight parameter $\beta$. 
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as follows [122]:

\[ F_\beta = \frac{(1 + \beta^2) \text{Prec} \times \text{Rec}}{\beta^2 \text{Prec} + \text{Rec}} \]  

(6.7)

In this paper, we follow [10] to set \( \beta^2 = 0.3 \) to emphasize the importance of \( \text{Prec} \). We may derive a sequence of \( F_\beta \) values along the PR-curve for each saliency map and the largest one is selected as the performance measure (see [122]).

6.3.1 Databases

Pascal VOC 2012 database [48] is a classical but still challenging image database that can be used for several vision tasks including image classification and saliency. This database currently contains 5717 training images and 5823 validation images with 20 labeled categories. However, among them, only 1449 validation images that include ground truth information are used to evaluate the performance in our image saliency tasks. Therefore, to expand the training set and improve the classification performance of the CNN, we merge the original training set with the remaining 4374 validation images without pixel-level saliency ground truth to form a new training set, which has 10197 training samples. For images that are labelled to have more than one class of objects, we use the area of the labelled objects to measure their importance, and use the class of the largest object to label the images for our CNN training process.

Unfortunately, the Pascal training set is still relatively small for CNN training. Therefore, a pre-trained CNN for the ImageNet database has been used, which contains 13 convolutional layers and 3 fully connected layers\(^1\), as the initial network, and only use the above-mentioned training data to fine-tune this CNN with MatConvNet in [116].

In the fine-tuning process, the last layer of the pre-trained network should be replaced by a 20-nodes layer, which is corresponding to the number of classes in Pascal VOC 2012. This new output layer will be initialized randomly. Then 3 fine-tune strategies have been considered: 1) update the parameters of all hidden layers with same learning rates; 2) update all hidden layers, but only apply large learning rate for the last layer, which corresponding to the output of the CNN; 3) only update the last layer, and keep other parameters unchange. We have listed top-1 and top-5 classification error rates to measure the performance of the 3 fine-tune methods in Table 6.1. Based on the performance of the 3 methods, the method 1 will be used to do the CNN fine-tuning.

\(^1\)We use the net imagenet-vgg-verydeep-16 [50].
Table 6.1: The classification error rates of three fine-tune methods on the Pascal VOC 2012 test sets.

<table>
<thead>
<tr>
<th></th>
<th>METHOD1</th>
<th>METHOD2</th>
<th>METHOD3</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOP-1 Err</td>
<td>16.7%</td>
<td>20.4%</td>
<td>19.1%</td>
</tr>
<tr>
<td>TOP-5 Err</td>
<td>1.53%</td>
<td>2.08%</td>
<td>1.79%</td>
</tr>
</tbody>
</table>

Table 6.1 shows that the top-1 error on the validation set of Pascal VOC 2012 is 16.7% when using the first fine-tuning method. This classification error implies that the training sample size of Pascal VOC 2012 is still not enough for training deep convolutional networks well. However, as we will see, the proposed algorithms can still yield good performance for saliency detection. If we have more training data, we may expect even better saliency results.

MSRA10k [132] is another widely-used image saliency database, which is constructed based on Microsoft MSRA saliency database [120]. MSRA10k selects 10,000 images from MSRA and includes pixel-wised salient objects information instead of bounding boxes, which make it suitable for our task. However, MSRA10k dose not include the corresponding training set and class labels of all images. Therefore, for MSRA10k, we directly use the CNN imagenet-vgg-verydeep-16 [50] (without any fine-tuning) to proceed our algorithm.

### 6.3.2 Saliency Results

In this part we will provide saliency detection results on the selected two databases. In the following, the PR-curves, $F_\beta$ values and some sample images will be used to evaluate the performance of different saliency detection methods.

#### 6.3.2.1 Efficiency

We firstly consider the speed of the proposed saliency detection method. Here the CNN training time will not be taken into account because for all of the experiments based on one database, the CNN only needs to be trained once. We can even directly use the well-trained DCNN for ImageNet classification without any fine-tune, and the saliency results are also good. Our computing platform includes Intel Xeon E5-1650 CPU (6...
cores), 64 GB memory and Nvidia Geforce TITAN X GPU (12 GB memory). The time consumption of processing one image of different algorithms are listed in Table 6.2.

From Table 6.2 we can learn that the proposed method yields faster processing speed than [10] and [12]. Due to the iterative updating procedure (35 epochs vs. 1 epoch) and the introducing of SLIC superpixel and low level feature, our method is slower than [11]. However, in the next part we can find that the proposed method has much better performance than [11].

### 6.3.2.2 The Selection of Hyperparameters

In the cost function Eq. (6.1), the variable $\gamma$ is important because it can balance the contribution from the constraints. If we set $\gamma = 0$, the objective function will degenerate to a similar form as [11], and this case can be viewed as the method in [11] (run 35 epochs instead of 1 epoch) plus the proposed post-processing process. We selected different configuration of $\gamma$ to show the importance of this parameter. The results are shown in Table 6.3.

<table>
<thead>
<tr>
<th>$\gamma$</th>
<th>0.0</th>
<th>1.0</th>
<th>5.0</th>
<th>10.0</th>
<th>20.0</th>
<th>30.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_\beta$</td>
<td>0.487</td>
<td>0.601</td>
<td>0.647</td>
<td>0.661</td>
<td>0.670</td>
<td>0.671</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>40.0</td>
<td>60.0</td>
<td>100.0</td>
<td><strong>200.0</strong></td>
<td>300.0</td>
<td>500.0</td>
</tr>
<tr>
<td>$F_\beta$</td>
<td>0.672</td>
<td>0.676</td>
<td>0.680</td>
<td><strong>0.685</strong></td>
<td>0.677</td>
<td>0.676</td>
</tr>
</tbody>
</table>

From the experiment results we can learn the importance of $\gamma$ in the proposed objective function. Specifically, the existing of $\gamma$ can significantly improve the saliency performance, and when $\gamma$ less than 200, a larger $\gamma$ will lead to better saliency performance. Based on the results in Table 6.3, we set $\gamma = 200$ in our rest experiments.

Another hyper-parameter we need to consider is the number of epochs for the saliency procedure. Generally speaking, a larger number of epoch may increase the performance

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>TIME</td>
<td>1.92s</td>
<td>0.03s</td>
<td>4.38s</td>
<td>1.22s</td>
</tr>
</tbody>
</table>

Table 6.2: The time for processing one image of different saliency methods.
but slow down the speed. Thus we hope to set a suitable number of epoch to balance the $F_\beta$ and execution time. Based on the experiments, we use $T = 35$ as a good tradeoff between performance and efficiency. During the back-propagation, we use $20.0$ as the initial learning rate, and the learning rate is multiplied with $0.999$ after each epoch. We use $100$ mini-batch size in the saliency process.

### 6.3.2.3 Pascal VOC 2012

To measure the performance of object saliency detection on Pascal VOC 2012, we first plot the PR-curves for different methods, which are all shown in Figure 6.4 (left). From the PR-curves, we can see that the performance of our proposed saliency detection methods significantly outperform the region contrast in [10] and the CNN based saliency method in [11]. The proposed method also yield better performance than the method in [12] (which the currently the state-of-the-art method in saliency detection).

Table 6.4 shows the $F_\beta$ values of the different saliency and segmentation methods (for Pascal VOC 2012 we include two extra well-known methods AIM [8] and MISS CB-1 [9] as baselines), from which we can see that the proposed saliency detection method gives the better $F_\beta$ value than [8], [9], [10], [11], and [12]. Moreover, comparing with [12], our method also yields much faster speed. Also, by comparing the $F_\beta$ of our raw saliency map, smoothed saliency map and refined saliency map, we can learn the advantages introduced by our post-processing.

There are many other segmentation methods on Pascal VOC 2012 database, and many of them need to use very complicate algorithms, such as MCG [134] and GrabCut [135].

---

**Table 6.4:** The $F_\beta$ value ($\beta = 0.3$) of different saliency methods on Pascal VOC 2012 and MSRA10k databases: Aim [8], MISS CB-1 [9], Region Contrast [10], CNN based Method [11], Deep Saliency [12] and our three kinds of saliency maps

<table>
<thead>
<tr>
<th>Method</th>
<th>Pascal VOC 2012</th>
<th>MSRA10k</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIM [8]</td>
<td>0.587</td>
<td>-</td>
</tr>
<tr>
<td>MISS CB-1 [9]</td>
<td>0.583</td>
<td>-</td>
</tr>
<tr>
<td>Region Contrast [10]</td>
<td>0.561</td>
<td>0.843</td>
</tr>
<tr>
<td>CNN based Method [11]</td>
<td>0.347</td>
<td>0.357</td>
</tr>
<tr>
<td>Deep Saliency [12]</td>
<td>0.678</td>
<td>0.927</td>
</tr>
<tr>
<td>Raw Saliency Map</td>
<td>0.574</td>
<td>0.591</td>
</tr>
<tr>
<td>Smoothed Saliency Map</td>
<td>0.659</td>
<td>0.687</td>
</tr>
<tr>
<td>Refined Saliency Map</td>
<td><strong>0.685</strong></td>
<td>0.902</td>
</tr>
</tbody>
</table>
This paper focuses on saliency detection, not segmentation, thus we only use very simple post-processing methods and avoid to apply those relatively complicate segmentation methods. According to [9], when applying MCG to generate segmentation map, the $F_\beta$ score will increase from 0.583 to 0.679 (still slightly worse than our final performance).

Finally, in Figure 6.5 (Row 1 to 4), we provide some examples of the saliency detection results from the Pascal VOC 2012 test set. From these examples we can see that the region contrast algorithm does not work well when the input images have complex background or contain highly variable salient objects, and this problem is fairly common among most bottom-up saliency and segmentation algorithms. On the other hand, we can also see that with the help of SLIC superpixels and low level features, our method can provide better performance than [12].

6.3.2.4 MSRA10k

Similarly, we also use PR-curves and $F_\beta$ to evaluate the saliency and segmentation performance on MSRA10k database. From Figure 6.4(right), we can see that the proposed method is significantly better than [11], and also has slightly better performance than [10]. As shown in Table 6.4, our methods also give better $F_\beta$ value than [10] and [11].

Compare with Pascal VOC 2012, we can find that our post-process methods play more important role on MSRA10k. The main reason is that the images in MSRA10k are much simpler, and the low level features work well on it.
From Figure 6.4 and Table 7.1, we can see that our method performs slightly worse than [12] in the MSRA10k database. The main reason is attributed to that we directly use a mismatched CNN trained from the ImageNet dataset. We cannot fine-tune the model for this database due to the lack of the training set and class labels in MSRA10k. As shown in the figures, the gap between two methods is very small even though we use a mismatched CNN for our method.
In Figure 6.5, we also select some MSRA10k images to show the saliency results (Row 5 to 8).

6.4 Conclusion

This chapter has proposed a novel CNN-based method for object saliency detection. The method firstly train a regular CNN for saliency detection. After that, for each test image, we firstly recognize the image class label, and then we can use the pre-trained CNN to generate a saliency map. Specifically, we attempt to reduce a cost function defined to measure the class-specific objectness of each image, and we back-propagate the corresponding error signal all way to the input layer and use the gradient of inputs to revise the input images. After several iterations, the difference between the original input images and the revised images is calculated as a raw saliency map. The raw saliency maps are then smoothed and refined by using SLIC superpixels and low level saliency features. We have evaluated our methods on two benchmark tasks, namely Pascal VOC 2012 [48] and MSRA10k [132]. Experimental results have shown that the proposed methods can generate high-quality saliency maps in relatively short time (more than 3 times faster than the state-of-the-art CNN based method in [12]), which clearly outperforming many other existing methods. Comparing with many low-level feature methods, the proposed CNN-based approach excels on many difficult images, containing complex background, highly-variable salient objects, multiple objects, and very small objects.
Chapter 7

Supervised Adversarial Network for Image Saliency Detection

Chapter 7 discusses another deep learning based saliency detection framework called 'Supervised Adversarial Network (SAN)'. The basic idea of SAN comes from Generative Adversarial Network (GAN). By introducing some important modifications, SAN has ability to address the saliency detection problems, and can generate high quality saliency maps for some very complicated images.

7.1 Introduction

In the recent few years, Generative Adversarial Network (GAN)[21] becomes a prevalent research topic. Originally, the GAN model was designed to do image generation [21, 136, 137]. To improve the performance of traditional generative model and their unsupervised learning algorithms, GAN introduces two networks, i.e., Generator-Network (G-Network) and Discriminator-Network (D-Network), and make them 'combat' with each other to improve the performance. The G-Network tries to generate 'fake' images to cheat the D-Network, while the D-Network is trained to distinguish 'fake' images from real natural images. Experiments show that the adversarial learning process improves the network performance, and many generated images of GAN may look like natural images. Moreover, in [138], a GAN based face modification algorithm is proposed, which can modify the input faces, such as changing age, gender and expressions. To improve the face quality, [138] proposes to use extra CNNs to introduce identity-aware loss and enhance the visual quality of the generated faces. [139] argues that the
main problem of GAN is the instability during the training process, and lack of performance measurement. Therefore, it proposes a stable learning method as well as a suitable way to evaluate the quality of generated images for GAN models. Recently, some researches present that GAN also have potential to be applied in some other research fields. For instance, in [140], GAN is used in semantic segmentation, and the class specific label maps as well as a corresponding loss function are applied to adversarial training.

In this chapter, we propose a novel model, called 'Supervised Adversarial Network (SAN)', to deal with image saliency detection. This model uses the adversarial feature of GAN, but introduces some new modifications to make it work on saliency tasks. Firstly, we modify the network structure of the G-Network to make it compatible with saliency detection. The G-Network should take natural images as inputs and output the corresponding saliency maps (we call them synthetic saliency maps). Secondly, we apply a novel layer called 'conv-comparison' layer in the D-Network to force the synthetic saliency maps have some identical high-level feature as ground-truth saliency maps. Thirdly, we apply fully-supervised training to provide more precise gradient and relieve the problem of gradient vanishing. After the training, we further do post-processing such as superpixel smoothing and low-level feature refining on synthetic saliency maps to further improve the performance. The experimental results on Pascal VOC 2012 [48] show that SAN model yields good performance on saliency detection tasks, especially for those relatively complicate images.

7.2 Supervised Adversarial Networks

In most of previous methods, such as [21], [136] and [137], GAN models are designed to generate fake natural images that can 'cheat' the classification CNNs. The unsupervised learning method allows GAN model to use large amount of training data to improve the performance. Comparing with image generation, image saliency detection is a very different task, which has rigid ground-truth that can be used to measure the performance. In this section, we discuss the proposed Supervised Adversarial Networks (SAN) for image saliency detection.
7.2.1 G-Network

Comparing with GAN model, SAN has a different structure of G-Network. In GAN, the G-Network receives random vectors as inputs, and applied several fractionally-strided convolution layers to expand the input vectors to several square feature maps, and the final outputs are fake images [141] (See Figure 7.1 for more details).

By contrast, based on the definition of image saliency detection, the G-Network in SAN requires to use natural images as input, and the output should be the corresponding saliency maps. Therefore, the G-Network in SAN should use the regular convolution layers instead of the fractionally-strided convolution layers in GAN, and remove the pooling layers to guarantee that the saliency maps have the same size as the input images (See Figure 7.2 for more details). Specifically, in the G-Networks of SAN, every hidden convolutional layer should be followed by one batch normalization layer and one regular ReLU layer. However, following the idea in [141], we do not apply batch normalization to the output layer, and the activation function of the output layer is sigmoid instead of ReLU.

According to Figure 7.2, the synthetic saliency maps of SAN can have multiple feature maps, since the experiments reflect that this configuration can increase the stability and performance of the network. When we generate multiple dimension saliency maps in practice, the corresponding ground-truth for D-Network learning should be expanded to the same number of dimensions. And finally we can take average over all dimensions to get the final saliency maps.
7.2.2  D-Network

Generally speaking, the D-Network in SAN has similar structure as its counterpart in GAN, since both of them are designed for classification. Following the configuration in [141], the D-Network also applies batch normalization to most convolution layers, but it will use leaky ReLU [31] instead of the regular ReLU. Moreover, all pooling layers in the D-Network are replaced by convolution layers with stride 2 (without non-linear activation function).

In GAN, there are only two classes, i.e., real images or fake images. However, this may not be suitable for image saliency detection tasks. Comparing with image generation, image saliency detection has clear and definite ground-truth to measure the performance of algorithms, and as a result, to generate higher quality saliency maps, we may need more precise and class specified gradients to update both D-Network and G-Network.
Moreover, some preliminary experiments show that using two classes on saliency task will make D-Network to achieve nearly 100% classification accuracy very fast, and gradient vanishing will happen much easier when updating the G-Network. Therefore, instead of two classes, we introduce $L + 1$ classes into the SAN model, where $L$ is the class number of the training database, and the extra 1 class denotes the synthetic saliency maps. This makes SAN model can be trained under the fully supervised learning criteria.

Moreover, comparing with GAN model, SAN introduces a new kind of layer to further improve the saliency performance, i.e., conv-comparison layer. During the forward procedure, assuming that we input one ground-truth saliency map $S_g$ and its corresponding synthetic saliency map $S_s$ into the D-Network, then the output of the conv-comparison layer can be denoted as $C_g$ and $C_s$, respectively. One very obvious consideration is: if we force $C_s$ similar as $C_g$, then $S_s$ may also tend to be similar with $S_g$. Here we do not directly compare $S_s$ and $S_g$ since the higher layer in CNNs can extract more abstract features with higher dimensions from the input data, which can provide much more rigid constraint are thus very suitable for the comparison. In the back-propagation process, the conv-comparison layer not only back-propagates the error signals from the upper layers (denote by $E_u$), but also calculates mean square error (MSE) between the $C_g$ and $C_s$ to generate another error signal:

$$E_c = \frac{1}{2}||C_s - C_g||^2 \quad (7.1)$$

Then the back-propagated gradient with respect to the output of the conv-comparison (i.e. $C_s$) layer can be calculated as:

$$\frac{\partial E}{\partial C_s} = (1 - \alpha) \frac{\partial E_u}{\partial C_s} + \alpha \frac{\partial E_c}{\partial C_s} \quad (7.2)$$

where $\alpha$ is used to balance the importance of the two errors. Notice that we may need to normalize the gradient of $E_c$ to make it have the same scale as the gradient of $E_u$. Then the new error signal can be used to update the weights of the conv-comparison layer. In practice, we may apply more than one conv-comparison layers in the D-Network to provide stronger constraint and then further improve performance (See Figure 7.3 for more details).
7.2.3 Model Training

At beginning, all model parameters in SAN should be initialized randomly using the initialization method in [30]. Then the training process of SAN can be divided into three parts:

(1) **saliency maps generation:** In this step, the G-Network works like a pure feed-forward network, which receives training images as inputs and outputs the corresponding synthetic saliency maps. The set of all synthetic saliency maps is denoted by $S$.

(2) **updating D-Network:** In this step, we will use $S$ as well as the ground-truth saliency maps of the training set (denote by $G$) as the training data of the D-Network. The data in $G$ are labelled by using the labels of their corresponding training images (from 1 to $L$), while all elements in $S$ will be labelled as $L + 1$, which denotes synthetic saliency maps. By using the pairs of training data and labels, the D-Network can be trained supervisingly via regular error back-propagation algorithm. The well-trained D-Network will achieve a good balance between classification accuracy and providing large enough gradients when updating the G-Network.

(3) **updating G-Network:** After get the well-trained D-Network, we update the G-Network to make it capable to generate better synthetic saliency maps that can ‘deceive’ the D-Network. This step also can be done by using supervised learning. Specifically, we firstly concatenate the G-Network and D-Network (denote by GD-Network, see Figure 7.4 for more details) and use the training images set $I$ as input. During this step all images will be labelled using their original class labels (i.e., from 1 to $L$). In the forward process, the input signals will firstly pass the G-Network to generate synthetic saliency maps, then the generated saliency maps will pass the D-Network to the output layer.
In the backward phase, we fix the weights of D-Network and only update G-Network. During the learning process, the labelling method forces all synthetic saliency maps belong to the corresponding ground-truthes classes. By only updating the G-Network, the distribution of the generated synthetic saliency maps may approach the ground-truthes. In this way, the G-Network may tend to generate higher quality synthetic saliency maps that can make the D-Network recognize them as ground-truth saliency maps.

7.2.4 Post-Processing

After the network training, we can use the G-Network to generate raw saliency maps for validation images. After that, we may use some simple post-processing methods to further improve the quality of raw saliency maps. Similar with Chapter 6, we firstly filter out some weak signals since it is very possible that those signals are corresponding to background regions. After that, we introduce SLIC superpixels [63] to smooth the raw saliency maps. This operation can weaken some background noises and sharpen the edges of foreground objects. We can further use low-level saliency features mentioned in [125] to refine the smoothed saliency maps to remove some incorrect saliency regions. Finally the refined saliency maps will be normalized, and we will again filter out weak signals. Figure 7.5 shows some examples of post-processing. Even though the raw saliency maps of SAN have better quality compare with the saliency method in Chapter 6, the post-processing method still can improve the performance by removing background noises and filling some holes in foreground.

7.3 Experiments

We test the presented SAN model on a well-known computer vision database, i.e. Pascal VOC 2012 [48], and compare it with several other saliency algorithms. To measure the performance of the selected methods, we use $F_\beta$ value as the measurements as [10] mentioned. Notice that in our experiments $\beta$ is set to 0.3 to emphasize the importance of precision.
7.3.1 Database

In image saliency detection and semantic segmentation, Pascal VOC 2012 database [48] is a classical and also challenging image database. For the saliency and segmentation tasks, this database provides 1464 training data and 1449 validation data with their pixel-wised segmentation ground-truthes as well as class labels of all foreground objects. Therefore, Pascal VOC 2012 is suitable for training SAN model and evaluate the algorithm performance.
7.3.2 Baseline Methods

Firstly, we design three baselines to compare with SAN model and demonstrate the advantages of our configuration. The first one (denote by Baseline 1) is used to reflect the benefits of adversarial learning. Specifically, we remove the D-Network from our model and simply train a G-Network to generate saliency maps. During the training procedure, we firstly initialize the G-Network randomly, and for each training image, we calculate the mean square error (MSE) between the synthetic saliency map and ground-truth to get gradient and update the network. This baseline test will show the saliency performance without adversarial training. The second test (denote by Baseline 2) shares the unsupervised learning criteria with GAN model. Specifically, in this baseline we do not take the class labels of training dataset into account. Instead, similar with GAN, we simply consider two classes, i.e., synthetic saliency maps and ground-truth saliency maps, and calculate error signal to update both the D-Network and G-Network based on them. This method will show the importance of the supervised training method introduced in SAN. The Baseline 3 shares most of configurations with SAN, and the only difference is that we use regular convolution layers to instead all conv-comparison layers in its D-Network. This baseline can reflect the positive influences brought by conv-comparison layers.

Besides the three baselines, we also select two state-of-the-art third-party saliency detection algorithms to compare with the proposed SAN model. The first one is a bottom-up saliency method called Region Contrast (RC) [10]. This method considers the global contrast of each superpixel region and introduces spatial constraint to generate saliency maps. The second one is a deep learning based saliency method called multi-context deep saliency, which is proposed by Zhao et al. [12]. This method introduces two CNNs to model both global and local contexts for each superpixel and generates high quality saliency maps based on those contexts information.

7.3.3 Saliency Results

In this part we will provide saliency detection results on Pascal VOC 2012. In the following, we use $F_\beta$ values and some sample images to evaluate the performance of the proposed SAN model and the other selected baselines. Our computing platform includes Intel Xeon E5-1650 CPU (6 cores), 64 GB memory and Nvidia Geforce TITAN
Figure 7.6: The configurations of the G-Network and D-Network in our experiments.

Our algorithms are implemented on MatConvNet platform [116], which is a matlab and CUDA based deep learning toolkit.

7.3.3.1 The Selection of Hyperparameters

In our experiments, the synthetic saliency maps and corresponding ground-truthes have 9 dimensions, and we take average over the 9 dimensions of generated saliency maps to get the final results for evaluation. Since Pascal VOC 2012 has 20 pre-defined classes,
thus the output layer of the D-Network needs 21 node to denote all pre-defined classes and one extra class of synthetic saliency maps. In our implementation, the G-Network of SAN has nine convolution layers, while the D-Network has 15 convolution layers (3 of them are defined as conv-comparison layers) and 1 fully-connected layer (See Figure 7.6 for more details).

During the learning, we run the training algorithm for 20 iterations. In each iteration, we firstly update the D-Network for 6 epochs, and then update the G-Network for 2 epochs. For the D-Network training, we use 16 mini-batch size. The initial learning rate is 0.0006 and it needs to multiply with 0.98 after every epoch. For the G-Network, we use SGD to do training. The initial learning rate is 0.0001 and the decay rate is also 0.98. We do not use momentum and weight decay in the training process. For the conv-comparison layers in the D-Network, we set $\alpha = 0.8$ to emphasize the gradient of $E_c$.

### 7.3.3.2 Performance

Table 7.1 shows the $F_\beta$ values of all selected saliency detection algorithms. Comparing with Baseline 1, Baseline 2 and Baseline 3, we can learn that the adversarial learning, fully-supervised training and conv-comparison layers bring about a lot of advantages to saliency results. Moreover, SAN provides better performance than the bottom-up method in [10]. Comparing with the CNN based saliency methods in [12], the proposed method can also provide slightly better performance.

<table>
<thead>
<tr>
<th>METHODS</th>
<th>$F_\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC [10]</td>
<td>0.561</td>
</tr>
<tr>
<td>DEEP SALIENCY [12]</td>
<td>0.678</td>
</tr>
<tr>
<td>BASELINE 1</td>
<td>0.403</td>
</tr>
<tr>
<td>BASELINE 2</td>
<td>0.382</td>
</tr>
<tr>
<td>BASELINE 3</td>
<td>0.522</td>
</tr>
<tr>
<td>SAN without post-processing</td>
<td>0.613</td>
</tr>
<tr>
<td>SAN</td>
<td><strong>0.681</strong></td>
</tr>
</tbody>
</table>

Finally, in Figure 7.7, we provide some examples of the saliency detection results from the Pascal VOC 2012 validation set. From these examples we can see that SAN has ability to deal with the image saliency detection tasks in variety of complicate images.
7.4 Conclusion

In this chapter, we have proposed a novel Supervised Adversarial Network (SAN) for image saliency detection. The method relies on the well-known Generative Adversarial Network (GAN) [21], and introduces many modifications to make the model suitable for saliency detection tasks. Specifically, we define a fully-convolution G-Network, which takes images as inputs and outputs corresponding synthetic saliency maps. After that, the synthetic saliency maps and ground-truth saliency maps are used to train the
D-Network. We divide the synthetic saliency maps and ground-truthes into $L + 1$ classes based on the class labels of the training set, which allows us to train both G-Network and D-Network supervisingly. Moreover, we introduce a novel kind of layer called conv-comparison layer into the D-Network to introduce more constraints to improve the quality of saliency maps. The synthetic saliency maps will be smoothed and refined using SLIC superpixels [63] and low level saliency features [125]. We have evaluated the performance of the proposed method on Pascal VOC 2012 [48] database. Experimental results have shown that the introducing of adversarial learning, fully-supervised training and conv-comparison layers can significantly improve the saliency results. Moreover, comparing with the state-of-the-art saliency detection algorithms in [10] and [12], our proposed method can generate better saliency maps, and also has ability to deal with difficult images.
Chapter 8

Conclusion and Future Works

8.1 Conclusion

This dissertation has proposed several novel works about deep learning, which cover training algorithm, new model and applications.

Chapter 2 and 3 have reviewed some basic knowledge about artificial neural networks and one of their important applications, i.e., image processing. After that, Chapter 4 has presented a novel training method for DNNs called annealed gradient descent (AGD). Since the optimization of DNNs is a kind of highly non-convex problem, the bad quality local optima and saddle points always hinder the optimization algorithms from finding good results. SGD algorithm may avoid to trap into some bad local optima or saddle points by introducing noisy gradients, but it can also slow down the learning speed. Moreover, the sequential nature makes SGD very hard to be parallelized. Previous researchers have proposed some parallelized SGD methods, however, those methods can only handle convex or sparse problems. Thus applying them on DNNs training may not result in good performance. By investigating the nature of non-convex objective functions of DNNs, a group of mosaic risk functions are defined in the proposed AGD training algorithm to approximate the original objective functions to accelerate the learning speed. To get the mosaic risk functions, the K-means clustering algorithm is firstly used to build hierarchical codebooks for the training set, then the mosaic risk functions with different quantization error can be derived. The mosaic risk functions are much smoother than the original non-convex objective functions, and most low quality local optima can be hidden. Therefore, it is possible to apply full-batch gradient descent or mini-batch SGD with large batch size to optimize them (the optimization process is
called MGD), and it has been proved that using MGD results in good initializations for the SGD optimization on the original objective functions. The experimental results on MNIST (hand-written digits database) and Switchboard (320-hour English speech transcription database) have shown that the AGD algorithm results in better classification performance on test sets, and has much faster learning speed compared with the traditional SGD algorithm.

Chapter 5 has proposed to apply a novel model called Hybrid Orthogonal Projection and Estimation (HOPE) on CNNs. HOPE model was first proposed to work with fully connected DNNs. This model is based on an assumption that DNNs can gradually remove the correlation of the input data, and it defines one orthogonal projection layer and one model layer to replace one DNN layer to explicitly reduce the data correlation. Experiments on DNNs have already shown that HOPE can improve the classification performance through supervised or unsupervised learning methods. To extend the HOPE model to CNNs, Chapter 5 proposed a suitable way to transform the convolution procedure to matrix multiplication and defined forward and backward method for the HOPE CNN layers. HOPE layers can be used right after the input layer, or to replace convolution layers and pooling layers. Moreover, this dissertation proposed several ways to apply HOPE into CNNs, i.e., HOPE-Input, single-HOPE-Block and multi-HOPE-Blocks. Experimental results reflect that comparing with different baselines, single-HOPE-Block can result in the best performance, which is state-of-the-art on CIFAR-10, CIFAR-100 (with or without data augmentation) and ImageNet databases.

Chapter 6 has discussed one important application of deep learning, i.e., image saliency detection. Currently most deep learning based saliency methods have much better performance compared with traditional bottom-up saliency methods, and one possible reason is that deep structures have the ability to extract high level features from the input images. Previous deep learning based saliency methods always have complicated network structure, training methods or post-processing procedure, which result in low efficiency. To solve this problem, this dissertation proposed a CNN based fast saliency method. Specifically, the proposed method modified the objective function of the CNNs to make them can measure the class-specific objectness and clamp the class-irrelevant outputs. By executing back-propagation to modify the input images for several epochs, the algorithm can remove the foreground objects from the images but keep the background regions unchanged. And as a result, the difference between the input images and the modified images can be viewed as raw saliency maps. To further improve performance, SLIC superpixels were used to smooth the raw saliency maps, and the
smoothed saliency maps were further refined by using low-level saliency features. The experiments show that the proposed method works well on both Pascal VOC 2012 and MSRA10k databases, and the speed is much faster than the previous state-of-the-art methods.

Chapter 7 proposed supervised adversarial network (SAN) to perform image saliency detection, which uses the basic idea of GAN to calculate saliency maps of the input images. GAN was originally designed for image generation. Therefore, we introduced some modification to make it suitable for saliency detection tasks. Firstly, we applied a different network structure of the G-Network to make it receive natural images as inputs and output the corresponding saliency maps. Secondly, we introduced a fully supervised training process to improve the saliency performance. Thirdly, a novel layer called 'conv-comparison layer' was applied in the D-Network to force the synthetic saliency maps have similar features as ground-truth saliency maps. By using the above modifications, SAN can generate high-quality raw saliency maps for complicated natural images. After that, we applied the same post-processing method as Chapter 6 to further improve the performance. Experimental results on Pascal VOC 2012 show that SAN can also provide state-of-the-art saliency performance.

8.2 Future Work

This dissertation has proposed several works related to deep learning. Besides the methods mentioned above, there are still some related ideas that have potential to further improve the performance.

(1) Applying AGD algorithm on CNN training: Comparing with hand-written digits and speech signals, natural images are more complicated. The objects that belong to the same class may have diversity of shape, scale, color and texture. Therefore, simply using K-means to build hierarchical codebooks may not suitable for many image databases like CIFAR-10, CIFAR-100 and ImageNet. One possible way to solve this problem is to extract small patches from the original training images and use the patches to build codebooks. Then the codewords will be used to re-construct the full-sized codebook images. After that, the re-constructed codebook images can be used to do MGD optimization. This method may have better performance than directly cluster on the original training images and has potential to speed up the CNN learning.
(2) **Unsupervised HOPE model for CNNs:** the proposed HOPE CNN in this dissertation has implemented the HOPE model on supervised training CNNs and achieves state-of-the-art classification performance. However, the original edition of HOPE that works on DNNs also provided unsupervised and semi-supervised learning frameworks. Those frameworks are especially important when the labeled training data are not enough. Thus in the next step, one significant research topic is to build unsupervised learning framework for HOPE CNNs. Some preliminaries researches reflect that it is much harder to use GPU to speed up unsupervised CNN learning than supervised learning. Thus the efficiency also needs some consideration.

(3) **Applying HOPE to more deep learning frameworks:** besides fully-connected DNNs and CNNs, there are still variety of deep learning frameworks that work well on different applications. For instance, deep residual networks [51] can provide state-of-the-art classification accuracy on ImageNet database; recurrent neural networks (RNNs) are significantly indispensable in natural language processing. Combining HOPE layers with those models may also result in even better performance.

(4) **Updating the CNN based saliency method for object detection:** the CNN based saliency method in Chapter 6 provides excellent performance. However, even though it can find foreground objects from input images effectively and efficiently, it cannot output the class labels of the objects in the situation of multi-class objects. One possible way to update the method is to endow it with ability to generate class label for every foreground object. If so, this method will become an object detection algorithm.

(5) **More applications of GAN model:** in addition to image related tasks like image generation or image saliency detection, there are still some other potential applications for the GAN model. For example, GAN may also be used to generate 'fake' speech signals and make them sounds like human’s voice. Moreover, GAN may even be used to generate videos. Those ideas may result in various interesting applications.
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