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Abstract

As systems grow in size and complexity so do their configuration possibilities. Users of modern systems are easy to be confused and overwhelmed by the amount of choices they need to make in order to fit their systems to their exact needs. In this thesis, we propose a technique to select what information to elicit from the user so that the system can recommend the maximum number of personalized configuration items. Our method is based on constructing configuration elicitation dialogs through utilizing crowd wisdom.

A set of configuration preferences in form of association rules is first mined from a crowd configuration data set. Possible configuration elicitation dialogs are then modeled through a Markov Decision Processes (MDPs). Within the model, association rules are used to automatically infer configuration decisions based on knowledge already elicited earlier in the dialog. This way, an MDP solver can search for elicitation strategies which maximize the expected amount of automated decisions, reducing thereby elicitation effort and increasing user confidence of the result. We conclude by reporting results of a case study in which this method is applied to the privacy configuration of Facebook.
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Chapter 1 : Introduction

1.1 Automating Software Customization

Modern software systems exhibit functionalities in amounts and complexities that have never been seen before. As systems mature and new challenges and opportunities emerge, more features are developed and added to an already large and complex set of existing ones. Users interested to fully exploit the power of their software are invited to choose the functions they need and configure them in a way that perfectly aligns with their goals, preferences and capabilities [1]. But as the amount and complexity of functions grow, so does the space of configuration possibilities. Thus, when attempting to fit the functionality of their systems to their unique needs, users have to deal with an increasingly mystifying and overwhelming task.

In handling and customizing the configuration of the system, users not only need to be familiar with technical options, but they also need to be aware of the implications of each alternative. Take an email client as an example and a setting, within such system, of intervals for checking new emails with alternatives of short to long intervals. The concept of this setting (i.e. the frequency of updates of email) may be well understood by the users, but the implications of each option may not be realized; users may or may not be aware that shorter intervals impose more traffic on the network or distractions for themselves, while the longer intervals reduces their availability in exchange for lower network traffic.
This lack of technical knowledge among non-expert users calls for tools and facilities to help users with customization of their systems.

The dominant practice for configuring software nowadays is through constructing and using configuration screens either during installation of the application, or after the application has been installed. Virtually every common desktop, mobile or web application has one or more “Options” or “Preferences” screens presenting to the user lists of configuration variables and allowing her to configure each by selecting the option of their choice.

But in this way, users are left alone to go through all variables and somehow decide what a good option is for each variable. Beside the huge number of variables that users have to deal with, their difficulty to choose the best option which fits to their need is another challenge. Not all users of software applications are professional users or feel comfortable with handling the settings. Studies suggest that the extent to which users are able to customize their settings to reflect their preferences depends on their computer skills and level of technical understanding the relevant settings [3, 4]. Novice users in particular may have no clue as to what choices are sensible with respect to their own needs and preferences, as they have made limited or no use of the system before. To sum up, the specific reasons why users may have difficulty coping with configuration screens seem to be that: (a) the user has to painstakingly go through each and every variable (b) user will
not be confident that she has chosen the right combination of values with respect to their own needs and preferences.

As a remedy, the current practice is to offer a universal one-size-fits-all default configuration to all users, apparently with hopes that for a majority of users it will be good enough to delve into the configuration screens. Alas, research also shows that most people rarely change the default [5]. This means that either the default options are suitable for most people which obviates the need to further customize the software or, quite more credibly, that customization is difficult for the majority. Again, the assumption of users difficulty in customization is particularly true for the least skilled users, who are known to be the least likely to be able to customize the settings on their own and change the default [3].

But what if users could just consult each other? If a novice user had access to the configurations that a community (“crowd”) of expert users have set for themselves, this would be valuable advice for building her own configuration. Configuration could actually be in part automated: all she would have to do is to provide a minimum of configuration options and have the rest be automatically defined, based on how a like-minded group (based on her limited input) within the expert crowd has configured their own system.

Consider for example in the email client, among other things, the user has to configure the size of the font (small, medium, large etc.) and the size of the function icons. Assume further that we know that those in the expert crowd who have large fonts also have large
icons. If that is the case, it is fair to expect that once the user declares that she likes large fonts, the system also knows without further asking that she probably prefers large icons – at least from whichever arbitrary default. But how can we identify a minimum set of user-provided configuration options in order to have his/her entire system configured with minimum effort?

In this study, we propose a way by which users can reduce the effort to configure their system by crowdsourcing the configuration preferences of a crowd. The exact problem setup is explained in the following section.

1.2 Problem Definition

Configuring modern software systems is a process of assigning values to a number of parameters that the designers of the software system avail to users within various configuration facilities, such as “Options”, and “Preference” screens or configuration files. In more abstract terms, a configuration problem consists of a set \( V \) of configuration variables \( V_i \) each drawing values \( o_j^i \) (options) from the set \( O_{V_i} \).

Let us return to the above configuration problem from our hypothetical email client program. Among its many configuration variables (e.g. whether to use HTML, what connection security to apply, whether to include a signature in each email, etc.), assume that the email program allows the user to also adjust font size, icon size (for buttons such as “New E-Mail” and “Reply”) and whether to also display text under the icons. Let us
denote these variables as $V_{fnt}$, $V_{ico}$ and $V_{disp}$, respectively. The user can adjust the
variables to take values from the sets: \{large, medium, small\}, \{large icon, small icon\} and
\{yes, no\}, respectively. Thus, using the above formalization the domain of each variable is
as follows:

$$O_{V_{fnt}} = \{o_{lg}^{fnt}, o_{med}^{fnt}, o_{sm}^{fnt}\}$$

$$O_{V_{ico}} = \{o_{lg}^{ico}, o_{sm}^{ico}\}$$

$$O_{V_{disp}} = \{o_{yes}^{disp}, o_{no}^{disp}\}$$

A configuration decision is the (human/non-automated) act of thinking and deciding what
option is more suitable or preferred for a particular variable. In this case, in order to
completely solve the configuration problem, the email client user would need to make three
configuration decisions, thinking and deciding about each variable separately.

Nevertheless, we may have some crowd configuration preferences in the form of rules (or
patterns) mined from e.g. a group of other users. Such rules would tell us that if the user
decides to adjust some of her configuration variables in a specific way, then she also wants
to adjust some other configuration variables in another, also specific, way. The extracted
rules from the crowd are in fact association rules, which are of the following general form:

$$(V_{t_1} = o_{.t_1}) \land (V_{t_2} = o_{.t_2}) \land \ldots \rightarrow (V_{r_1} = o_{.r_1}) \land (V_{r_2} = o_{.r_2}) \land \ldots$$
Where \( V_l \) and \( V_r \) are respectively variables on the left-hand and right-hand side of the rule, and \( o_l \) and \( o_r \) are arbitrary values thereof, drawn, of course, from the corresponding domains.

Back to the email client example, we may be aware that if a user prefers to have large font size, she also likes to have large icon size. Furthermore we know that if she likes large icon size then she also prefers text to not be displayed under the icon, apparently to save space.

Here is how we can write those rules more formally:

\[
(V_{fnt} = o_{l}^{fnt}) \rightarrow (V_{ico} = o_{l}^{ico})
\]

\[
(V_{ico} = o_{l}^{ico}) \rightarrow (V_{disp} = o_{no}^{disp})
\]

Notice now how this knowledge, whenever available, can help us reduce configuration effort. Without the association rule, in order to have the complete set configured, the user would need to make three separate decisions – about font size, about icon size and about text display. However, if we assume presence of the association rules, we know that some choices in some variables help us infer choices in other variables, saving us from making the corresponding configuration decisions. In this example, it is obvious that if we know that the user prefers to have large font, then we also know what font she wants for the icons and, better yet, we also know if she wants text under the icons.

Given this, it is easy to see that there are more efficient and less efficient *orderings* by which the configuration decisions can be made. Given the above two configuration rules,
If the user decides about icon size first, then text display, and finally font size, she will always have to make three decisions. If, on the contrary, she starts by deciding what font size she wants, then, depending on her decision on that, there is a chance that the other two decisions need not to be made, but are taken care of by the rules, instead.

More generally, given a set of configuration variables to be decided upon, and a set of crowd preference rules among them, what is the optimal sequence in which potential decisions can be ordered, so that the smallest number of decisions is eventually made on average? Knowing how to compute such a sequence of decisions could be useful for constructing intelligent configuration elicitation interfaces in which users are directed towards making more influential decisions first, allowing thereby a larger subset of variables to be configured automatically without the need for a human decision.

In the next subsection we outline how we address this problem in this thesis.

1.3 Proposed Framework

We propose a way by which the effort of users to configure their system is minimized and the fitness of the result is improved by utilizing configuration preferences of a crowd. The proposed framework is based on mining of association rules between configuration preferences and solving the sequence of configuration items based on Markov Decision Process.
Configuration preferences in the proposed technique come in the form of association rules, which are mined from the chosen configurations of a crowd of users. Given the configuration options of the crowd, the goal is to model a recommender that minimizes the effort of a new user in configuring the options. The proposed recommender will ask user to explicitly configure a minimized number of parameters, and will recommend (or predict) the rest of the options accordingly. The challenge therefore, is determining the sequence of questions to be asked from the user that will yield the most gain in predicting the rest of configurations. To solve this, a method based on combining association rule mining with Markov Decision Processes (MDPs) is proposed as follows.

The first step is mining combinations of configuration options that frequently coincide. At this stage, after acquiring (“crowdsourcing”) a dataset of users’ customized configurations, the association rules are mined following standard a-priori algorithm [6]. To focus on significant associations, a threshold for minimum support and confidence is decided. The result is a set of association rules that are highly suggestive by our data. These rules tell us that those of the crowd who make particular configuration choices with one or more of the configuration parameters, also make certain choices with other parameters.

The next step is the construction of the MDP model. As we will see, MDP models consist of states and actions that lead - with a certain probability - from one state to the other. In our problem, states correspond to the state of our knowledge of the preferred configuration for a particular user. Actions, on the other hand, are configuration questions posed to the
users in order to learn their preferred option for a given variable, as in “how would you like to configure this parameter?”. In such a question the user has different options to respond, and she will pick either of those with a certain probability. As such the action of posing the question comes with a probability distribution of possible outcomes. This distribution is decided based on the frequency of configuration options in the crowd sourced dataset.

User response to the action naturally triggers transition from a less informed to a more informed state, in which only one more variable is known; but the association rules help us multiply the amount of knowledge we gain with each answer, effectively skipping unnecessary questions. Using an MDP-solver we can solve the MDP and obtain a policy, which describes sequences of actions that optimize expected utility - there are many such because actions have different effects. In our application, by solving the MDP through rewarding shorter paths towards more configuration knowledge, we are able to minimize the length of the sequence of questions that are required for a user to have a complete configuration. Thus the resulting policy will decide the best action to take (i.e. ask user to set a configuration parameter) in each state of the knowledge of the configurations until all the configurations are figured out.

This technique is able to reduce the amount of effort users need to dedicate in order to configure their system in practical cases. In order to evaluate this, we apply the technique using data collected from the popular social networking system, Facebook, where it is shown that configuration effort is substantially reduced on average. Furthermore, in
performance experimentation, the solver ability to handle a useful size of configuration spaces within practical computation time is investigated.

1.4 Contributions

The following summarize the novel contributions of this thesis:

- We introduce a systematic method for developing adaptive configuration elicitation dialogs that save overall configuration effort and offer expert guidance to novice users.

- We utilize the wisdom of crowd of experts while keeping the proposal independent of the configuration content or the application domain and without requiring prior knowledge about the user.

- We propose a way to combine association rules and MDPs in order to globally optimize the quality of elicitation dialogues.

- We conduct a case study using real Facebook privacy configuration data to assess applicability of the approach.

- We study the performance of MDP reasoning in the configuration problem and assess the number of variables that can be supported by our approach within practical time.
1.5 **Structure of the thesis**

The thesis is structured as follows. In Chapter 2, background on the techniques used in our proposed framework and a review on the literature within the scope of our effort is provided. Chapter 3 contains detailed description about how the MDP and Association Rule mining can be applied in minimizing the effort of users in customizing the configurations. In Chapter 4, we present the experimental study that was performed in order to observe our proposal in practice and assess its feasibility. In Chapter 5 we evaluate the performance of our proposed technique in the context of large domains. In final chapter, Chapter 6, the thesis is concluded with a discussion on the techniques used; we also elaborate on the limitations of this study and highlight the areas in which further research is suggested.
Chapter 2 : Background and Related Work

2.1 Background

In this section we provide an overview on the association rule mining technique and Markov Decision Process (MPD) framework which are utilized in the proposed framework.

2.1.1 Association Rule Data Mining

Association Rule Mining is one of the popular data mining techniques to discover patterns between items in a dataset. In association mining, unlike other techniques of data mining (e.g. classification and clustering [7]), we are not interested in detection of the category of items, but in the relation between them. This technique was initially used for market basket analysis to find how items purchased are related [8]; the detected buying patterns would be used in marketing activities.

The input in association mining is a dataset consisting of categorical attributes. The objective is to detect strong relations between the items and to find rules that will predict the occurrence of a set of item, referred to as itemset, based on the occurrences of another one [7]. For example, a grocery store with electronic check-out is able to keep track of the combinations of items that customers bring in their baskets to the check-out. Table 1 depicts an example of such transactions in a hypothetical store. An association rule would detect that the majority of the customers who shopped one set of items (e.g. sausages and
buns), also had another specific set of items in their basket (e.g. beer and mustard). In this example, this information may support the marketing and product placement/shelving activities of the grocery.

Association rules are expressed in the form \( X \rightarrow Y \) \((c,s)\), where \( X \) and \( Y \) are itemsets that often appear together (e.g. sausages, buns, mustard and pickles respectively) and \( c \) and \( s \) denote the confidence and support of the rule respectively. The rule states when \( X \) occur, \( Y \) occur with certain probability \( c \). The level of support \( s \) shows the fraction of transactions that have both \( X \) and \( Y \). Since the amount of association rules between all items can be huge, confidence and support are used as measures of significance and interestingness of a rule.

**Table 1 - Example of transactions in a store**

<table>
<thead>
<tr>
<th>transaction</th>
<th>sausage</th>
<th>buns</th>
<th>beer</th>
<th>mustard</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

At the heart of the association rule mining is the detection of frequent itemsets with minimum support constraint. Subsequently, the minimum confidence constraint is used to form rules \( X \rightarrow Y \) between two frequent itemsets \( X \) and \( Y \). The confidence of a rule is simply the calculation of the conditional probability \( P(Y|X) \) which shows what percentage of the instances that contain itemset \( X \) also contain itemset \( Y \). For example, the rule
\{\text{sausages, buns}\} \rightarrow \{\text{mustard}\} \text{ has a confidence of } \frac{2}{2} = 1.0 \text{ in the database of Table 1. This means that for } 100\% \text{ of the transactions containing sausages and buns the rule is correct; in other words } 100\% \text{ of the times a customer buys sausages and buns, mustard is bought as well. This rule has a support of } \frac{2}{5} = 0.4 \text{ which means that in } 40\% \text{ of the transactions, the three items of sausages, buns, and mustard are purchased together.}

In large datasets, the detection of all frequent itemsets with various sizes is a difficult task and efficient techniques have been proposed for mining association rules. This research entails application of one of the most established techniques, Apriori [9]. Since the details of the techniques are not the relevant to this research, the reader is referred to the literature [6, 8, 10, and 11] in this regard if interested.

### 2.1.2 Markov Decision Processes

Markov decision processes (MDPs) is a mathematical framework for modeling and solving sequential decision making and optimization problems under uncertainty [12]. MDPs are used for optimization problems in a wide area of disciplines such as production and inventory management [13-15]. In the proposed framework, MDPs are utilized in order to calculate the optimal sequence of configuration questions, given uncertain user responses.

MDPs are used for analysing a discrete time stochastic process: a process in which the system's state changes over stages (i.e. separate points in time) in response to actions and whose outcome is not certain. In MDPs the decision making problem is described by a
finite or infinite set of states $s \in S$. Each state is a description of the system at a particular stage and holds all the necessary information to predict the next state. The information can be described through a set of variables, each combination of values of whom uniquely describes each state.

At any state, the decision-making agent chooses an action from a set of actions $\alpha \in A$. Performance of an action has various possible outcomes, each with a different probability. Such non-deterministic effects are described by a probability distribution: for each action, $p_{ij}^\alpha$ is defined for every pair of states $s_i$ and $s_j$ as the probability of reaching state $s_i$ from $s_j$ by taking an action $\alpha$. Thus each action comes with a transition matrix containing $p_{ij}^\alpha$ in its cells. In MDPs, the probability distribution of transitions possesses the Markov property: i.e. the probability distribution of future states depends only upon the present state and the taken action, and is independent of the history that preceded it.

In MDPs each state has a value and each action comes at a cost. Functions for reward $R : S \times S \rightarrow \mathbb{R}$ and cost $C : A \rightarrow \mathbb{R}$ are used to state the immediate reward of reaching the new state and the costs associated with taking the action respectively. A reward matrix can be used to represent $R$, and a table can be used to assign a cost to each action. The overall
utility of the transition is calculated by subtracting the reward obtained by attaining the transition minus the cost incurred by performing the action.

Figure 1 illustrates a simple example of MDP model with three states $S_1$, $S_2$ and $S_3$. The two actions $a_1$ and $a_2$ are shown in solid and dashed lines. In this model, any action can be taken at each state, and the system will transit to one or a number of destination states based on the probability. Taking an action might not change state of the system, such as taking action $a_1$ in states $S_3$. Furthermore as shown in the model, there is a reward and cost associated with transition from $S_3$ to $S_2$ via action $a_2$ and with taking the action $a_1$ in state $S_1$ respectively.

The core problem of MDPs is to find the course of actions, called \textit{optimal policy $\pi$} that maximizes the cumulative expected utility of each state. This optimal policy is, roughly, the result of progressively tallying up the product of probability and utility while traversing
each sequence of actions and observing potential transitions actuated thereby. Optimal means that there is no other policy that can give the agent a larger expected cumulative utility. For an MDP with stationary dynamics (i.e. independent of time), with either infinite or indefinite number of stages, there always exists an optimal stationary policy [16, 17]. This implies that although the system is non-deterministic, there is always a sequence of actions that can be recommended. MDP solvers are tools that allow calculation of optimal policies given a complete MDP formulation. MDP solvers adopt various algorithms, primarily Value Iteration (VI), and Policy Iteration (PI); discussion on those algorithms are beyond the scope of this work and readers are referred to the references for details [12].

2.2 Related Work

The system that we develop in this thesis for assisting configuration can be seen a Recommendation System. Recommendation systems (RS) are a class of systems that help users in decision making among an overload of choices by predicting the best items that matches user needs. In this section first an overview on prominent techniques of implementation of RS is provided. Subsequently, we proceed to the review the related works of recommendation systems in the field of requirements engineering.

2.2.1 Recommendation Techniques

Recommendation system is a solution to help users in decision making in overload of information: they elicit the preferences of individuals and match them with best items
accordingly [18, 19]. There are different types of recommender systems that vary in terms of the information used, and the algorithm that elicits the recommendations. In the simplest form, RS can be non-personalized and can suggest users the most popular/common items such as top seller items in E-commerce. In the realm of software configurations, the default options are in fact such universal recommendations. In higher level, recommendation can be a function of personalization in which users are offered items based on their preferences and constraints.

In the simplest form of personalization, Demographic recommendation systems, socio-demographic attributes such as age, gender, profession, and education, are used [18]. In such a system for example, movies of different genres can be suggested to users based on their age and gender.

*Knowledge-Based* (KB) systems are based on the heuristic rules and specific domain knowledge of the experts. KB systems make recommendations by reasoning about what products or features meet the user’s requirements and be useful to her. These systems are mostly utilized in domains where items are complex and specialized, or in systems that do not have many users to collect preferences [20]. An example of such recommender in requirements engineering is the work of Romero-Mariona et al [21], in which they developed a knowledge-based system to recommend the best fit model for security requirements based on 10 fix criteria; the recommendation is based on the user rating of these criteria in his/her system. KB systems therefore, are costly due to necessity of the
knowledge acquisition from domain experts and translating this knowledge into a model on which the recommender is based [18].

In *Content-Based* (CB) systems, the general principle is to identify the common features of items that are favourable to each user, and then recommend to him/her the items that share the same features. Since CB systems are based on the semantic features of items, information describing the content of items is assumed available. These features might be provided explicitly as in commercial items, or can be extracted and learned implicitly as in textual contexts. An example of such work done is a recommender for reuse of software requirements that matches a new software project description against the requirements artifacts of already completed software projects from the repository for reuse [22].

*Collaborative Filtering* (CF) systems [23], probably the oldest and most popular kind of RS [18, 19], are based on the rationale that users who shared similar tastes in the past, will have similar choices in the future. Hence, CF takes advantage of wisdom of crowd and recommends to the active user the items that other users with similar taste like. The similarity in taste of two users is mostly calculated based on history of users (e.g. purchase history in E-commerce). The case of software requirement recommender for reuse has been proposed by collaborative Filtering implementation as well. Lim and Finkelstein [3] introduced a system in which stakeholders will specify ratings on their initial (known) requirements, using the ratings and matching it against the repository of previous projects, the system can recommend additional potential requirements.
Both CB and CF systems have their advantages and challenges. A major issue in content-based systems is that structured information about items and/or the profile of users should be available. Furthermore if the profile of each user needs to be constructed (in order to be associated with features of items), it then requires repetitive updates since the user’s attitude and preferences might change over time [24]. CF overcomes some of the limitations of CB systems and is the most prominent approach adopted by large, established e-commerce applications [18, 19]. Another advantage of CF recommendations is that they are based on the perceived usefulness of items as evaluated by the crowd, instead of content that may not be a true indicator of quality. However, CF suffers from the cold start problem at the initial phase, where a user or an item are new in the system and there is not enough information to compute the similarity and hence make the recommendations. In addition, the recommendations might be biased towards popular items, and unlike CB, the system is challenged to attend to users with unique taste [19].

Collaborative Filtering recommendation are separable into two classes: (a) Memory based algorithms that require preferences of all users be stored in memory at run-time and (b) Model-based algorithms that periodically create a predictive model offline. As a representative of memory-based CF technique, neighbourhood-based systems [19] focus on similarity between items or alternatively between users to recommend the items. Neighbours are users whose history of choices are most correlated. Pearson correlation and vector cosine similarity are commonly used similarity calculations and the weighted average of neighbours is used to make predictions. The choice of neighbours can be based
on top N similar ones, or the ones that show a similarity over a specified threshold. Memory-based recommenders have long been a popular approach in huge commercial systems (e.g. Amazon) [18]. This prevalence is due to their simplicity, efficiency, and transparency of calculations, which makes them more interpretable [18, 19, 25, and 26].

In Model-based approaches, a predictive model is constructed at frequent intervals offline and later at run time, the model is readily used to make recommendations. Therefore, although the offline training phase is costly, the recommendation phase is fast [18, 19]. In order to build the predictive model in Model-based RS, various mining techniques such as Bayesian networks (e.g. in [27 - 30]), a linear regression (e.g. in [31]), and clustering (e.g. in [32, 33]) can be practiced. Association rule mining has also been used in constructing collaborative models. Fu et al. developed a system to recommend web pages by mining association rules over users’ navigation histories [34]. In another study, Leung et al. proposed a CF framework using fuzzy association rules that takes advantage of product similarities in taxonomies to address data sparseness [35]. More recently, a significant amount of research has been done to model the recommendation process using more complex probabilistic models [36]. Markov Decision Processes (MDP) is one such model that can be utilized. A brief review of the relevant literature in application of MDP in recommendation systems follows.
### 2.2.2 MDP Based recommender

Optimal policies solved by MDPs have a direct application to recommendation systems. In such systems, the recommendation process is viewed as a sequential optimization problem of recommending items, rather than a prediction problem. An example of such application is the work of Shani et al. [37] in which Markov decision processes (MDPs) model is used to maximize the profit of the sale of an Israeli online bookstore. In their model the state space of the MDP corresponds to possible sequences of purchased items and the actions correspond to a recommendation of an item to a user; the rewards in the MDP correspond to the utility of selling an item, for example, the net profit. They show that the deployed MDP-recommender system produces a much higher profit than the system without using the recommender.

A critical challenge in the application of MDPs in practical recommenders is the rapid growth of the size of the MDP with the complexity of the problem. As the computational and representational complexity of MDPs is high, appropriate approaches and approximations [37-40] must be developed. For instance, in the proposed RS by Shani et al. [37], to control the size of MDP a few measures are taken: Firstly in definition of the states, only sequences of relatively small number of items are tracked. Secondly, only sequences that were observed in the training set are defined in the state space. This approximation is supported by the fact that for unobserved combinations, the probability of making a transition into such a state is very low.
There is an important advantage to the application of MDPs in recommendation systems: they promote the interactive process between the user and the system. In standard CF recommenders, preference elicitation from users relies on a rather limited model of interaction and users tend to collaborate only indirectly [41]. In newer generations of RS, there is more encouragement to allow conversation between user and system in order to effectively elicit explicit information from users. Such systems, referred to as Conversational systems [42] assist users in decision making by incorporating a more human-like interaction between the user and the system where both parties may query or provide information to the other partner [18]. An MDP-based recommender (e.g. the one proposed by Shani et al. [37]) is in fact implementation of a conversational recommendation system. A benefit of such conversational systems is that preferences can be elicited over the length of the working with the system, rather than upfront [42]. Since the preferences of users shapes and evolves gradually in the process of working with the system [43], taking a conversational approach is encouraged in recommendation system [18].

2.2.3 Recommendation systems in Requirements Engineering

The literature in the area of RSs is mostly related to E-commerce, and recommendations product- and service- configuration (e.g. 16, 45). Thus there is considerable research into recommending simple products such as books in amazon.com, as well as complex and configurable products and services such as computers [45]. The customization of complex
products and the configuration technologies for mass production is in fact similar in concept to the research at hand and has received a great attention in literature [46-50].

Configuration recommenders assist users in selecting attributes and features such as customer requirements and product attributes of a complex product. Example domains of application of such configurators so far are computers [45], cars, financial services, railway stations, and complex telecommunication switches [46]. The motivation for product and service configurators is the same as ours: customers (i.e. users) are overwhelmed with the highly variant products, and get confused by the complexity of the offered options. In many cases, users are reported to have problem understanding the set of offered options in detail [46]. The other challenge that is recognized in literature is that users do not know their preferences beforehand, but rather gain better understanding of the scope of options and shape their preferences within the process of configuration [43]. In such cases, the need to support users with recommendations that are, for example, derived from preferences of similar users is realized [24].

In requirements engineering, the idea of application of RS is still young and rather unexplored. Maalej and Thurimella [51] have outlined a research agenda for recommender systems within the requirements engineering domain and proposed potential areas in which recommender technologies can be utilized to help stakeholders create, analyze, specify, and manage requirements. The body of the available studies for application of recommendations in RE are in support of activities of system analysts, and not the end
users. Activities such as requirements elicitation from different stakeholders [e.g. 52, 53], enforcement of quality assurance scenarios [e.g. 54, 21], and negotiation and prioritization of requirements of different stakeholders [e.g. 55] are the mainstream for which recommendation systems have been investigated [56, 57].

In line with the idea of this work, researchers have recently emphasized the idea of integration of recommendation systems to tailor the software configuration process [36]. Autonomic features incorporated into commercial RDBMS are prominent examples of such systems which recommend database configurations (i.e., indexes, materialized views, partitions) for a given workload [58]. However the literature on database configurators are specific to this domain only and mostly centred around RDBMS’s own features (i.e. query optimizers) [58]; to our knowledge, there is no generic framework or guidelines as how to construct recommendation systems for customizing system configurations that is applicable to various domains.

2.3 Software Configuration

The problem of configuring existing systems has been studied from a variety of angles. Wendy E. Mackay [5] offers one of the earliest and most influential studies on the problem from a Human Computer Interaction view point. In her study she observed a number of users in order to understand when and how they configure the software applications they use. Among other things, it was found that users often do not go into the trouble of customizing their software, fearing that they will waste a lot of time without being able to
actually find the configuration variable they need. Moreover, a substantial number of participants simply did not know how to perform the customization. Similar results are reported elsewhere [59], where it was also found that users are more likely to engage in customization activities when doing so is easy. While the studies are quite old, there is no evidence that customization of user applications has become better; the literature on Facebook (Section 4.1.1) reveals that customization remains a difficult problem. Furthermore, one of the interesting findings of the Mackay study is the social aspect of configuration: according to the study, one of the factors that actually trigger customization effort is observing other users achieving it. In the Internet era, 23 years later, this seems to support a vision for crowdsourcing configuration.

Viewing software customization as a requirements problem has also been attempted. Goal modeling has been proposed [60, 61] in order to connect high-level user goals with low level software configurations [2]. Liaskos et al. have been exploring ways to access the variation points of a software system that are alternative to lists of configuration variables [62]. In that work users express their desires through a high-level goal-based preference language [63], and a sequence of automated reasoning steps translate the result into an appropriately behaving system. Nevertheless, for these goal-oriented approaches to be applicable, both the goal models and their mapping to software variability must be pre-established by experts. A recommender system such as the one proposed in this thesis, has the benefit that it does not require any such requirements models.
2.4 **Summary**

In this chapter the background knowledge necessary to understand this research was provided. The approach introduced in this research applies two established techniques: Association rules are used to mine the pattern of preferences in configuration options, and Markov Decision Processes is utilized to decide the sequence of explicit questions that are inquired from the user to predict the rest of the items.

We also explored the different recommendation techniques that apply to the case of recommending customization of software configuration. We reviewed the proposed approaches to automatic software configuration as well: exploration of the literature revealed that application of recommendation systems in the realm of requirements engineering is still in its infancy and approaches to construct a software configuration recommender independent of the domain, as we propose here, are yet to be introduced.
Chapter 3 : Solution

In this section, we describe in detail our method for calculating the minimum sequence of configuration questions to be posed to the user that is necessary to have the entire system configured, based on a crowd sourced predictions. As we saw, the proposed system can be seen as a model-based Collaborative Filtering (CF) Recommendation System (RS). The model of the proposed recommender is based on Markov Decision Processes (MDPs) informed by Association Rules that are, in turn, mined from crowd data. Roughly, the association rules allow us to skip configuration questions whose answer can be predicted; the MDP is necessary in order to calculate the optimal sequence of such questions, given stochastic user responses.

3.1 Association Rules as Configuration Preferences

The logic behind using association rules to capture common consumer preferences applies directly to the problem of configuration. As mentioned before, in the context of configuration, an association rule captures the fact that if a user selects a particular combination of options for a group of variables, she is likely to also select a certain configuration of options for a different group of variables. This knowledge comes from a data set of configurations of individual users, which we will call the crowd data set. In many systems, such as on-line social networking or web-based email systems, such data sets are readily available to e.g. administrators and owners.
In this case, to ensure the validity of the rules, it is assumed that the crowd data set comes from a group of expert users. Then, when a new and novice user makes use of the association rule $X \rightarrow Y$, she is actually using the left-hand side of the rule to identify with a subgroup of experts whose preference with respect to ‘$X$’ match. Then she can use the right-hand side ‘$Y$’ as expert advice for configuring the corresponding variables. Effectively, the result is a recommender system based on association rules.

To allow calculation of such sequences, MDPs modeling is used. We describe how in the next section.

### 3.2 Building the MDP

Let us now focus on the details of modeling the explained problem as an MDP. Summarizing the discussion in the previous chapter, a fully defined MDP includes: (a) a set of variables describing the state of the domain, (b) a set of actions $\alpha \in \mathcal{A}$ which actuate transitions from one state to the other, (c) a set of transition matrices, one per action $\alpha$, showing the probability of transition from one state to each of the others, after the action has been performed, (d) a reward matrix representing the reward function $R$ and (e) a cost table representing the cost function $C$.

This section is dedicated to explanation of each of these components in our solution in detail. Throughout this section the case configuration options of an email client is used to better illustrate the concepts.
3.2.1 States

In our solution, each state of the MDP model represents the state of our knowledge of what options the user wants for configuration variables. Recall that a configuration problem is a set of configuration variables $V_i \in \mathcal{V}$ each drawing options $o_j$ from a set $O_{V_i}$. The MDP states are exactly the same set $\mathcal{V}$ and each variable $V_i$ has the same domain $O_{V_i}$ but with one important difference: for each domain $O_i$, containing options $o_1, o_2, \ldots$ an extra value $o_0$ is added. This additional value, which we call the “unknown” value, denotes that we actually do not know what option the user prefers for the configuration variable. Initially all variables are set to that unknown value.

3.2.2 Actions

Each action represents a prompt to the user to make a configuration decision, i.e. a question. This question is associated with a configuration variable we are interested in: The system asks the user what option she prefers for that variable. Let us denote that action as $V_i?$, where $V_i$ is the variable in question. In response to this question, the user will answer with his chosen option for that variable. In MDP terms, asking the user a question and obtaining an answer is an action which causes the system to transition from one state to another state, changing the value of the corresponding variable from $o'_0$ (the “unknown” value) to some other value, based on the user response. But this response (and, consequently, the resulting
state) is not known with certainty. We instead have a probability distribution over possible answers which we represent using the transition matrix.

Let us return to the email client problem. For the sake of the space in our illustration of the graph, let us suppose we have only two configuration variables \( V_{\text{disp}}, V_{\text{ico}} \). Figure 2 shows the complete MDP model for this case with nine states (numbered in the states) and two actions. In each state, our knowledge over the values of the variables is labeled inside each state. The states in which all variables are known are the final desired states. In Figure 2 such states are emphasized by bolder border. In the initial state (the middle state distinguished by dashed border in Figures 2), we do not know any of the user’s decisions, so the state is \( \{ o_0^{\text{disp}}, o_0^{\text{ico}} \} \). If we ask the user \( V_{\text{disp}} \) in Figure 2 (i.e. whether she wants to

![Figure 2 - The MDP model for email client](image-url)
display text under the icons or not) the user will respond with one of $d_{yes}^{disp}$ or $d_{no}^{disp}$. So the next possible states are $\{d_{no}^{disp}, o_{0}^{ico}\}$ or $\{d_{yes}^{disp}, o_{0}^{ico}\}$ each with its own probability which is calculated as described in the following section. If she said yes, then we can further ask $V_{ico}$ in Figure 2, which will lead us to one of $\{d_{yes}^{disp}, o_{lgi}\}$ or $\{d_{yes}^{disp}, o_{sml}\}$.

### 3.2.3 Transition Matrices

The transition matrix for each action $V_{i}$ is an $N\times N$ table, where $N$ is the number of all possible option combinations of variables $V_{i}$, i.e. all possible states. Each cell represents the probability of transitioning from one state to the other as an outcome of performance of $V_{i}$. In this case, the numbers are taken from the crowd data set. The idea is to measure the frequency by which a certain answer occurs, given (if applicable) all previous answers from the user.

More specifically, the probabilities for the transition matrices are calculated as follows: Firstly, it can be observed that only single-step transitions are possible. In other words, for now, only transitions from states of $n$ unknown options to states of $n-1$ unknown options have non-zero probability; all other transitions have a probability of zero so value 0 is set to the appropriate cells. Note that this is bound to change once association rules are considered.
To see how the probability in the single step transition cases is calculated, let us consider a configuration problem with \( m \) variables \( V_1, \ldots, V_m \) and an arbitrary single-step transition within this problem from state

\[
\{ o_1, o_2, o_3, \ldots, o_{n-1}, o_n, o_{n+1}, \ldots, o_m \}
\]

to a state

\[
\{ o_1, o_2, o_3, \ldots, o_{n-1}, o_n, o_{n+1}, \ldots, o_m \}
\]

where \( x_i \) are non-zero values.

The probability that this transition occurs can be calculated by counting how many times crowd members select \( o_n \) when they have already selected \( o_1, o_2, \ldots, o_{n-1} \). In other words, the frequencies that correspond to the conditional probability are calculated:

\[
P(V_n = o_n | V_{1} = o_1, V_{2} = o_2, \ldots, V_{n-1} = o_{n-1})
\]

In cases where there are not any instances of the origin state in the sample dataset, simply the frequency of \( o_n \) in the entire data set is used. The end result of this process is transition matrices which have zero in all their cells except for those which signify a one-step transition; in those cells the probability is calculated as above. Since some MDP solvers require that any action can be attempted at any state, in the state with a known variable, taking the action to ask that same variable will not change the state. The probability of such
transition will be 1, since there is no other state to transfer to; the discussion on how the solver avoids such transitions proceeds.

Regarding our Email client example with the two variables, let us imagine that the distribution of the configuration options among the 1000 crowd members is as illustrated in contingency Table 2.

Table 2 - Contingency Table of preferences in Email Client Example

<table>
<thead>
<tr>
<th>$V_{\text{disp}}$ (Display text)</th>
<th>$V_{i\text{co}}$ (Size of icon)</th>
<th>$o_{\text{smi}}$</th>
<th>$o_{\text{lg}}$</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$o_{\text{yes}}$</td>
<td></td>
<td>320</td>
<td>40</td>
<td>360</td>
</tr>
<tr>
<td>$o_{\text{no}}$</td>
<td></td>
<td>80</td>
<td>540</td>
<td>640</td>
</tr>
<tr>
<td>Sum</td>
<td></td>
<td>400</td>
<td>600</td>
<td></td>
</tr>
</tbody>
</table>

Based on the figures in the Table 2, 60% of users prefer large icons. Hence in the MDP graph, upon taking action $V_{i\text{co}}$ from the initial state $\{o_{\text{disp}}^{0}, o_{\text{i\text{co}}}^{0}\}$, the probability of transition to state $\{o_{\text{disp}}^{0}, o_{\text{i\text{co}}}^{\text{lg}}\}$ equals 0.60. Similarly, out of the users who prefer large icons, which equals to 600 instances of users, only 40 users prefer the text of icons to be displayed. As mentioned before, the probability of transition between the source state and the destination state is in fact the conditional probability between the two: the probability of the latter happening given the knowledge that the former is already true. Hence the
probability of transition from state \( \{o_{0}^{\text{disp}}, o_{lgi}^{\text{ico}}\} \) to state \( \{o_{yes}^{\text{disp}}, o_{lgi}^{\text{ico}}\} \) upon taking action \( V_{\text{disp}}? \) is calculated as follows:

\[
P \left( \{o_{yes}^{\text{disp}}, o_{lgi}^{\text{ico}}\} \mid \{o_{0}^{\text{disp}}, o_{lgi}^{\text{ico}}\} \right) = \frac{40}{600} \cong 0.07
\]

The calculation of the rest of transitions concludes the 9 x 9 matrices of transitions between 9 states. The transition matrices for the two actions as shown in Fig3 (a). The number associated with each state is shown inside each state in Figure 2, which correspond to the number of rows and columns in the transition matrix. As it can be seen, the sum of the probabilities of each row adds up to one, showing that every action can be taken in any state. It is noteworthy that although the size of the resulting matrices are big, they are highly sparse, which is an advantage in handling them for solving the policy.

### 3.2.4 Rewards and Costs

Recall now that in a completely defined MDP, each transition has its own reward while each action comes with a cost for performing it. The utility of a transition is calculated by subtracting the costs from the rewards. In the proposed formalization, each action comes with one (1) unit of cost. This cost is a direct representation of the effort required for a configuration decision, i.e. the effort for a human to think and decide about a configuration variable. Each transition, on the other hand, comes with as many units of reward as the number of variables whose preferred option becomes known. As such, the reward
represents the added value that we get for performing each action. As mentioned earlier, in case of a known variable $V_i$ in any state, taking the action $V_i$ will necessarily result in a transition to the same state. Since such action has no reward and still bears a cost of 1, the utility of such transitions will be -1. This negative reward actually ensures that the policy does not consider this action and enquire about an already-known variable.

Back to the email client example, a transition from $\{a_{0}^{\text{disp}}, a_{0}^{\text{ico}}\}$ to $\{a_{0}^{\text{disp}}, a_{1}^{\text{ico}}\}$ as a result of asking the question $V_{ico}$ comes with a reward of 1.0, because we found out about one variable, and a cost of 1.0 because one question was asked. Figure 3 (b) depicts the net reward of the email client. Notice that due to the cost of each action, the net reward value for actions that remain in the same state are -1 and the rest equal 0. If, however, we were
somehow able to allow a transition from \( \{ o_{0}^{\text{disp}}, o_{0}^{\text{ico}} \} \), to \( \{ o_{\text{no}}^{\text{disp}}, o_{\text{lg}}^{\text{ico}} \} \) for the same one question, then a reward of 2 is considered, because the options for two variables became known, while the cost remains 1, as one question was asked. As such the net utility would be 1 instead of 0. In the present initial state of the transition matrix, however, such transitions are impossible; this will be changed in the next section, though.

3.3 Revising the Transition Matrices

In order to take advantage of the association rules and find decision sequences with better utility, a second pass to the transition matrices is performed, which, if relevant association rules exist, allows us to replace one step transitions (transitions in which just one option is learnt) with multi step ones, i.e. transitions in which more than one options are learnt, yielding, hence, higher rewards. More specifically the procedure is done as follows.

Firstly, the association rules are reviewed. Of all the rules that were discovered during the mining phase, those that exceed certain high confidence \( c \) and support \( s \) threshold are filtered. Then a pre-processing step is performed in which rules that have identical left-hand side are merged. Such are rules of the form \( V_{x} = o^{x} \rightarrow V_{y} = o^{y} \) and form \( V_{x} = o^{x} \rightarrow V_{z} = o^{z} \), which mean that if we observe that \( V_{x} = o^{x} \) is a configuration decision then it can be assumed that both \( V_{y} = o^{y} \) and \( V_{y} = o^{y} \) are likely configuration decisions too. So the two rules are merged in one: \( V_{x} = o^{x} \rightarrow V_{y} = o^{y}, V_{z} = o^{z} \).
The complete algorithm is shown in Figure 4. The subsequent steps are best described through reference to a directed graph. The set of nodes of the graph is the set of all possible configurations of \( \mathcal{V} \); thus, each node is a state. Edges represent transitions. Initially, only the edges are added to the graph that are one step transitions, i.e. transitions from states in which \( n-1 \) variables are known to states in which \( n \) variables are known. Each edge from state \( S \) to state \( S' \) is labeled with a reward value of 1, a cost value of 1, a probability and the action it corresponds to.

Subsequently, the edges are updated based on association rules as follows. Firstly, the states that correspond to the left and the right side of the association rule have to be found. However there is not only one such pair, if the system involves more variables than the ones emerging in the rule. If there are any variable(s) missing in the rule, that variable can be unknown or hold any value and the association rule still applies. Hence, for each association rule, all pairs of states \( S \) and \( S' \) are found such that: (a) the left hand side of the rule satisfies both \( S \) and \( S' \), (b) each variable of the right hand side of the rule appears with values exactly the same as in the rule in \( S \), and with all values set to unknown in \( S' \) and (c) all other variables that are not mentioned in the rule are set to the same values for both \( S \) and \( S' \).
INPUT: a set of configuration variables, their domains, a set of association rules
OUTPUT: A Markov decision process for optimal configuration sequences

// Build a graph of possible transitions
// Each node represents a state of knowing the option of each variable
For each possible combination of options
Create a node in the graph

// Pre-process rules
For each set \( m \) of association rules of the form \( (L \rightarrow r_1, L \rightarrow r_2, \ldots, L \rightarrow r_m) \)
Merge into one rule of the form \( (L \rightarrow r_1 \ldots r_m) \)

// Add initial links
For each node \( S \)
Let \( N \) be the number of cases in the crowd data set.
Let \( c(S) \) be the num. of records in the crowd data set that satisfy \( S \).
Let \( c(o_x v) \) be the num. of records in the crowd data set such that \( V = o_x v \).
For each variable \( V \) such that \( V = o_x v \) in \( S \)
For each possible value \( o_x v \) of \( V \)
Find node \( S' \) that is the same as \( S \) except for \( V = o_x v \) in \( S' \)
Add an edge \( e \) from \( S' \) to \( S \)
Weigh \( e \) as follows
\[ e.\text{reward} = 1 \]
If \( c(S) > 0 \) then
\[ e.\text{probability} = c(S') / c(S) \]
Else
\[ e.\text{probability} = c(o_x v) / N \]
\[ e.\text{action} = V_o \]

// Update the graph based on association rules
For each association rule \( (l_1 \ldots l_n \rightarrow r_1 \ldots r_m) \), \( l_i \) and \( r_i \) being of the form \( V_i = o_x v \).
For each pair of states \( S \) and \( S' \) such that:
(a) Variables of clauses \( l_1 \ldots l_n \) have known and the same options in \( S \) and \( S' \)
(b) Variable of clauses \( r_1 \ldots r_m \) has unknown option in state \( S \), known in \( S' \)
(c) Variables not mentioned have same values in both \( S \) and \( S' \)
For each incoming edge \( e \) to \( S \)
Change the destination from \( S \) to \( S' \)
\[ e.\text{reward} = e.\text{reward} + m \]

// Transform graph into MDP components
For each action \( \in A \)
Create an empty transition matrix for \( \in, T_a \).
Create an empty reward matrix for \( \in, R_a \).
For each edge in the graph from \( S_i \) to \( S_j \) such that \( e.\text{action} = \in \)
\[ T_{\in}[i,j] = e.\text{probability} \]
\[ T_{\in}[i,j] = e.\text{reward} \]
Secondly, for each such pair \(< S, S' >\) that is associated with the left and the right side of the association rule, all edges that are targeting \( S \) will be moved so that they now target \( S' \).

Moreover, the reward of each of those edges is increased by the difference in the number of variables predicted by the association rule. Intuitively, the rule causes \( S \) to become inaccessible: whenever we get a user response that leads us to \( S \), thanks to the information in the rule, we can actually "shortcut" to \( S' \), ignoring \( S \). While the cost stays the same, reward increases by the amount of unknowns that is discovered by taking the shortcut.

The resulting graph is ready to be transformed into transition and reward matrices. These are constructed initially to be zero matrices. Then for each edge labeled with the action at hand, the corresponding cell is set with the probability or the reward label of the edge, for transition and reward matrices, respectively. In the email client example, where we have one association rule of confidence 0.9, the graph can be revisited to shortcut the relevant states. Since in this example only two variables are involved, there is only one such pair of states \( \{ o_0^{disp}, o_{lg_i}^{ico} \}, \{ o_{no}^{disp}, o_{lg_i}^{ico} \} \) that relate to the association rule. For this one pair, since the transit between two states in the initial graph (Figure 2) corresponds to action \( V_{disp} \), only the transition matrix of this action will be modified and the transitions of action \( V_{icp} \) remain untouched. Figure 5 shows the revised graph after the incorporation of the association rules. In Figure 5 for the sake of space and clarity only transitions and rewards of action \( V_{disp} \) are displayed. Notice how the previous edge from state 5 to state 8, is now
changed to target state 9. The reward of this edge is also increased by one (i.e. the number of variables predicted in the association rule).

3.4 Policies and Decision Sequences

Given the above complete MDP formalization, an MDP solver is able to calculate a policy which maximizes the expected utility. Such policy offers a recommendation of which action should be performed when the system is at each of its possible states. In order to illustrate the policies with our email editor example, let us again suppose the system involves three (3) variables $V_{disp}$, $V_{ico}$, and $V_{fnt}$. In this case, policies can be represented using a tree structure as in Figure 6, where a policy for presenting configuration decision for the earlier email client problem is presented. The small circular elements represent
states (labels are provided only for a few for the interest of space) and the boxes represent actions, i.e. questions.

As it is obvious in the Figure 6, each state is connected with exactly one action, the one that the policy recommends when the system is in that state. So in a case in which we only know that the user prefers to display text \( \{ \text{font} \_ \text{ico} \_ \text{disp} \} \) the policy recommends that action \( V_{ico} \) be performed, i.e. ask the user what icon size to use. This way each path from the root of the tree structure (i.e. a state in which we do not know anything about the user’s preferred configurations) to one of its leaves (i.e. a state in which we know the options for all variables), represents a unique sequence of questions to be asked to the user. Which path exactly is going to be followed depends on the answers the user will give to each question.

Figure 6 - A policy tree
The policy comes with an expected utility, which recursively at each step results from multiplying the utility of a transition and the probability of getting the transition and adding it to a total sum. Recall that the utility aspect results from subtracting cost from reward and is a representation of the configuration effort that is saved by running the configuration wizard. As seen before, in the initial situation in which every action transfers to another state where just one more variable is known, the total utility remains zero. As seen in Figure 6, where a policy coming out of the unprocessed MDP is presented, whatever benefit is gained by learning the preferred option for a particular variable, is paid by bothering the user with yet another decision task.

However after processing the MDP with the crowd configuration preferences the picture is quite different. Suppose in case of the email client with three (3) variables $V_{fnt}$, $V_{ico}$, and $V_{disp}$, the following association rules emerge:

\[ (V_{fnt} = o_{lg}^{fnt}) \rightarrow (V_{ico} = o_{lg}^{ico}) \]

\[ (V_{ico} = o_{lg}^{ico}) \rightarrow (V_{disp} = o_{no}^{disp}) \]

Having updated the configuration matrices based on the association rules, the MDP solver will return optimal policies with positive expected utility. One such policy can be seen in Figure 7. Weighing the benefit of a specific answer in the font size question, the policy
recommends $V_{fat}$ to be the first question. If the user answers $fnt_{lg}$, which happens with a
certain probability, the process is lead to a final state $\{o_{lg}^{fnt}, o_{lg}^{ico}, o_{no}^{disp}\}$ in which all variable
options are actually known. The reward for that transition in which three variables are
known equals three (3) and the cost of making a decision equals one (1). As such the utility
equals two (2). Thus, the difference between this policy and the one of Figure 6, which did
not consider association rules, is that now several branches can lead to a positive utility value, depending on user behavior. The MDP solver moreover guarantees that the policy
tree it returns offers, on average, the highest utility, i.e. the most configuration knowledge
with the least decision effort.

Figure 7 - Updated policy tree
3.5 Summary and Discussion

In this chapter, the proposed method for construction of the model in collaborative recommender was explained in detail. For the model of the recommender, we use MDPs to solve the optimal configuration dialogue possibilities in our conversational system. In the MDP model for our configuration problem, each action is a question that the elicitation agent can ask the user. The content of each question is a configuration variable and its answers are possible options for the variable. The user will respond with a preferred option with a certain probability. The user’s response leads the system from a state in which the elicitation agent knows the preferred options for a smaller subset of the configuration variables, to a state in which it knows them for a larger subset.

We aim to decide the optimal sequence of dialogues with the criterion to minimize the number of interactions between the user and the system and thereby minimize user effort. To this end, association rules are used to bypass transitions that are inferred by the crowd data. The solver will find optimal policies for the elicitation agent, i.e. what question to ask given the answers already provided by the user. The optimality of such policy is based on the utility model for actions and states, which reward questions whose answers are likely to help us perform more configurations automatically.

In order to propose a generic framework that is domain-independent, we assume that no prior information about the users and their preferences is available beforehand. With the absence of any user profile, preferences need to be elicited in the process of
recommendation. Therefore we treated the problem of customization of configuration items as a sequential decision making process through conversational process with the user: the program inquires explicit user’s preference for a subset of item attributes in the course of normal recommendation dialogues and the user responds.

To find the best sequence of questions to ask, MDPs are an appropriate choice due to many reasons: MDPs solve the sequence of questions by incorporating the probabilities and benefits of knowledge over the preference of already known items into consideration. The optimal policy, for instance, might decide to inquire the user about a configuration variable, which compared to another variable, is able to predict fewer (unknown) variables; this decision is supported by the fact that the variable with less immediate reward can lead to more likely or more predicted variables in subsequent steps. In other words, the MDP solver will search for a global optimum.

Therefore in our proposed model, using the crowd preference for configuration variables, the MDP model is constructed and the optimal policy is solved off-line to determine the sequence of questions to inquire the user about the preference of variables. At the time of making the recommendation, the already-solved policy is readily used to decide the sequence of questions (i.e. in dialogues).
Chapter 4 : Case Study

In order to evaluate the applicability of the proposed technique in a real-world system, we applied the technique to a subset of configuration variables of the social networking tool Facebook. The data set we used comes from a crowd of York University students who shared their Facebook configuration options with us. The goals of this evaluation include finding whether extraction of sensible rules is at all possible and whether the policies that result from our MDP-based approach do really save configuration effort. This chapter presents the results of this study in detail.

4.1 Case Study: Facebook

Facebook\(^1\), the biggest Social Network Site (SNS) today, is reported to accommodate more than 1.28 billion monthly active users (April 2014). Its users spend substantial time interacting with it and uploading large amount of sensitive information [64-65]. In an SNS such as Facebook users can (1) construct profiles with customized visibility and degrees of information sharing, (2) define the list of their connections as friends within the network, (3) avail in the personal profile area a variety of material (photos, text, information etc.) to be viewed and commented upon by other users who have been given access to, and (4)

---

\(^1\) www.Facebook.com
interact with the network of friends and the users in the network (e.g. view their information, or communicate) [66].

Facebook offers a set of configuration variables which the users can configure in order to meet their privacy and other system use needs. To facilitate the management of information sharing, Facebook allows each user to customize fine-grained access control of others to one’s personal data: For instance, users can specify the exact connections who are entitled to see their posts, pictures, events, etc. Moreover, to facilitate the access control, Facebook allows users to group their friends in different lists in order to customize the access levels of the shared information based on their differing relationships.

The aforementioned variables are mostly configured using the traditional approach: a set of default options is chosen upon creation of a new account. At any time, users can adjust them by going through a set of configuration screens, where the variables are presented together with possible options. Given the personal material on Facebook is often of sensitive nature, how each user can control the access levels of others to her data is crucial. In fact, privacy in Facebook has been a subject for intense research [37, 64, 65-71] as well as discussion in popular media. Many studies on Facebook have acknowledged the difficulty that users face in configurations of the settings [64, 67-71]. Research studies indicate that not all users are aware of the implications of the privacy settings [17, 71] and that users tend to overestimate the strength of their chosen privacy in Facebook [72]. Moreover the default setting is mostly inclined to share information more broadly [3],
which is alarming since a great percentage of users are reported to keep the default settings [72]. Hence, the problem of privacy configuration options for Facebook offers us a good example of why assisting users to configure their systems becomes more and more important.

The current literature on supporting the customization of Facebook is mostly based on the notion of automatic detection of friend lists to predict the friend list(s) that a connection falls under [72, 73]. These approaches use clustering techniques and use information such as similarities between two users (e.g. gender, location, and company), extent of interaction between them, and their common connections to classify friends [74]. Such commonalities form the basis for sharing configurations too. One of the aforementioned studies proposes a wizard that requires the user to decide upon the access level of a subset of friends and hence allocate the same access to the rest of the members of that cluster [72]. This proposal can be the basis for extending this repertoire of Facebook configuration approaches with a solution that does not depend on the attitudes of Facebook friends but of an arbitrary set of expert users.

### 4.1.1 Configuration items in Facebook

In this case study, in order to demonstrate the application the proposed approach, a small set of nine (9) items in Facebook configuration variables were chosen. These items with their relevant domain values are shown in Table 3. It is noteworthy that the location of the variables changes fairly often in Facebook interface, but in April 2014, the items for this
study were located under the following three sections: Privacy, Timeline & Tagging, and Friends. The domain of variables (i.e. the set of possible values) for these configurations vary from static options to customized dynamic lists: The domain of settings for 1.c and 2.d consists of static options (such as “Yes” and “No”), while the rest refer to access levels of different connections in the network and their domain consist of a subset of five possible values (“Public”, “Friends of Friends”, “Friends”, “Custom”, “Only me”). Under “Custom” settings, users can specify any subset of all their connections in one’s network; in this study this option is treated as a coarse-grained category without looking at the form of those lists.

Table 3 - Facebook Privacy Configuration Options

<table>
<thead>
<tr>
<th>1. General Privacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Who can see future posts?</td>
</tr>
<tr>
<td>b) Who can look you up using the email address or phone number you provided?</td>
</tr>
<tr>
<td>c) Do you want other search engines to link to your timeline?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2. Timeline and Tagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Who can post on your timeline?</td>
</tr>
<tr>
<td>b) Who can see what others post on your timeline?</td>
</tr>
<tr>
<td>c) Who can see posts you’ve been tagged in on your timeline?</td>
</tr>
<tr>
<td>d) Review posts friends tag you in before they appear on your timeline?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3. Friend List Related</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Who can send you friend requests?</td>
</tr>
<tr>
<td>b) Who can see friend list?</td>
</tr>
</tbody>
</table>
4.2 Data Collection

To test the feasibility of approach in real settings, the data regarding users’ preferences for configuration items of Facebook was collected from undergraduate students of the School of Information Technology during March and April of 2013. The participants in the experiment were attending Prof. Liaskos’s class on Human Computer Interaction and they were given bonus marks for participation.

Since the literature reports on a huge gap between users’ expectation (ideal setting) and what they actually implement in their account [72], we decided to collect both actual and self-reported configuration information. Users were initially invited to participate in an online questionnaire, where they were asked about their preferred options for the nine configuration items in Table 3. Only when the questionnaire was fully submitted, in order to collect their real adopted customization, participants were asked to take screenshots of the configuration screens that contain the variables in question and send them over to the researchers – after erasing any personal information may exist in those screenshots. Figure 8 shows a sample screenshots of a user. The result is a data set of 45 users amenable to association rule mining and application to this research framework.
Figure 8 - Sample snapshots of Facebook configurations
4.3 **Goals and Method**

The research questions we are looking to answer in this study are as follows:

**A. Do any association rules of substantial significance emerge?**

In order to answer this, using a popular data-mining software, we mine the association rules with varying levels of confidence and support. Then we simply qualitatively examine the results of association rule mining to see if any significant number of patterns is detected in the preference crowd.

**B. How much configuration effort on average does this technique result to?**

To address this question, we investigate how many configurations on average a user has to explicitly customize so that the rest of the configuration items can be automatically configured. The recommended items are hence the effort that has been saved. To find the number and sequence of items that needs to explicitly be questioned, the following steps are performed:

i. Firstly, the MDP policy is solved for once given the 45 sample data. Then, with the optimal policy at hand, for each user, we start from the initial state in which all variables are unknown and do the subsequent step.

ii. At any given state, the solved policy of the MDP model in step (i) determines the next question to ask the user. To simulate the user response to this question, his/her
chosen option for this configuration variable is simply looked up from the collected
dataset. Hence, knowledge over the value of the latest item will transfer us to a new
state, in which one or more additional variables are now known.

iii. Step (ii) is repeated until a state is reached in which all variables are known. The
configuration at hand, thus, represents the recommended configuration and the
number of steps represents the total effort.

iv. Total effort in step (iii) is calculated and averaged over the 45 instances.

C. What is the average accuracy of the automated inference that this technique
implies? In other words, by automatically predicting a configuration option based
on another one, how accurate are the predictions?

i. To investigate the accuracy of the recommendations, K-fold cross validation (K=9)
technique is used on the sample dataset.

ii. In each fold, using the 40 instances as the training data, the optimal policy is once
solved.

iii. For each 5 instances of test data, the final state of the MDP (similar to step ii in
question B) is found. This final state captures the value of any predictions made, as
well as the values inquired from the user (i.e. looked up from the data set). For any
predicted variable, the predicted value is matched against the real user’s choice
from the available dataset. The accuracy of predictions for each test user is hence
calculated as the ratio of the number of variables correctly predicted out of all predictions made.

iv. The accuracy of each fold is calculated by averaging over the rates for 5 users.

v. The total accuracy equals the average over the accuracy rates of 9 folds as calculated in step iv.

4.4 Results

4.4.1 Participants and Responses

The participants consisted of 35 male and 10 female undergraduate students of School of Information Technology in York University. The majority of users (62%) were Facebook members for at least 5 years. Only one participant was a member for a duration of less than a year. Regarding the extent of use, about 9 percent of users declared to use Facebook less frequent than once a month, while the majority of 62.2% use it for at least once a day. Amongst all respondents, the most common responses for the time spent on the site each day were less than 10 minutes (53%) and between 10 and 30 minutes (20%). The users on average had more than 300 connections in their friend list (median=250); 3 users had less than 50 connections and 2 users had more than 1000 friends in their network.

Our comparison between the questionnaires and the snapshots confirm the gap between real configurations implemented, and what users think as reported by literature [72]. When the users were inquired about the settings, out of 9 items, they believe on average they have changed 70% of the settings, while the real implemented change from the defaults is 60%.
The reasons underlying this cleavage and the decision on which one truly reflects the preferences is debatable. As argued by Liu et al. [72], it can be assumed that the reported settings reflect user’s ideal options and that they have failed to truly implement their preference as expressed in the questionnaire in the real settings. On the other hand, self-reporting always runs the risk of lesser reliability than direct observation of snapshots, as it is unknown how mindfully participants have responded. For the rest of the analysis, we take the data from snapshots into the account which we know are reliable. From here on, we refer to the snapshots as preference of users.

4.4.2 Findings

Main Results

The association rules in the data at hand were mined using Weka\(^2\). Different thresholds for significance as well as support were used for this experiment. By trying significance threshold = 0.9 and support 1, 738 association rules were mined. The maximum significance (1) yielded as many as 675 association rules. By increasing the support level to 0.15, still as many as 165 rules were retrieved. The above means that, with regards to question (A) of the research, association rules exist to a great extent in the collected sample data set. It is worth noting that on average only 39% (median=34%) of the configuration

\(^2\) http://www.cs.waikato.ac.nz/ml/weka/index.html
samples corresponds to the default, meaning that the presence of association rules are the result of active configuration effort.

With respect to configuration effort – question (B) of research goals – if each of the users had followed the proposed technique to configure their system they would take on average 6.6 steps (max 9, min 4); meaning that at least two configuration options on average (27.7%) would be decided automatically. Although, in general, effort savings is bound to depend on the amount and quality of correlations within the data set, we find that these results constitute good evidence of the practicality of the proposed technique.

In terms of evaluation of results addressed in question (C), i.e. the precision of configuration predictions, the experiment was conducted with confidence level of 0.1 and support of 0.15. The K-fold cross validation (k=9) shows a precision of 75% in the recommended items, calculated as explained above. The fact that this precision score is away from values such as 50% or lower, tells us that the configuration agent preforms sensible decisions based on the data and not e.g. randomly/arbitrarily.

Note that this accuracy measurement depends on the degree by which we believe that each configuration in our data set accurately reflects the preference of the user and truly meets his requirement. In this particular study, as there is no reliable criterion of “trueness” of each configuration or of Facebook expertise, the accuracy measures only imply that the resulting configuration policy generally reflects user’s selections, with a necessary margin of error. However, other than an indication of basic sanity of the approach, we should not
view this result as a measure of success of the recommendation. To see why this is so, suppose a user in our test data is a novice one and has not made good choices in customizing his system. Matching the user’s choice with the recommended one to measure the accuracy would hence imply that we expect the recommendation system to still recommend the bad options. Otherwise, especially if the association rules come from an expert data set, configuration recommendations to a novice user are actually an indication of usefulness of the method. A more comprehensive approach to measure the success of a recommendation requires assessment of a few success criteria in recommendation systems; we discuss the challenges of the evaluation of the RS in the last chapter.

**Other Findings**

Since we were given the opportunity to access real configuration data in this study, we performed more data exploration in order to better understand relevant configuration behaviors and detect possible influences to the result of our technique. Firstly, no significant relation was detected between the extent of activity in Facebook and the tendency to change the default settings. For this experiment, variables such as frequency and duration of application usage, number of friends, and duration of membership were assumed to imply extent of activity. We found that majority of users (median 66%) have made the privacy stricter. On average, users kept 3 out of 9 default value of the configuration items and customized the rest; in only 31% of user instances, a looser setting for at least one configuration item was chosen, whereas all users have made at least one
item tighter. Figure 9 illustrates the frequency of configuration preference of the crowd in comparison with the default option. On the right number of configuration items left at the default options is illustrated, whereas on the left the number of items customized to tighter setting is shown. As the skewness of the histograms shows, greater number of items are customized to tighter settings.

Deeper analysis suggests that users who have customized their configurations to tighter measures (compared to the default options) may enjoy higher precision of predictions. Kendall's tau_b Correlation test suggest that the (discretized) precision of predictions is significantly correlated with the number of items that are tighter than the default ($p<0.05$, $\tau = .27$). The number of the items left as the default is also, although with less significance, negatively correlated with the precision of recommendations ($p<0.1$, $\tau = -.24$).

![Figure 9 - Facebook configuration of crowd in comparison with default option](image)

(a) number of items equal to default option on the left, (b) number of items tighter than default on the right
In other words, in our experiment the accuracy of prediction is higher for people who have changed the defaults to tighter measures. This can be due to the fact that the recommendations of collaborative systems are biased towards the popular trend. As shown by the earlier discussion, the majority of our crowd seem to be privacy-cautious and have changed the defaults to tighter options; hence it is reasonable to see that users who diverge from the popular pattern of the crowd and prefer looser settings will receive lower accuracy in recommendations.

4.5 Threats to Validity

In this study, we aimed to measure the accuracy of predictions as one of the means to evaluate our proposed recommendation system. In this section, we investigate the internal and external validity of this study and explore potential threats to validity with regards to the measurement of accuracy.

The dataset of our experiment was collected from the crowd through a questionnaire as well as screenshots of current system configurations. By taking the screen shots of the user’s system into the account instead of reported values that might be subject to error and forgetfulness we avoid one major internal validity threat: what we measure as configuration is actual. Since the screenshots are real customizations and of the active accounts, we ensure the accuracy and reliability of the data and hence we did not need any data cleaning process to exclude wrong or conflicting data entries.
In our proposed approach, we aimed to recommend the configurations based on customizations of reference expert crowd. In the absence of crowd of experts, in whose selected settings we have faith, we had to dispense with a sample of invalidated users. Since the degree of ability of sample users in handling their configurations is unknown, the accuracy results are interpreted in a conservative way.

Regarding the external validity, although the approach to solving the research problem in this study ensures the independency of the solution from the domain, future experiments are needed to confirm the applicability of the solution in other kinds of systems and configuration aspects. We nevertheless feel that the huge popularity of Facebook and the fact that privacy is a common concern across user groups and domains, the configuration set we used is fairly representative. With respect to the choice of subjects, there is, obviously the threat of selection bias of non-random sampling since all participants were recruited from one undergraduate class at the university. All users in the experiment were IT students and shared similar biography (age, place of living) to a great extent, and hence are likely to share similar requirements and goals in customizing their configuration. Thus, although our study does not rely on inferential statistics, a more heterogeneous sample may need to be sought in the future.
4.6 Summary

In this chapter the proposed solution to personalization of configurations was applied in a real life application setting. In order to put our idea into test, the preferences of a crowd of 45 users in customization of the configurations in Facebook was collected. The results confirm that first and foremost, patterns of association with high significance would merge in the crowd, which is a requirement in our proposed approach. Using the discovered rules, on average users were able to skip 27.7% of the steps necessary to have their whole configurations figured out. Furthermore the recommendations show a good rate of precision, which we interpret as a good sanity indicator for our technique. As discussed this measure alone should not be considered as a measure of success of the recommendation. We discuss the limit to this measure in the last chapter.
Chapter 5 : Performance

In the previous chapter, the proposed framework was evaluated in a case study to assess the accuracy of the generated recommendations. In this chapter, we investigate the scalability of the method and evaluate the performance of the recommender with regards to larger sizes of configuration domains.

5.1 State Space

While the proposed MDP formulation allows for good quality and fine-grained analysis, MDP solving is unfortunately a computationally hard problem [26, 75]. As such, it is important to explore how the performance of the MDP solver varies as the number of configuration items and hence state space increases.

One of the main factors that affect MDP solving performance is the number of included variables and the sizes of their domain. In the absence of an actual configuration data set of sufficient size for the performance experiments, and without visible loss of generalizability, we chose to use a publicly available benchmark data-set for association rules. In particular, UCI KDD’s archived Mushrooms dataset ³ was used, which has been shown to generate long patterns with high confidence. In its full size, the Mushrooms dataset is a multivariate dataset that contains 8416 instances with 23 categorical attributes

³ https://archive.ics.uci.edu/ml/datasets/Mushroom
and domain size ranging from 2 to 12 categorical values. In the context of software configuration, this data set was used as if it was a complete configuration data set: each attribute is assumed to be one configuration variable and each value a configuration option. Consecutively, each instance (i.e. each row of the dataset) hypothetically stands for the configuration values chosen by a user.

The MDP solver we chose is the “Markov Decision Processes (MDP) Toolbox” offered by MathWorks Inc⁴. The MDP toolbox was run in Matlab R2012b. The input to the MDP solver is sparse matrices that are generated by a Java program and are based on the extracted association rules from Weka. The java program prepares the input matrices of the MDP solver and the algorithm is discussed in Chapter 3 (Figure 4). The experiment was conducted on a Core(TM) i5 CPU M450 2.40 GHz with 4.00 GB RAM under Windows 7.

To test the performance of the MDP solver for various numbers of configuration items, a subset of varying numbers of attributes in the dataset was randomly chosen. For each subset of attributes, the top 500 association rules of confidence 100% and minimum support of 10% were extracted. In Table 4, the time to solve the policy is depicted with respect to the

number of states. The number of states is the product of all domain sizes of all considered variables.

To get a sense of configuration problems that can be solved if such numbers of states are available, Table 4 also illustrates time in relation to the equivalent number of binary configuration variables. Specifically, $N$ binary variables generate a space of $3^N$ states, and, as such, if $M$ is the number of states, the equivalent binary variables are $log_3(M)$. Note that the base is 3 instead of 2, because one more value (the “unknown” value) is added in the domain. Figure 10 repeats the figures of Table 4 for the time to solve the MDP versus the number of dichotomous configuration items in a performance curve. As expected, the complexity of solving the problem grows exponentially with the number of variables.

Table 4 - Performance vs. State number

<table>
<thead>
<tr>
<th>Number of States</th>
<th>Binary Equivalent</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>625</td>
<td>5.9</td>
<td>0</td>
</tr>
<tr>
<td>3125</td>
<td>7.3</td>
<td>0</td>
</tr>
<tr>
<td>10000</td>
<td>8.4</td>
<td>8</td>
</tr>
<tr>
<td>12500</td>
<td>8.6</td>
<td>1</td>
</tr>
<tr>
<td>30000</td>
<td>9.4</td>
<td>1</td>
</tr>
<tr>
<td>49000</td>
<td>9.8</td>
<td>5</td>
</tr>
<tr>
<td>50000</td>
<td>9.8</td>
<td>10</td>
</tr>
<tr>
<td>90000</td>
<td>10.4</td>
<td>31</td>
</tr>
<tr>
<td>150000</td>
<td>10.8</td>
<td>64</td>
</tr>
<tr>
<td>270000</td>
<td>11.4</td>
<td>220</td>
</tr>
<tr>
<td>450000</td>
<td>11.8</td>
<td>645</td>
</tr>
<tr>
<td>2116800</td>
<td>13.3</td>
<td>14484</td>
</tr>
<tr>
<td>3300000</td>
<td>13.7</td>
<td>31161</td>
</tr>
<tr>
<td>4410000</td>
<td>13.9</td>
<td>55579</td>
</tr>
</tbody>
</table>
5.2 Range of Associations

Another question we explored is whether the number of the association rules would affect the performance. To find this, a fixed subset of nine (9) attributes (equivalent to 97.2K states) in the Mushroom dataset was experimented on. The number of generated rules can be controlled via varying support levels; we hence experimented with support ranging from 0.3 to 0.6, while keeping a fixed significance level of 1.0. This way, the more the support level threshold is increased, the less rules are mined that exceed the threshold. Table 5 illustrates the time to solve MDP with regards to the support level and number of extracted association rules. The results do not seem to indicate any pattern; they instead show a rather consistent performance regardless of the range rules.

![Figure 10 - Performance vs. number of binary variables](image)

Figure 10 - Performance vs. number of binary variables
Table 5 - Performance vs. Number of Rules

<table>
<thead>
<tr>
<th>Support (%)</th>
<th># Rules</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>318</td>
<td>28.7</td>
</tr>
<tr>
<td>0.35</td>
<td>157</td>
<td>28.6</td>
</tr>
<tr>
<td>0.40</td>
<td>97</td>
<td>29.1</td>
</tr>
<tr>
<td>0.45</td>
<td>85</td>
<td>29.5</td>
</tr>
<tr>
<td>0.50</td>
<td>76</td>
<td>28.3</td>
</tr>
<tr>
<td>0.55</td>
<td>33</td>
<td>28.3</td>
</tr>
<tr>
<td>0.60</td>
<td>10</td>
<td>30.5</td>
</tr>
</tbody>
</table>

5.3 Threats to Validity

In the absence of real configuration data for larger domain size, for the performance experiment, we adopted Mushrooms Dataset, a benchmark dataset of gilled mushrooms. The rationale is to use a dataset that demonstrably contains some amount of association rules, which is the premise of our technique. Nevertheless, whether either the structure of the data (e.g. sizes of attribute domains) or the structure of the resulting association rules are not typical of configuration problems is currently unknown and poses a threat to our internal validity. Obviously real configuration data sets (which are not easy to find) would be more preferred. Nonetheless, it is not visible to us how exactly the structure of either the domains or the resulting rules would impact performance, state space and action set size being equal.
5.4 Summary and Discussion

In this chapter, we explored the performance of the proposed approach by increasing the number of the variables involved. We chose a publicly known dataset on gilled mushrooms and used it as a dataset of configuration items to simulate this experiment. Our experiment showed that the performance of the proposed approach is independent of the range of associations in the dataset. This may also indicate that the performance is independent of the nature of the domain; however, this assumption needs future investigation. The increase in the number and size of the variables, however, proved to affect the performance exponentially.

Our technique showed to be able to handle the equivalent of as many as 14 binary variables, which seems to be applicable to smaller problems—such as the Facebook case. Furthermore, the measured performance in this chapter addresses construction of the model, which given that it is being done offline seems affordable. Otherwise, as other model-based recommendation systems, the online performance in making the recommendation is the fastest possible, since there is no calculation involved.

To improve scalability, simpler techniques can be conceptualized for addressing the problem of saving configuration effort that should be expected to scale much better than the one we presented. For example, one can traverse the association rules in order to rank configuration options with respect to how influential they are, i.e., how long chains of automatic configurations they trigger. The ranking of the corresponding variables can then
be the sequence of questions to ask the user. Simple heuristic-based approaches like this, although scalable and definitely a subject for future experimental research, do not guarantee optimality. This is due to the fact that we e.g. do not take into account the probability of other options being chosen. These approaches do not result in the advanced adaptive conversational recommender we propose, either.

Thus, for our technique we opted for sophistication and good quality of result rather than scalability using more trivial methods. Nevertheless, it is certainly desirable that our approach supports larger numbers of configuration variables and options in the future, while maintaining the same good quality of results (optimality). In the next chapter we discuss an approximation to modeling the states in order to decrease the size of the space.
Chapter 6 : Conclusion, Limitations and Opportunities

6.1 Contribution

As modern software systems increase in size and complexity, the process of configuring them becomes more cumbersome and difficult to organize. Users, especially novice ones, have the additional trouble of not knowing which system configuration, among the thousands possible, is more suitable for their unique needs. Hence, assisting users in intelligent customization of software configurations can increase system usability and allows non-expert users to fully benefit from the applications.

In this work, a method was presented to assist configuration of software systems by consulting the configurations that a crowd of expert users has already in place. First the expert data set is minded for crowd configuration preferences, which come in form of association rules. Such rules indicate that users who make certain choices for a subset of the available configuration variables are also likely to make specific choices for other variables outside that subset. The resulting association rules allow us to automatically set certain configuration variables given the available knowledge about other configuration variables. The objective is then to configure the entire set of variables in a way that the number of variables that are automatically set is maximum. This both reduces the configuration effort and ensures that the system is more expertly configured. The highlight
of the proposed method is the fact that it is generic; it is independent of the knowledge of the domain and can be applied in any field.

Thus, our proposed framework has the following benefits. Firstly, it is a generic recommendation system for assisting software configuration, a type of recommendation system which, to our knowledge, has not been studied before. Secondly, it features an interactive dialogue-based model for interwoven elicitation and construction of user preferences when no information about the user is available beforehand. Thirdly, through the use of MDPs we are able to globally optimize the length of the user-machine dialogues and, as such, minimize configuration effort.

6.2 Discussion

6.2.1 Assumptions

Our approach adopts a certain stance with respect to what a configuration problem is and how it is modeled. Firstly, we assume that the configuration of the software system is represented through configuration variables with finite discrete domains. If this is not the default format of configuration variables a transformation to a compatible format is necessary. For example, continuous variables need to be brought to a discrete format. Secondly, the proposal focuses on sequential configuration of a set of variables at the same time, as it would happen when, for example, installing or using a system for the first time or when the user or administrator decides to perform a general reconfiguration of the system. Finally, the proposed approach was developed with the configuration of common
personal software systems in mind. Such are systems of wide popularity among large numbers of users who might be non-technical and not computer experts. Social networking applications, blogs, email clients or calendar applications are examples of such systems. Theoretically, as long as the previous conditions are met, our approach can be applied to business and specialized software applications as well, though this needs to be further validated.

6.2.2 Choice of Recommendation System

The recommendation system we proposed is based on mining association rules and using MDPs. However, there exist different recommendation techniques, as discussed in the related works. So why do we develop our own in this thesis? In choosing the approach to the recommender, our aim is to propose a system that is independent of the domain. Knowledge-based systems are hence not a good choice since they need deep knowledge specific to the domain. In Content-based systems, information about the nature of the configuration items and the user’s interests are required. In the problem definition of this work, we choose to be content-agnostic and focus on the social aspect of configuration. As such we propose a type of Collaborative Filtering system.

In the area of collaborative filtering systems, neighbourhood models are a popular choice, which can be thought as potentially applicable to software configuration. Nonetheless, Neighbourhood models need a measure of user similarity. Normally in Neighbourhood models the history of the transaction of each user with the system is used as an indication
of his/her interests. In the problem at hand, in order to propose a generic framework, we assume no such information about users is available. In the absence of any information to serve as a similarity measure between users, a model is required to be able to infer the preferences based on minimum input from users. The literature does not seem to investigate how finding this minimum is possible in a way that fits to our problem.

In the proposed solution instead, users are required to answer a smaller subset of the configuration items; the explicit choice of the user would then be indicative of the user preference and can be matched against the crowd. This way through complex probabilistic models (i.e. MDPs), the model-based recommender will be able to predict as many items as possible based on minimum input from users.

### 6.2.3 Configuration Dialogues

In our work, the problem of customization of configuration items is considered as a sequential decision making process through a conversational process with the user. How can such a conversational processes be implemented in practice; i.e. how would the interface look like? While we prefer to leave interface design issues outside the scope of this thesis it is easy to see some possibilities. The concept of the “wizard”, for example, is commonplace nowadays for facilitating the configuration of software systems: in a sequence of screens the user is guided from one variable to the other so that a baseline of options is elicited from her. Although such wizards are used widely for a variety of tasks (installations, configurations, etc.), their design seems to be based on developer intuition
and domain expertise. The optimal policy that is generated in our technique could instead offer a hint as to how the variables should be ordered, helping developers come up with reasonable wizard designs. A systematic and generic way for designing wizards could not be found in the literature and clearly more research needs to be done on conceptualizing, organizing (in e.g. hierarchies) and communicating configuration options.

6.2.4 Why MDPs

In deciding the best sequence of configuration questions to ask, MDPs are very appropriate for a number of reasons. MDPs not only help find the shortest path (of questions to ask user), but also incorporate the probabilities and benefits of taking actions into consideration. Most importantly, in MDPs the long-term effects of each recommendation, and not only the immediate reward will be taken into account. The optimal policy for instance, might recommend to enquire the user about a configuration variable, which compared to another variable, will apply to fewer association rules and hence have lower immediate predictions of unasked variables, but leads to more likely or more predicted variables in subsequent steps. As we discussed above, techniques based on heuristics which take into account either only probability or some form of utility may be easier to conceptualize but may not always give the global optimum.

Furthermore, our proposed MDP model could easily incorporate information about users such as age and gender to take advantage of any patterns of preference in customization of software. In the Facebook case study for instance, biographic information such as the
location, gender and age are reported to influence the trends of usage [76, 77] and hence are suspected to affect the customization of the settings. If any of these variables appear in the association rules, they can be added as extra variables in the definition of states without any need for addition of the unknown value as in the system variables. Neither do we add these in the actions variables, since for any user this information is readily available. In this research since we aimed at proposing a generic work that can be applied in any application, we restricted ourselves to the system variables only.

6.3 Challenges, Limitations and Opportunities

6.3.1 Dealing with rare requirements.

One possible drawback to collaborative systems is the potential bias of results towards the popular items and inability to serve users with rare requirements [18]. We believe mining of interesting rare patterns as well as frequent patterns is the solution that can rectify this challenge. A rare pattern is an infrequent pattern with a support that is below (or far below) minimum threshold. The high confidence, yet low support of such patterns may highlight exceptional behavior in the data. Literature are galore that discuss the various measures (e.g. All_confidence, Max_confidence, and Cosine [7]) that can be used for mining interesting patterns. Using such measures, we can augment our support–confidence framework to allow discovery of strong pattern relationships regardless of the frequency.

Without thorough mining of all interesting patterns of an expert crowd with diverse requirements, the results of our method would be a collaborative recommender based on
the social trails associated with the configuration: the user will be advised of the attributes or complete configurations that are common. Provided further investigation is considered to generate association rules of rare patterns that would embrace rare tastes as well, they will be incorporated in the MDP model not any different than the popular rules. This way our recommender is not at disadvantage from the point of view of serving different tastes.

6.3.2 Evaluation Challenges

The evaluation of the recommendation systems is not an easy task. Most recommender systems are tested on historical data for accuracy measurement: The recommender is trained using historical data, and tested to see whether the recommendations accurately predict the user’s choices [37, 18]. However in our work, the accuracy depends on the degree by which each configuration in the data set is believed to accurately predict the true configuration desire of the user and the true fit to user requirements. Hence in training the recommender model, the selection of the expert crowd in whose customizations we have confidence is crucial.

Beside the challenge in truly measuring the accuracy, this measure is insufficient to evaluate a good recommendation engine since users expect more of a recommendation system than just an exact anticipation of their tastes [78]. In a handbook on evaluation of recommendation systems, Shani and Gunawardana have explored a range of properties, other than accuracy, that are decisive in success of an RS; instances of such measures include: cold start, confidence, trust of users, novelty of the recommendations, and utility
of recommendations to users or system. They have also emphasized that the subset of properties on which the system should be assessed depend on the context and usage of the RS and differs from system to system [78]. In the domain of configuration of software in particular, our goal is to increase user awareness of the solutions/options which might have been previously unknown. As such, similar to the work of Shani et al. [37], we believe that the use of measures such as satisfaction or utility of user upon receiving the recommendations is promising.

As the initial study to introduce a generic framework for configuration customization, in this thesis we conducted an offline experiment to evaluate prediction accuracy only. However more direct user studies can be performed in the future. In such studies, small group of users could go through the MDP-based recommender dialogues that are generated based on configurations of validated expert crowd. Upon receiving the customizations, users can be enquired how they like the new configuration and how the new customization has influenced their experience. We believe a true indicator of success of recommendations in the context of configuration customization would be how the recommendations are accepted by users and facilitates user interaction with the system.

6.3.3 Performance

While MDPs provide us with an optimal answer, they are known to be of high complexity due to the nature of the computation they perform [26, 75]. It is, first, noteworthy that the MDP solving is performed at design-time and offline, which means that longer
computation times are affordable to some extent. The performance experimentation shows that configuration problems of up to the equivalent of fourteen (14) binary variables can be computed within practical time limits. While this is still useful – e.g. it gave us an answer to the Facebook privacy configuration problem – it is fair to desire solutions to problems with more variables.

To improve the scalability of the recommender model for larger problems, a departure from MDPs towards a simplification that is less computationally hard could help improve performance. For example, algorithms that compute rankings of variables based on the degree by which they influence other variables can be explored. As we discussed, simple heuristic-based approaches like this, although scalable and definitely a subject for future experimental research, do not guarantee optimality; such an output would disregard the probabilistic aspect and would be insensitive to user answers compared to MDP-based advanced adaptive conversational recommender.

Regarding the improvement in MDP model, since the main challenge seems to be unmanageable growth of the model, measures should be taken in order to control state space. One possible solution is reducing the space size by exclusion of states whose probability of occurrence is very low. In the explained process in Chapter 3, we consider all the possible combinations of the configuration variables as a state of the MDP model. However not all combinations are likely to happen. In our email client example, it would be rare to see one using very large font size and very small icon sizes. Such approximation
can be considered to include only states that were observed in the crowd with a certain threshold. In other words, we are ignoring the states whose probability of incoming edges are low.

Another solution to handle larger number of variables in MDPs modelling is breaking a large configuration problem into smaller ones based on configuration aspects, i.e. subsets of configuration variables that are conceptually coherent. The privacy configurations of Facebook offers a good example of such an aspect; it was indeed fairly easy for us to separate it from other configuration variables of Facebook. This way we also achieve another improvement in the process of eliciting user responses: in the current framework the sequence of actions to be asked from user is only decided by the solution of MDP. Provided the configuration items entail a variety of areas, the questions posed to the user may be arbitrary, jumping from one subject to another. Dividing the configuration items to groups that are close in topic, would prevent such irregular switch in the topics of questions. More application attempts to other systems will hopefully reveal whether such division into sub-problems has a practical merit.

6.3.4 The role of the configuration items

Moving on to another potential research topic, it would be interesting to explore alternatives to avoid posing harder questions to users and to emphasize on the customization of relatively more important items. Right now the importance of the settings, or the difficulty they pose to the user are not taken into account and all configuration items
are treated the same. It would be desirable if user’s difficulty of the handling the configuration plays a role in the sequence; it would be more desirable if the recommender can predict the rather difficult options than the easier one. This can perhaps be applied by allocating heavier cost to questions that are deemed difficult for users and granting more rewards to states in which the important configuration items are figured out.

As a final note, the proposed framework is concerned with configuration variables that are finite (actually: of a small domain size) and discrete. Continuous variables can be discretized to fit to this model. In that case, automatic configuration of a continuous variable would imply setting a characteristic parameter of the interval that resulted from discretization – so while values of the font size interval [15pt, 25pt] map to discrete value large, when we, conversely, need to automatically set the discrete value large to the continuous variable font size, e.g. the average of the interval (20pt) can be set. Whether such discretization techniques are adequate, or whether continuous optimization techniques need to be introduced, is a matter of empirical investigation with different kinds of systems and configuration aspects and problems.
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