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Abstract

The Everett (or relative-state, or many-worlds) interpretation of quantum mechanics has come under
fire for inadequately dealing with the Born rule (the formula for calculating quantum probabilities).
Numerous attempts have been made to derive this rule from the perspective of observers within the
quantum wavefunction. These are not really analytic proofs, but are rather attempts to derive the
Born rule as a synthetic a priori necessity, given the nature of human observers (a fact not fully
appreciated even by all of those who have attempted such proofs).

I show why existing attempts are unsuccessful or only partly successful, and postulate that
Solomonoft’s algorithmic approach to the interpretation of probability theory could clarify the prob-
lems with these approaches. The Sleeping Beauty probability puzzle is used as a springboard from
which to deduce an objectivist, yet synthetic a priori framework for quantum probabilities, that
properly frames the role of self-location and self-selection (anthropic) principles in probability the-
ory. I call this framework "algorithmic synthetic unity" (or ASU).

T offer no new formal proof of the Born rule, largely because I feel that existing proofs (particularly
that of Gleason) are already adequate, and as close to being a formal proof as one should expect or
want. Gleason’s one unjustified assumption—known as noncontextuality—is, I will argue, completely
benign when considered within the algorithmic framework that I propose.

I will also argue that, to the extent the Born rule can be derived within ASU, there is no reason
to suppose that we could not also derive all the other fundamental postulates of quantum theory, as
well. There is nothing special here about the Born rule, and I suggest that a completely successful
Born rule proof might only be possible once all the other postulates become part of the derivation.

As a start towards this end, I show how we can already derive the essential content of the
fundamental postulates of quantum mechanics, at least in outline, and especially if we allow some
educated and well-motivated guesswork along the way. The result is some steps towards a coherent
and consistent algorithmic interpretation of quantum mechanics.
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1 Introduction

1.1 Overview

There is a view of the universe in which all possibilities co-exist. Everything that could exist actually
does exist somewhere in the great plenum of existence. This view of the universe is very old. When
the possibilities referred to are fuzzy and ill-defined, it is a form of mysticism, which we will not
be much concerned with here. But when the possibilities are clearly and distinctly specifiable, in a
precise language, such a view forms the foundation-stone of philosophical rationalism, starting with
Parmenides [149][175, Ch.15] in ancient times; and in modern times, with Descartes and the early
modern rationalists [68, 67, 69, 207, 123].

There is another view of the universe, in which at least a great many (and perhaps all) possibilities
co-exist. This view is based, not on a priori rationalism, but on the empirical science of quantum
mechanics. It is the “many worlds” or “relative state” interpretation of quantum mechanics (or
“MWT”, for short), which posits the actual existence of a large number (perhaps an infinity) of
other universes in order to explain some of the strange features of quantum mechanics. While
quantum mechanics is an empirical theory, those who advocate the many-worlds interpretation tend
to have at least some leanings towards rationalism. A hard-core empiricist, for instance, might well
reject the idea of “other worlds” unless they were directly observable. Proponents of many-worlds,
however, argue that we can infer the real existence of other worlds, if doing so explains the empirical
phenomena in the simplest and most rational possible way.

Not everyone, however, agrees that the many-worlds interpretation explains the empirical data
in the most rational possible way. Some argue that it has fatal flaws. I will attempt to use certain
ideas from algorithmic information theory—developed from the viewpoint of a rationalist and com-
putationalist epistemology—in order to address some outstanding philosophical problems with the
many-worlds interpretation. I will especially focus on what I call the “Born rule objection”, which
claims that the MWI cannot adequately account for the “Born rule™—the actual formula used to
calculate probabilities in quantum mechanics. This formula is not itself part of the mechanics or

dynamics of the theory, nor is it directly derivable from it, but must be assumed as an additional



fundamental postulate.

Supporters of the many-worlds interpretation usually claim that the MWI’s most convincing
feature is that it derives from the dynamics of quantum theory alone, not requiring—like other in-
terpretations do—any additional a priori metaphysical postulates. Yet, say the Born rule objectors,
its inability to predict the Born rule shows that it must—just like any other interpretation—postulate
something outside the raw mechanics of the theory. The objectors feel that if they are to be asked
to believe in something that is as implausible (on the face of it) as multiple universes, then there
had better be no such metaphysical loose ends at all.

I will argue, first of all, that the seriousness of this “loose end” has been greatly exaggerated. There
are numerous proofs of the Born rule that derive it from the dynamics alone plus some assumptions.
Sometimes these assumptions may seem quite dubious, but sometimes they may seem nearly self-
evident (unfortunately, not everyone agrees on which is which!). Perhaps most significantly, Gleason
derived the Born rule [91] by assuming a certain kind of “noncontextuality” of measurement: that
when you do something to measure one thing, the probability rule will not be different from when
you do the same physical thing, but in order to measure something else (or when you measure both
things simultaneously). While this may be an assumption, it is one that a good many people would
be willing to accept as a very intuitive and acceptable prior assumption, perhaps even self-evident.

(Oddly enough, even though Gleason’s proof is clearly analytically the strongest Born rule proof
out there, most defenders of Everett against the Born rule objection do not consider Gleason to be
relevant. Part of this is that he makes the unjustified assumption of noncontextuality. However,
this would not seem enough to justify the wholesale dismissal of Gleason in the MWI probability
literature, especially given that all the other attempts at MWI Born rule proofs make their own
assumptions (some of them arguably far more dubious than noncontextuality). There is another
reason, however, that Gleason is considered irrelevant. What the objectors are really seeking, it
seems, is not a formal Born rule proof at all, but a derivation that shows why probabilities should
obey the Born rule, from the perspective of observers within the system. From this point of view,
even if we accept Gleason’s noncontextuality assumption as self-evident, if the MWI (based on
wavefunction dynamics plus some assumption about probability from the perspective of observers)
predicts some other rule than the Born rule, then Gleason’s proof becomes a reductio ad absurdum
of the MWI. In other words, it proves the Born rule to be true, counter to the predictions of the
many-worlds interpretation. This would, in fact, demonstrate the MWI to be inconsistent with the
purely formal wavefunction. This is essentially, I believe, the position of many of the Born rule
objectors.

Of course, this all assumes the objectors have a reasonable assumption to put forward about how



to compute probabilities from the perspective of observers within a formal system (which requires
us to drop the fiction that the Born rule objection has anything to do with deriving the Born rule
“from the dynamics alone”). The usual assumption made by the objectors is one of world-counting,
or something closely related: the probability of an event is proportional to the number of worlds
in which it happens. It is often simply overlooked that this is as much (or more) of an unjustified
assumption as noncontextuality. However, if we could show that world-counting was no more a
priori justifiable than Gleason’s assumption—or even less so—then the whole Born rule objection,
as it is generally framed, would fall apart (and to the extent that a problem with the Born rule was
still an issue, Gleason’s proof would be back on the table as a viable response for MWT advocates).

Aside from the Gleason proof, the Born rule can also be derived [79, 103] by first assuming that
it is the “amplitude” of a quantum state that matters for calculating its probability as an outcome
(an assumption that we will see later is actually closely related to noncontextuality). The amplitude
of a wave is essentially the magnitude of the wave (so that, for example, the amplitude of a water
wave on the beach would be the height of the wave). The objectors claim, however, that we cannot
justify assuming that it is amplitude that matters (we happen to know that it és the amplitude that
matters, but we only know this a posteriori—experimentally —not as an a priori feature of the raw
dynamics of the theory, considered on its own terms). However, even when Born rule provers try to
remove the assumption of amplitude dependence from their proofs, it has its way of sneaking back in
and rendering the proof circular. However, this is not a slam-dunk for the objectors, either, because
they are generally making their own assumption about what matters—namely, the world count.

It may seem, then, that we have the Everettians on one side, counting amplitudes, and the
objectors on the other side counting worlds. However, while there is some sense to this dichotomy,
it has not actually worked out like that, historically. Everett himself, as well as a great number of
supporters of the MWI, have themselves also assumed world-counting. They have then been faced
with the task of showing that counting amplitudes amounts to the same thing as counting worlds,
usually in the limit of an infinite number of observations.

I will argue that—barring unrealistic expectations that we should have total knowledge of how
the physical world generates our perceptions—any account of probability in quantum mechanics
will necessarily have to make some kind of assumption about what fundamentally matters, and that
amplitudes may even be a better starting point than worlds (worlds being much further removed from
the basic mechanical elements of the theory). Hence, it could be argued that the whole motivation
behind the Born rule objection is misguided.

On the other hand, I will also argue that the objection still has some clout, since, even though

amplitudes are less of an “interpretational addition” to the dynamics than are worlds, this is no proof



that they are what matters. In addition, the objectors would be right to argue that if it were worlds
that mattered, it would make sense to simply count them up, using the total number of worlds for
our probability count. Yet, amplitudes do not “count up”—or rather it is hard to justify counting
them up, since they can cancel each other out (an amplitude of +1 can cancel out an amplitude
of -1, even though they both represent, on their own, the same possible outcome). Because of this
possibility for “destructive interference”, it could be argued that amplitudes have a serious problem
as the thing that matters, a priori, for probabilities, even if we allow the assumption that they are
clearly what matter most for the wavefunction dynamics.

I will develop this version of the Born rule objection as the version that is most worthy of
a response (even though most of the actual objectors do not focus so much on this, being pre-
occupied with more easily refuted arguments that assume the priority of worlds). I will attempt, in
Ch. 6, to sketch out a response to this version of the objection, by using algorithmic information
theory (a version of information theory based on abstract computer programs and their program
lengths). By starting with the idea that it is the information content of an outcome that matters for
probabilities, rather than worlds or amplitudes, I will show that many of the (sometimes perplexing)
features of quantum mechanics are to be expected, including destructive interference. This suggests
that amplitudes may, in fact, be ultimately measures of algorithmic information content. I will
argue that, if this were shown to be the case, it would give us a great deal more justification for
preferring amplitudes over worlds, and a correspondingly greater confidence in the Born rule as
the natural and expected probability rule for a many-worlds quantum ontology. In the process of
developing these ideas, I will derive my own method—quite different from world-counting—for the a
priori calculating of probabilities from the perspective of observers within a formal system (whether
that system is quantum mechanics or something entirely different). T will show that, if we base this
method on a rationalist and computational epistemology, a great deal of the fundamental postulates
of quantum mechanics arise quite naturally, as more general rules for calculating probabilities based
on complex-valued counts. I will even argue, continuing a process I started in [169, 172, 174], that
perhaps the essential content of all the postulates can be derived in this way—at least in outline

and if we allow a few reasonable educated guesses long the way.

1.2 Background
1.2.1 Quantum Mechanics

Quantum mechanics is one of the most successful physical theories in scientific history, in that it

makes predictions that have been verified many times, to a high degree of accuracy. Without quan-



tum mechanics, and its incredibly accurate predictions, there would be no television, no microwave
ovens, and no digital computers. While it is by no means perfect—most notably, it does not explain
the behaviour of gravity—it provides an accurate foundation for most of the rest of physics.

In spite of its impressive experimental track record, however, there is something fishy at the
core of this jewel of modern science. While in one sense, quantum mechanics yields precise experi-
mental predictions, these predictions are in general statistical, predicting not necessarily what will
happen in a given situation, but only the probabilities of different outcomes, for experiments that
are repeated many times. Einstein was so uncomfortable with this indeterminism, that he was sure
that quantum mechanics was somehow not the whole story, and that a better theory would one day

restore determinism to physics. “God,” he said, “does not play dice.”

1.2.2 The Measurement Problem

The reasons for Einstein’s discomfort went further than just indeterminism, however. For not only
do the equations of quantum mechanics fail to predict which outcome will happen, they seem at
times to be telling us that, in fact, all the possible outcomes are in some sense happening at the
same time, in spite of the fact that when we look at the result of an experiment, we see only one
outcome, not many. This conundrum is called the “Measurement Problem”, and it pervades quantum
mechanics.

It has been shown, time and again, in a wide variety of different laboratory experiments, that
electrons and other subatomic particles, when emitted from some source—such as a light bulb or
electron gun—do not move simply from one place to another, but actually seem to take all possible
trajectories at once, somehow able to do multiple different things, and—in some sense that is not
entirely clear—actually be at different places, at the same time. This is not to say that scientists
actually can see an electron doing two different things at the same time, but rather that the equations
of quantum mechanics that have been so successful at making predictions in the lab, seem to describe
this kind of plethora of activity, whether or not it is “real”. Yet, when the particle hits a measuring
device, such as a Geiger counter or a photographic film, and we look to see where it landed, we do
not see it in multiple places, we see that it landed at a single spot.

Indeed, quantum physicists can only infer that the particle was taking multiple paths at the same
time because the statistics that emerge from repeating the experiment many times seem to demand
it. I will not go into all the details here about why this is so—much of it will be discussed in later
chapters—but physicists agree that there is something like this going on, although they disagree
as to the exact nature of the process. The quantum equation that describes this “take all possible

paths” behaviour is called the quantum “wavefunction”, and when it describes multiple different



things happening at the same time, we call this a “superposition of states”.

If we were to take the equation of the quantum wavefunction at face value, an electron in the lab
is not only taking multiple trajectories at the same time—a superposition of states—but when it is
measured, there likewise ought to be a superposition of measurement results, if the wave equation
were truly telling the whole story. Since we never see such a superposition of results—we just see
that the electron landed here or there, not somehow at both places at once—the question arises
as to how the superposition described by the equations somehow turns into a single, determinate
outcome.

It is tempting to say that the wavefunction somehow reduces down, or “collapses” when a mea-
surement is taken. But this begs the question of when such a collapse is supposed to occur. Does
it occur when the scientist becomes aware of the state of the measuring device? But this would
give consciousness some kind of special role to play, and why would that be the case? On the other
hand, the collapse might occur earlier, perhaps as soon as the electron impacts with the device. But
then this somehow makes the measuring device special. Supposedly the device, whether it be a pho-
tographic film, Geiger counter, or some other contraption, is itself made up of subatomic particles
that all obey the quantum equations, just like the electron that hits it. When two electrons collide,
for instance, we get a new, more complex, wavefunction that describes all the things both electrons
could be doing together, as they interact—we don’t have one electron “collapsing” the other, or the
two electrons collapsing each other. Why should a larger system not likewise continue to obey the
quantum wavefunction, which demands a plethora of alternatives all co-occurring in superposition,
not the single outcome that we actually see? The fact is, no matter how you slice it, if you are
going to invoke a collapse of the wavefunction, you are stuck with the problem of where to place the
collapse, since the quantum equations themselves have no such collapse in them.

This whole conflict between the superposition of the wavefunction and the much more singular
experience we have when we look at a measuring device, constitutes the Measurement Problem. It
might be easy to solve if we could somehow give “measurements” or “observations” some kind of
special physical status, but there is no known reason to do this, and after almost ninety years of
quantum theory, there is still no agreement as to how the terms “measurement” and “observation”

should even be defined.

1.2.3 Interpretation

There have been many attempts to deal with the Measurement Problem, each producing a different
“interpretation” of quantum mechanics. Some have posited changing the actual equations of quantum

mechanics to avoid the problem. Strictly speaking, these are not really “interpretations” of quantum



mechanics, but are actually alternative theories, since they are capable, at least in principle, of
making different predictions than quantum mechanics. However, if the changes made are minimal,
and produce no predictions that differ enough from those of regular quantum mechanics to matter
for practical, doable experiments, then it is traditional to study them as interpretations, rather
than as alternative theories. There may even be some who would suggest that there are no “pure”
interpretations of quantum mechanics at all, since the theory actually makes no sense on its own
terms—it needs at least some minimal added machinery in order to make sense (I would not agree
with this assessment, but it is one point of view that is out there).

My goal here is to address some of the outstanding issues within the many-worlds, or Everett,
interpretation. While I will briefly discuss some of the other competing interpretations, this will
be largely to give the reader a wider context for the discussion and to make my own biases and
predilections clear; it is not meant to be an exhaustive survey of interpretations, and I do not
make any claims to an adequate defence of Everett against his competitors. My primary goal is
to address the claim that Everett’s framework cannot properly deal with probabilities, even on its
own terms. Therefore, the basic philosophical assumptions of the Everett interpretation will not be
systematically questioned here.

One of the more metaphysically cautious interpretations is the “statistical interpretation” [11].
Here, the purpose of the wavefunction is not to directly describe reality, but rather to provide a
statistical description of a reality that the wavefunction itself does not reveal to us. Under this view,
the superposition is no more a description of multiple real things happening than is the statistical
ensemble of classical statistical mechanics, where the movement of particles in a box is described in
terms of an ensemble of possible boxes, yet no one believes there is a real ensemble of actual multiple
boxes in the world. The ensemble is a statistical device. In this view of quantum theory, we are not
necessarily barred from investigating the underlying reality—it is not a subject outside the realm
of science—it is just not something that falls under the heading of “quantum mechanics”, belonging
more properly to the effort to find a successor, or deeper, theory.

Still others believe that it really is consciousness that somehow collapses the wavefunction, and
that observers really do have a special role to play in nature. Wigner [233] defended such a view.

The most popular point of view, up until the 1970s at least, was Niels Bohr’s “Copenhagen
Interpretation”, named after Bohr’s home town. Bohr believed that we simply had to take measuring
devices to be, for all practical purposes, non-quantum, or “classical” objects. Thus, a collapse occurs
when a particle is measured by a classical (non-quantum) measuring device. Not that Bohr was really
trying to create a dualistic theory of two kinds of matter, classical and quantum. His distinction was

more pragmatic than that. In order to do laboratory experiments, he believed it was necessary to



make this distinction—one’s experimental devices are the empirical starting point of our experiments,
and simply must be taken as given. No scientific theory of how such classical objects behave was ever
intended. The problem many (including myself) have with the perspective is that it, once again,
side-steps the issue, this time by invoking a kind of entity that is outside the realm of scientific
investigation.

The many-worlds interpretation posits that the plethora of seemingly contradictory things taking
place in the wavefunction all do really take place, and that when we make a measurement, all the
possible measurement results likewise also really take place, each one resulting in a different version
of us in a different world or universe.

Some may ask, should we even care about which interpretation is “correct”, if indeed any are?
Indeed, if all we cared about were empirical accuracy, then there would indeed be no reason to worry
about interpretation. This is actually, itself, another type of interpretation, and actually a fairly
popular one. Here, the wavefunction is viewed as merely a “mathematical abstraction” that allows
us to make certain predictions. It is not the role of science, it is said, to ask what the wavefunction
means, or what it corresponds to in reality. For many, however (including myself), this is just to
side-step the issue. I, for one, believe that science is about discovering how the real world works,
and that interpretational issues are an important part of that process (and always have been). In
any case, this is the approach I will be taking (although I will not have space here to defend it in
detail).

Interpretation is important, not just to give us a comfortable way of thinking about a theory
(although this too is important), but also because it can have profound effects on the path one takes
to future theory formation. Quantum mechanics is clearly not the final theory of physics—at the
very least, it is not compatible with Einstein’s General Theory of Relativity, so it will very likely
be replaced at some point by a new theory. How we put forward candidates for such new theories
is highly influenced and guided by our interpretation of current theory. Indeed, it is even possible
that we will never have enough information to definitively choose between competing interpretations
until the theory itself has been superseded. Nonetheless, our development of a successor theory may

well depend on our ability to first think clearly about the theory we have.

1.2.4 Schrédinger’s Cat

A well-known example of the measurement problem is the Schrédinger’s Cat gedanken experiment
[194]. Although not a realistic example, it is well-known and easy to grasp, and its very unrealism
forces one’s intuition to grapple with the measurement problem.

Assume a sample of radioactive material is in a box completely sealed from the environment,
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Figure 1.1: Schrodinger’s Cat

along with a cat and a vial of hydrocyanic acid hooked up to the radioactive sample through a
“diabolical device” (as Schrodinger called it) outfitted with a Geiger counter, and a hammer poised
over the vial. The radioactive sample has a 50% chance of decaying in the next hour. The diabolical
device monitors the sample for one hour, and if a decay is detected, it breaks the vial, killing the
cat. Otherwise, the device does nothing and the cat lives.

Let’s imagine (just to make things easier to talk about) that the radioactive sample is a single
atom with a 50% chance of decaying within an hour, and that it is contained inside a box, which (like
the larger box that contains the cat) has no interaction with the rest of the system. The diabolical
device can detect the decay with 100% accuracy, but it does not look until the hour is up. (While
these restrictions make the experiment less realistic, they serve to simplify the discussion, and do
not change the essential character of the thought experiment.)

At the one hour mark, just before the device has had a chance to look, the radioactive sample
is in a superposition of the decay state and the un-decayed state. After the device has acted, and if
we do not invoke a collapse postulate, the wavefunction would seem to contain both living and dead
cat, “mixed or smeared out in equal parts.”

Here is the Measurement Problem in a nutshell: we need something like a collapse to occur, at
the very latest, when we open the box and look inside, because we know from experience that we do
not, in these kinds of situations, see cats in a superposition of being alive and dead. Yet, quantum
mechanics gives us no reason to ever invoke a collapse up until that moment of observation. So
how do we account for the collapse without making the act of observation somehow special? We
could say the superposition collapses when the Geiger counter detects the decay, but then this surely

makes the Geiger counter special, and quantum mechanics provides no reason to make measuring



devices special or different from anything else in the world.

According to Schrédinger, the problem lies in thinking that one can separate out subsystems
from the larger system as a whole, and then suppose that entities in our model (in the wavefunction)
describe real states of those subsystems. Schrodinger did not intend to make the claim that one
could actually have a real world cat in a superposition of dead/alive states. Rather, his thought
experiment was intended to highlight the problems associated with interpreting superpositions as

representations of reality; most pointedly:

1. that subsystems in quantum mechanics, in general, have no state of their own, apart from the
state of the entire system (the cat, then, has no state, blurry or otherwise),

2. that such subsystems in superposition, if taken as straightforward representations of reality,
must necessarily include macroscopic superpositions (like the dead/alive cat),

3. that such a “blurred” picture of reality, since it describes a blurring of the entire system, and
not of its parts, can be resolved merely by looking at the object, and therefore,

4. that the idea of superposition representing some kind of actual “smearing out” or “blurring” of
actual things in the real world is untenable.

The thought experiment was intended, in other words, as a reductio ad absurdum of any naive realist
interpretation of quantum mechanics. We naturally seek to build such realist models—in which we
isolate parts of the model to represent parts of reality—because it is in our scientific tradition to do
science this way. But quantum mechanics reveals a reality that is just not amenable to this method,
according to Schrodinger: “Reality resists imitation through a model.”

The problem with this conclusion is that, as Schrodinger himself admits, such a “blurring” of
reality “in itself. .. would not embody anything unclear or contradictory.” We call it “absurd” only
because it is absurd to common sense; it is not logically or rationally absurd. And, as we shall see,
not everyone agrees with Schrédinger that superpositions cannot be said to represent a “smeared
out” reality. However, even if they do, Schrédinger is still correct that they do not represent a
“smearing” of “parts” of the model. The “smearing”, if there is any, is in the system as a whole, not
isolated in its parts.

What if we did take seriously the idea that reality can accommodate macroscopic superpositions,
or “smearing”, of reality involving dead/alive cats? To do so, we would have to place a greater value
on the scientific tradition of realist model-building than did Schrédinger—and likewise place less
value on common-sense. At the end of the day, Schrodinger’s Cat does not really demand that we

reject either realism or common sense, but only that we cannot have both.
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1.2.5 The Relative State Interpretation (Many Worlds)

In 1957, Hugh Everett ITI proposed a radical new solution to the measurement problem [79, 80|,
that took the idea of a reality that was “smeared out,” on a macroscopic scale, seriously for the
first time. He was primarily interested in applying quantum mechanics to cosmology—the study
of the universe as a whole. The problem with the received wisdom at the time, dependent as
it was on Copenhagenism, was that it was completely useless to cosmologists. While it might
make practical sense in a laboratory experiment to divide objects into “classical” and “quantum”,
presumably the entire universe is made up of quantum objects, not classical ones. To apply a
Copenhagen understanding of quantum mechanics to the universe as a whole would require an
observer outside the universe to collapse it by making some measurement on it. But, of course, the
universe being by definition all there is, there is and can be nothing outside of it to measure it—we
can no longer invoke a classical measuring device to collapse the quantum wavefunction when the
quantum wavefunction is everything that exists.

Everett wanted an interpretation that permitted sensible talk about the wavefunction of the
entire universe, using only quantum mechanics, without invoking classical measuring devices. He
wanted to preserve a realist approach to physics, and eliminate any special role for observation.
Observers, he felt, should themselves just be quantum objects like any other, as should measuring
devices. There should be no invocation of mental forces or mental states as fundamental entities—
mental states should simply be emergent from the wavefunction dynamics. In other words, the
fundamental postulate of Everett’s interpretation is the idea of wavefunction realism: that the only
thing represented in quantum mechanics, that actually exists in reality, is the wavefunction itself.
Anything else is merely perceptual artifact.

A corollary to wavefunction realism is what is called the no-collapse postulate: the assumption
that there is nothing like a real collapse of the wavefunction—for if the wavefunction is the only
reality in the universe, we cannot allow the invocation of some external collapse mechanism. Any
apparent collapse, therefore, is merely an illusion of perspective, like the apparent orbiting of the
sun around the Earth.

The result of this thinking was the “relative state” interpretation of quantum mechanics. Imagine
Schrodinger’s cat in a superposition of dead/alive states. But recall that, by Schrédinger’s analysis,
we cannot talk like this. If we are to admit a blurry representation of reality—and Everett is
ingisting that we do permit the wavefunction to be a direct model of reality—then it must be the
entire system that is blurry, not its individual parts. Schrédinger described this as a “disjunctive
catalog” of conditional statements about reality, rather than a model of reality with blurry variables,

as in:
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“If the atom decays, then the vial breaks, and I observe a dead cat.”
superposed with
“If the atom does not decay, then the vial does not break, and I observe a live cat.”

So the disjunctive conditional catalog is now looking more like a catalog of possible histories
for the entire universe. Since, from Everett’s perspective, this “catalog” actually represents reality,
we are forced to conclude that reality actually is a collection of such “histories™or “worlds”, or
“branches” (Everett himself usually calls them branches).

So the wavefunction never collapses, and all the disjunctive histories/branches are equally con-
sidered to be parts of reality. While it is true that something like a collapse seems to occur—when
we look at our measuring device, we see a particular outcome—Everett saw this, not as an actual
collapse, but merely as a matter of perspective. Since, as Schrédinger stated, we are barred from
ever referring to “states” of subsystems, such references must always be “relative to” some specified
state for the rest of the system:

There does not, in general, exist anything like a single state for one subsystem of a
composite system. That is, subsystems do not possess states independent of the states
of the remainder of the system, so that the subsystem states are generally correlated.
One can arbitrarily choose a state for one subsystem, and be led to the relative state for
the other subsystem. Thus we are faced with a fundamental relativity of states, which
is implied by the formalism of composite systems. It is meaningless to ask the absolute

state of a subsystem—one can only ask the state relative to a given state of the remainder
of the system.[79, 80, emphasis mine]

So it is always the combined system that actually has a state. So, properly, we cannot say:
“The cat is in the dead state.”
Instead, we must say:
“The cat is in the dead state relative to the broken state of the vial.”
Of course, one could just as well state:
“The vial is in the broken state relative to the dead state of the cat.”

The point is that the “broken” state for the vial subsystem is correlated with the “dead” state
of the cat subsystem. The correlation goes both ways; there is nothing special about the cat as
opposed to the vial. Note that we say that a particular state in the first subsystem is taken “relative

to” a particular state in the second subsystem. The cat subsystem (of the overall cat+vial system)
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can only be said to have the state “dead” relative to the “broken” state for the vial (not relative to
the vial itself).

Of course, “cat+vial” is not really the “entire system”™ —and neither, ultimately, is “cat+vial+box”,
or even “cat-+vial+box+experimenter”’. The “cat+vial” system only has the state “dead-+broken”
relative to some state or other for “the rest of the universe”. So one could always make the argument
that what we really should say is something like this:

“The cat+vial has the dead+broken state

relative to the such-and-such state of the rest of the universe.”

However, given that we cannot always determine a precise state for “the rest of the universe”,
it is reasonable to allow more restrictive talk about states of smaller systems, so long as they
are reasonably isolated (uncorrelated) with the rest of the universe, at least with respect to the
states/variables that are of interest to us.

Of course, in the cat experiment, there is another subsystem of interest to us, and that is the
experimenter himself. After the observation of the dead or alive cat—assuming the experimenter is
himself just another quantum subsystem of the universe—then he himself will be in a superposition
of seeing a dead cat and seeing a living cat. There are now, in a sense, two observers, each seeing
something incompatible with what the other is seeing. No one observer ever sees a superposition of
different outcomes, because the observer himself is in a superposition of seeing different outcomes—if
this sounds contradictory, that’s because it is, in a way. More precisely, we should say that it is an

arbitrary matter of semantics whether we say that there is:

1. a single observer in superposition of having two independent experiences, or

2. two observers superposed in one system, each having an experience independent from the
other’s.

There is no answer to the question “is there one observer or two?”, according to Everett:

At this point we encounter a language difficulty. Whereas before the observation we
had a single observer state afterwards there were a number of different states for the
observer, all occurring in a superposition. Each of these separate states is a state for an
observer, so that we can speak of the different observers described by the different states.
On the other hand, the same physical system is involved, and from this viewpoint it is
the same observer, which is in different states for different elements of the superposition
(i.e., has had different experiences in the separate elements of the superposition). In
this situation we shall use the singular when we wish to emphasize that a single physical
system is involved, and the plural when we wish to emphasize the different experiences
for the separate elements of the superposition. [80, p 6§]

Some [7, 4, 15, 111] have tried to make sense of the idea that only the singular meaning is coherent.

Their point seems to be that the “observer” is still a single “physical” system, albeit in superposition,
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so there can only be a single observer. But, of course, it violates wavefunction realism to speak this
way, giving some kind of absolute status to a subsystem, which is all an observer is in Everett’s
interpretation. Remember that subsystems do not even have states of their own, and are not even
in superposition, on their own terms, but merely as part of the superposition of the entire system.
Moreover, it is entirely arbitrary how one factors the wavefunction of the entire situation into
“subsystems” in the first place (one could say the same thing for classical systems, for that matter).
Hence, to insist that there is some kind of physical unity to the subsystem on its own that mandates
the singular point of view does not seem consistent with Everett’s program. There is no “absolute
observer” here. The notion of an observer is emergent from the wavefunction, not a presumed entity
within it. It is the wavefunction, in other words, that is absolute, not observers.

Still, we need a way to distinguish between these two different senses of “observer”, in order to
avoid confusion. Everett’s suggestion that we use the singular “observer” and plural “observers” is
not entirely satisfactory, as one can legitimately talk about multiple observers of type (1), or focus

on a single one of the observers of type (2).

Definition 1.1. Hence, I will define:
1. the first (singular) kind of observer as the observer-system, or physical observer, and
2. the second (plural) kind of observer as the individual observers, or experiential observers.

Since the observer-system cannot strictly be assigned a state, we need to speak of each individual
observer as relative to an individual state for the rest of the system, usually corresponding to an
experimental outcome. For instance, we can say that the experimenter has a particular experimenter-

state only relative to a particular cat state:
“The cat is in the dead state relative to the experimenter seeing a dead cat.”

Note that it is not really correct to say that the experimenter is in superposition of seeing a dead
and living cat (although we may speak imprecisely like this when the context of the statement is
clear). Strictly speaking, it is the above correlated subsystems, with their relative states, that are

in superposition with each other:
“The cat is in the dead state relative to the experimenter seeing a dead cat.”
superposed with

“The cat is in the living state relative to the experimenter seeing a living cat.”
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So the correlated relative states take the role of Schrodinger’s “disjunctive conditionals”. And
the superposition of all such correlations takes the role of Schrédinger’ disjunctive catalog—in other
words, the entire wavefunction.

Note that Everett’s interpretation is not giving privileged status to the observer or experimenter—
quite the opposite; the observer is just another arbitrary subsystem within the only entity that has
a non-relative state: the entire universe. Nonetheless, if we wish to account for our experience, we
will need to choose states that are relative to whatever particular state we happen to find ourselves
in. Our choice of such states may be ultimately arbitrary, but in practice we will need to make
such choices, since what we are all really interested in is ultimately ourselves. Thus before we open
the box and look inside to see if the cat is alive or dead, it makes sense to consider—from our
personal perspective—that the cat is in a superposition of dead/alive states, since once we look,
there will be two versions of us (one that sees a dead cat, and one that sees a living cat). However,
once we look inside, since the two versions of us are experientially (but not physically) incompatible
with each other (they do not share experiences or mental states), we effectively split in two (or
more correctly, our entire universe splits in two, since that is ultimately what is in superposition,
not mere subsystems). It is tempting to say that subjectively, there is a 50% chance we will see a
dead cat when we open the box, but objectively both things happen, each in a different effective
“world”. However, for reasons that will become clear later, I consider use of the subjective-objective
distinction here to be confusing, and prefer to say that there is a 50% chance from a given observer’s
viewpoint or perspective, but that both outcomes happen from an observer-neutral perspective (the
“God’s-eye” viewpoint).

However, since any one of the observers in superposition can never experience all of the worlds,
once an observers looks and observes one and only one outcome (apparently at random), they are
henceforth compelled to be interested only in those states relative to that outcome. Again, from
the God’s-eye viewpoint, this choice is arbitrary, but it is nonetheless necessary from the viewpoint
of an observer, if we consider that statements we make about reality will be—in the overwhelming
majority of cases—statements about whatever branch of reality we happen to find ourselves on.
This is not a fact about nature, but a fact about ourselves—it is the same principle at work that
determines that the vast majority of statements we make about economics will be about Earth
economics.

Everett did not, in his published work, go so far as to say outright that the individual observers
in superposition are living in different worlds or alternate universes, although he came very close to
effectively saying so, and, in my opinion, it would be decidedly contrived to interpret what he said

in any other way. He spoke of co-existing “branches”, rather than worlds, but there is no effective
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difference between his conception of a branch, and that of a world, so long as one retains the principle
of wavefunction realism, and the idea that a world/branch is perspectival—relative to an individual
observer—and not a metaphysical thing in itself. Everett himself assented a number of times to the

explicit characterization of branches as perspectival worlds, stating that:

Each individual branch looks like a perfectly respectable world where definite things have
happened. [82, p 276, emphasis mine]

In any case, according to Peter Byrne, Everett’s biographer [39, 40], Everett himself clearly intended
his interpretation to be taken this way, but toned down the language under pressure from his
supervisor, John Wheeler. Wheeler had shared earlier drafts with some of the Copenhagen circle
(including Niels Bohr and Alexander Stern). The Copenhagenists had lashed out against it with
enough force to put Wheeler into damage control mode. He attempted to convince them that
Everett’s interpretation was not, after all, as counter to Copenhagenism as it at first seemed, but was
actually compatible with it, and intended as a generalization of it. Wheeler then convinced Everett
to excise from his thesis much of the unorthodox language that had displeased the Copenhagenists
[39]. Byrne reproduces a passage from an early draft of Everett’s thesis that shows much more

clearly that it is a many-worlds conception of relative states:

The price, however, is the abandonment of the concept of the uniqueness of the
observer, with its somewhat disconcerting philosophical implications.

As an analogy one can imagine an intelligent amoeba with a good memory. As time
progresses the amoeba is constantly splitting, each time the resulting amoebas having
the same memories as the parent. Our amoeba hence does not have a life line, but a
life tree. The question of identity or non identity of two amoebas at a later time must
be rephrased. At any time we can consider two of them, and they will have common
memories up to a point (common parent) after which they will diverge according to
their separate lives after this point. It becomes simply a matter of terminology as to
whether they should be thought of as the same amoeba or not, or whether the phrase
“the amoeba” should be reserved for the whole ensemble.

We can get a closer analogy if we were to take one of these intelligent amoebas, erase
his past memories, and render him unconscious while he underwent fission, placing the
two resulting amoebas in separate tanks, and repeating this process for all succeeding
generations, so that none of the amoebas would be aware of their splitting. After awhile
we would have a large number of individuals, sharing some memories with one another,
differing in others, each of which is completely unaware of his “other selves” and under
the impression that he is a unique individual. It would be difficult indeed to convince
such an amoeba of the true situation short of confronting him with his “other selves”.

The same is true... [if] one accepts the hypothesis of the universal wave function.
Each time an individual splits he is unaware of it, and any single individual is at all times
unaware of his “other selves” with which he has no interaction from the time of splitting.

We have indicated that it is possible to have a complete, causal theory of quantum
mechanics, which simultaneously displays probabilistic aspects on a subjective level, and
that this theory does not involve any new postulates but in fact results simply by taking
seriously wave mechanics and assuming its general validity. The physical “reality” is
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assumed to be the wave function of the whole universe itself. By properly interpreting
the internal correlations in this wave function it is possible to explain the appearance of
the world to us (classical physics, etc.), as well as the apparent probabilistic aspects. [81]

I think, therefore, that it is misleading to suggest that Everett was putting forward something that
was agnostic towards the real existence of other worlds. He did not see worlds, per se, as existent
metaphysical entities onto themselves, but he did not see cats (or any subsystem, including himself)
that way, either, and it would be contrived to suggest that he was agnostic towards the reality of
cats. I will therefore use the term “relative state interpretation” and “many-worlds interpretation”
interchangeably.

There are some variations on the MWI which have sought to retain the elegance of the no-collapse
postulate, while jettisoning (or at least making optional) the multiplicity of real worlds (for instance,
possibly the consistent/decoherent histories [100, 145, 88] and many-minds [7] approaches). In my
opinion, these alternatives generally either fail to meaningfully distinguish themselves from the MWI
in the first place, or lack the commitment to wavefunction realism that is the hallmark of Everett’s
entire approach.

The consistent histories approach, for instance, replaces “worlds” with “histories”, but it is
unclear—to me, at least—how this avoids being a variation on many worlds. Calling something
a “history” instead of a “world” does not change anything of substance, any more than calling it a
“branch”. The “many minds” approach is more clearly distinguished from the MWI, but only gets
around a really-existing multiplicity of worlds by positing a really-existing multiplicity of “minds”™—
whatever they are—thereby giving minds just the kind of exalted status in physics that Everett’s
wavefunction realism was from the beginning trying to avoid.

One of the most common objections to the MWI is not technical at all, but based merely on its
common-sense implausibility. Proponents of the MWI generally feel that any apparent implausibility
is a small price to pay for the elegant solution it provides to the Measurement Problem. Some
detractors, however, find the idea of a universe constantly splitting into multiple copies of itself so
implausible that they feel it can be rejected largely on that basis alone, regardless of its intellectual
merits [157, 17, 230]. “Reality is not to be trifled with and sliced up in this way,” objects Polkinghorne
[157], who also declares many-worlders as members of the “’Gee-whizz’ school of science popularisers,
always out to stun the public with the weirdness of what they have to offer.”

It is difficult, however, to see how rejecting an hypothesis based merely on its degree of common-
sensical plausibility can be made to square with rational thought, the scientific method, or, indeed,
with the actual historical record of successful scientific theories, many of which have been initially
highly counter-intuitive. Such objections are, in my opinion, mere appeals to emotion, anti-scientific

on the face of it, and I will therefore not give them any further consideration in this dissertation.
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There are, however, critics of the MWI who do not reject it on account of mere counter-
intuitiveness, who would be perfectly happy, it would seem, to accept a multiplicity of worlds if
such a device could truly solve the Measurement Problem. Such critics disagree, however, with the
standard Everettian claim that the MWI is the logical end-result of wavefunction realism. They
believe, instead, that the MWI does, after all, add additional metaphysical constructs to quantum
theory, above and beyond the wavefunction. Of all these objections, perhaps the most persistent
one—and certainly the one taken most seriously by MWI proponents themselves—involves the re-

lationship between the wavefunction and probability.

1.3 Frequentism and Bayesianism

One cannot really frame a response to the Born rule objection—or even coherently make the objection
in the first place—without adopting an interpretation of probability theory. Unfortunately, as it
turns out, the interpretation of probability theory is almost as controversial as the interpretation
of quantum theory! The popular view is that the interpretation of probability is a choice between
two options: (1) an objective view, called “frequentism”, wherein probabilities are considered to be
the long-run relative frequencies of events, in the limit of an infinite sequence of observations, or
(2) a subjective view, called “Bayesianism”, wherein probabilities are simply subjective degrees of
belief, constrained by rationality and logic in how we reason from them. I will argue in Ch. 4 that
this is a false and misleading dichotomy. However, we still need to understand it, as it is currently
standard thinking and has had enormous impact on the quantum probability debate. For instance,
I believe it is because of the prevalence of this false dichotomy—generally accepted by both MWI
supporters and detractors—that Gleason’s proof of the Born rule [91] is almost universally dismissed
as irrelevant to the MWI probability debate, a dismissal which I will attempt to show is entirely

unjustified.

1.3.1 The Frequentist Approach

Everett presented a proof of the Born rule, from MWI assumptions, in his original paper [79]. This
proof falls into the general camp of frequentism, since it presumes that probability is the relative
frequency of occurrence taken in the infinite limit. Frequentism is usually considered to be an
objective view of probabilities, which seems consistent with Everett’s realism.

Everett’s proof can be divided into two stages:

1. Stage 1 shows that, if it is the amplitude of an outcome that matters, or “counts’, towards
the calculation of its probability, then we are forced to use an amplitude-squared rule if we are
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to recover the expected mathematical properties of a probability measure. This does not, of
course, prove that amplitude is indeed what counts.

2. Stage 2 of Everett’s proof attempts to show that counting amplitudes amounts to the same
thing as counting observers, in the limit of an infinite sequence of measurements on identically
prepared systems. This is not—as is frequently claimed—an attempt to derive the Born rule
from the wavefunction dynamics alone, since it assumes that branches (or observers or worlds)
are the appropriate a priori thing-to-count. Branch-counting is commonly seen as a very
natural assumption from an Everettian point of view: after all, since Everett claimed that all
branches are “equally real”, why should any of them be more probable than any other? Hence,
if Everett really could show that the Born rule amounted to branch-counting in the limit,
this might convince a lot of people (if not everyone) that the Born rule flows naturally out of
Everettian assumptions.

I agree, however, with most of Everett’s critics, that stage 2 of the proof fails on basic mathematical
grounds, namely that it treats infinite limits incorrectly (and, in any case, there are no literally
infinite measurement sequences in the real world, anyway).

On the other hand, I will also argue that the branch-counting assumption is not, in fact, a
natural consequence of Everettian assumptions, and so even if Everett had successfully done what
he thought he had done—reduce the Born rule to branch-counting—this would not in any sense have
been an a priori proof of the Born rule, although it would still have been of great significance, since

it would have unified amplitude-counting with its major, and perhaps only significant, competitor.

1.3.2 The Bayesian Approach

There is widespread dissatisfaction these days with frequentist conceptions of probability, and
Bayesianism is usually considered to be its primary competitor for a foundational theory of proba-
bility, and there is some support for a Bayesian view of quantum probabilities [45, 3, 46, 43]. The
Bayesian view treats probabilities as subjective, and not inherently about the real world at all,
referring only to subjective degrees of certainty over one’s purely subjective beliefs. The truth or
falsity of such beliefs, in the Bayesian view, is not necessarily material to probabilities at all. Some
Bayesians are stricter about this than others. Some may allow for the possibility of truly objective
probabilities as one kind of probability within the Bayesian framework, while others may insist that
all probabilities are necessarily subjective in nature.

Most Everettians have tended to be frequentists. However, one of the most popular recent
attempts to derive the Born rule from Everettian assumptions falls broadly within the Bayesian
camp, the proof of Deutsch and Wallace [226, 225, 71], which is based on principles of decision
theory. Here, the Born rule is said to follow from the wavefunction dynamics, plus the MWI, plus
some basic assumptions about rational belief and decision-making. It remains to be seen how many

will be convinced by this proof, but see [84, 132, 14, 90, 164] for some responses.
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In spite of its decision-theoretic framework, the basic nature of Wallace’s proof is really not
so different, from Everett’s stage 1. The key assumption made is that branch-counting is invalid
(Wallace has verbal arguments, but no proof, for this assumption). This is not so different in spirit
from Everett’s stage 1 assumption that we must count amplitudes. Instead of assuming amplitude
counting, Wallace is assuming that we can reject its main competitor. However, I will argue in
§3.3.10 that Wallace not only fails to adequately discount branch-counting, but that his proof is no
stronger or more convincing than Gleason’s proof [91] (and could even be construed as a decision-
theoretic version of Gleason). Hence, if Gleason’s proof is irrelevant to the MWI Born rule debate
(which seems to be the prevailing opinion) then Wallace’s proof should not be considered any more
relevant. However, in Ch. 8, T will disagree with the prevailing opinion, and argue that—under my
own unproven, but I think well-motivated, assumptions in that chapter—both Gleason and Wallace
can serve as Born rule proofs for the MWI, since the assumptions used in both proofs arise very

naturally in an algorithmic context.

1.4 Branches versus Amplitudes

It seems, then, that the Born rule objection and the major responses to it—whether frequentist or
Bayesian—are simply assuming opposing axioms, leaving little room for agreement at the current
time. I would suggest, then, that any MWI Born rule proof that is based on amplitude-counting, in

whatever form, will be open to attack by the either of the following counter-claims:

1. Branch-counting (or world-counting, or observer-counting') is better: It is widely felt that
branches ought to be what counts, a priori, not amplitudes. The term “branches” is a general
term that can refer to worlds, outcomes or observers, since all of these can be said to “branch”
in a many-worlds interpretation. The notion of counting observers in the relative-state inter-
pretation was originated by Everett [79] in his original paper, while Graham [95] is perhaps
the originator of the idea that world-counting is fundamental.

2. Amplitudes are not the kinds of things that add up to probabilities: Unlike with, say, sound
or water wave amplitudes, it is unclear exactly what quantum amplitudes are supposed to
represent, and (as we will see later) they have some decidedly strange properties that make
their use for “counting” in probability calculations quite odd—namely, their ability to interfere
with each other.

It is not entirely clear what the justification for #1 really is supposed to be. Born rule objectors

frequently just assume that world-counting is, from an a prior: perspective, self-evident. The Born

T have lumped observer-counting and world-counting together here as “branch-counting”, and will continue to do
so where appropriate; however, as we will see in later chapters, they are not exactly the same thing, and will have to
be treated separately in some contexts. It is less common to talk about “outcome-counting”, although certainly both
world-counting and observer-counting are really, at the end of the day, based on outcome-counting (since it is, after
all, only outcomes that we actually empirically count in laboratory experiments).

20



rule, on the other hand, they seem to view as illegitimate because it counts branches unequally, even
though they are supposed to be “equally real”. The problem with this view is that, since worlds
or observers are not primitive elements of the wavefunction, but appear to be more like emergent
properties, they may all be “equally real”, but this does not mean that they are the “real things”
of objective reality (the “ontic entities” of our ontology). The claim to “equal” reality for various
branches just means none is more real than any other. The idea that we can leap from this to the
postulate that branches are the actual “real things” of the world, that we can count up, is dubious
and has, in fact, hardly been defended at all. This is especially true given that amplitudes arguably
are the “real things”’ in any ontology based on wavefunction realism. Wavefunctions are, after all,
waves of amplitude, or at least of whatever it is amplitudes represent. “Branches” do not even appear
in an analytic description of the wavefunction.

The evolution of the wavefunction is said to be “unitary”. I will define more precisely what that
means in Ch. 2, but for now, we will just note that this unitarity is essentially the conservation
of amplitude structure. And since amplitude-counting yields the Born rule, we are quite justified
in claiming that the Born rule can be derived simply by assuming that we need to count whatever
it is that is the conserved quantity of the wavefunction: in other words, whatever it is that the
wavefunction “carries” in the way that classical waves carry energy, which is their conserved quantity.
For a classical wave, we “count” amplitudes (by integration) in order to compute how much “real
conserved stuff” (energy) it represents.? Probabilities also have to be “conserved”, as well (total
probability will alway be unity, or 100%) so there is a natural tendency to look for a conserved
quantity when looking for any countables for probability calculations.

Thus, amplitudes really are a very natural thing to count (even aside from Gleason’s proof). So
the objectors really need to do far more than simply present an alternative to amplitude-counting—
especially given the derivative and emergent nature of their actual proposed alternative. This is the
reason that objection #2 is actually quite important to making the Born rule objection viable. It
argues that, while amplitudes may have many mathematical features that make them an obvious
candidate for counting, they are simply not the kinds of things that make sense to count up, for the
purposes of computing probabilities. This is largely due to the existence of destructive interference
in wavefunction dynamics. In classical probability theory, countables cannot “interfere” with each
other in this way. If there is at least one way for an event to happen, it will with certainty have
a non-zero probability—its chances of happening cannot be cancelled out by the existence of still

other ways that the same event could also happen. The argument is that this just does not make

2The distinction between discrete counting and continuous integration is not important here, so long as the reader
keeps in mind that I am including integration as a kind of counting or summing up. For quantum waves, amplitude
counting can take the form of discrete counts or continuous integration.
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sense, from the perspective of probability theory.

Of course, there is still no point in arguing against amplitude counting if one cannot even suggest
a possible alternative. Hence, objection #1 is also needed here: we need an alternative, observer-
oriented way to count. Generally speaking, it seems to be the case that any such alternative to
amplitude counting asks us to accept a probability measure that is in some way subjective. The
problem is—as we will explore in the next section—that there are at least two entirely different ways
that a count-based probability measure can be called “subjective”, and much confusion emanates
from the inability to distinguish between these different senses of “subjective”.

One of the most important points I will be making, which underpins almost everything else in this
dissertation, is that a simple counting of branches (whether conceived of as “worlds, “outcomes” or
“observers”) is inappropriately subjective. Wallace gives his reasons for considering branch counting

to be invalid:

The first thing to note about branch counting is that it can’t actually be motivated
or even defined given the structure of quantum mechanics. There is no such thing as
‘branch count’...the branching structure emergent from unitary quantum mechanics
does not provide us with a well-defined notion of how many branches there are. All
quantum mechanics really allows us to say is that there are some versions of me for each
outcome. [227, p 255]

I believe that a misunderstanding of this point is the primary source of confusion about the MWI.
In fact, while I agree with Wallace’s basic point above, I will argue (in §3.3.10) that even Wallace
ultimately gives the wrong argument against branch-counting. When he says that “there is no such
thing as a ’branch count”’; I would argue that he should really be saying that “there is no such
thing as an analytic branch count.” We will see later, however, that there is a such thing (counter
to Wallace) as a non-analytic (i.e., synthetic) yet still objective branch count. Each “version of
me’—i.e. distinct consciousness—that exists after an observation is simply counted as one branch.
However, these branches are perspectival artifacts of the observer’s perception, not objectively ex-
isting (ontic) entities. Hence, they cannot serve as countables for an objective probability measure,
even though they are objectively discernible. The problem for Wallace here is that he is not adopting
an objectivist view of quantum probabilities, and so he is unable to insist that countables must be
objectively existing entities. For that, one would require a commitment to a metaphysical foundation
for probabilities, which is contrary to Wallace’s whole decision-theoretic approach. Thus, he tries
to argue that branches are not even definable at all. But his appeal to the “physical” vacuity of the
branch count does not really help him to dismiss the branch count as a basis for probability—since
he is adopting a (potentially) subjectivist approach to probability, the branch count surely does not

a priori have to be “physical” in order to matter. Wallace would have an argument here only if
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he could show that the branch count was not only non-physical, but could not even be objectively
calculated—not even from the perspective of a particular observer. To do this, he would have to
show that, given a complete description of the observer and environment, there is no way (even in
principle) of objectively determining how many distinct post-measurement consciousnesses continue
that observer’s pre-measurement conscious state. Such a demonstration would seem to me to be
highly implausible, and in any case, Wallace makes no attempt to argue for anything like this.

I will be dismissing branch-counting, nonetheless, for nearly the same reason as Wallace: I agree
that there is no single analytic “branch count”. However, I will argue that one must adopt a thor-
oughly metaphysical take on quantum probabilities as objective chances, in order for this observation
to be meaningful, and properly grounded. For this, a purely decision-theoretic probability theory
does not seem to be the proper tool.

The idea of branch-counting seems very intuitive to most Born rule objectors (and even many
Everettians). Indeed, Everett himself supported it in the form of observer-counting. It might seem,
for example, that if 1/4 of the post-measurement observers experience outcome X, then the pre-
measurement probability of X should, in a many-worlds ontology, be 1/4. In spite of Everett’s support
for this reasoning—in stage 2 of his Born rule proof—this kind of scheme does not actually follow from
his own fundamental assumptions, and is, in fact, in gross violation of them, since Everett’s most
fundamental postulate is that of “wavefunction realism” (not “world realism” or “observer realism”).
Worlds, in fact, in the relative-state interpretation, are properly considered as perspectival artifacts,
relative to an observer. In other words, they are synthetic in nature (definable only in terms of
experience), unlike (for example) amplitudes, which have a precise analytic definition, even if we
were to completely ignore the idea that there might be experiential observers hiding in, or emergent

from, the wavefunction.

1.5 Objectivity and subjectivity

Sometimes, it will be more accurate to refer to the entire class of all synthetic counting methods
as “observer-dependent counting”. This class will include some methods that do not, in general,
produce the same numbers as branch-counting. For instance, we might consider adding the follow-
ing alternatives to our list of potential observer-dependent countables, alongside the counting of
branches, worlds, outcomes or observers.

3. observer caring: Greaves [97] suggests the idea of tying the weight we give to a particular
branch to the amount we “care about” that branch.

4. observer fatness: Albert 6] goes one better with such “caring” measures by suggesting a variant:
one in which the weight of a branch depends on the mass of the observer in that branch, since
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you should “care more” about worlds in which you are fatter (since there is more of you in

those worlds).
Both of these suggestions seem inherently implausible—as they both imply purely subjective quan-
tum probabilities, and quantum probabilities do not seem to be things that depend on what we care
about or believe. They seem to be objective in nature. If some outcome has a quantum probability
of 25%, then this number will surely be the same, even for an observer who has no capacity to
understand the idea of probability, care about the outcomes, or even conceptualize the categories
involved.

But aren’t branches, being synthetic and observer-dependent, just as subjective as caring or
fatness? But I think it fair to say that most people would find it inherently much more plausible to
say that probability depends on the world count than to suggest that it depends on how much I care
about certain worlds, or my fatness. (The fatness measure, of course, was not meant to be serious,
but rather was meant to show what is wrong with the whole idea of caring measures.) What we
need to ask now, is whether the problem with such measures is their subjectivity, and if so, whether
or not this also eliminates world-counting and observer-counting—or whether there is something
wrong with the whole subjective-objective distinction, as we have been drawing it.

I will argue that, while it is possible to regard branch-based measures as “subjective”, if so,
they are subjective in a completely different sense than caring and fatness. But first, let’s establish
what we mean by the subjective-objective distinction, in the first place. Different people mean
different things by this distinction, and the failure to properly define the distinction can lead to
great confusion.

I will define three different levels of objectivity/subjectivity for probabilities:

1. “Strongly objective”, or “metaphysical” probabilities are not dependent for their value on the

state of knowledge or beliefs of the observer.

2. “Weakly objective/subjective”, or “epistemic” probabilities are dependent for their value on
certain pre-assigned “priors” (prior probabilities) that correctly quantify the observer’s relevant
knowledge. All other probability calculations and inferences are made as if the probabilities
were objective.

3. “Strongly subjective” or “psychological” probabilities are dependent for their value on certain
arbitrarily assigned “priors” (prior probabilities), that may or may not rely on the observer’s
state of knowledge or beliefs. All other probability calculations are made as if the probabilities
were epistemic.

Note that these are not general definitions of objectivity and subjectivity, but simply define how I
intend to use these words, in this dissertation, as applied to probabilities.

There is a further distinction between two different senses of “subjective” that I would like to

make with respect to count-based probability measures. A count-based measure can be subjective
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in either one (or both) of two possible ways. Given that a counting probability will always ask us
to divide the number of cases in a certain category (like the number of red marbles) by the total
number of cases (like the number of marbles), I will classify these two kinds of subjectivity according

to whether they subjectify the numerator or the denominator of the classical probability ratio.

Definition 1.2. “Denominator subjectivity”, or “count subjectivity ”> the measure counts non-ontic,
perceptual (or otherwise subjective) entities that are dependent on the observer’s knowledge or
beliefs; contrasted with “denominator/count objectivity”, in which objective (ontic) entities, with an

observer-independent existence, are counted.

Definition 1.3. “Numerator subjectivity”, or “category subjectivity”: the measure categorizes what
it counts into categories that are an arbitrary choice of the observer; contrasted with “numerator /-
category objectivity”, in which the countables are partitioned into categories that the observer has
no control over (meaning that there are reasons why those categories must be chosen, independent

of the observer’s preference for them, or even knowledge of them).

It is important to divide subjective and objective counting measures like this, as much confusion
can arise from a lack of recognition of this distinction.

We may “care more” about one branch over the others all that we like, but this is not going to
stop the branch with the higher quantum probability from being actualized for us, instead of the
one we “cared” more about. This kind of all-out subjectivity would leave no room for the clearly
objective nature of the vast storehouse of empirical results that have been collected over the years.

The “subjectivity” in branch measures is of an entirely different kind. Since branches are per-
spectival, they cannot be ontic entities, and we cannot thereby have count-objectivity. However, we
could still categorize our counts according to branches, and we could have category-objectivity. This
would require justifying the use of this category as observer-independent, and I do not believe that
such a justification exists, but we certainly cannot rule it out e priori.

Note that we would become hopelessly confused if we got these two senses of “subjective” mixed
up. This confusion is actually terribly common-place. In the context of branch-counting, it is
extremely tempting to conflate “branch categorizing” (in the numerator) with “branch-counting” (in

the denominator).

1.5.1 An Example: the four worlds

Let’s assume for the sake of argument that we have decided to count “worlds”, but in the sense of
rocky planets, not Everettian worlds. We can certainly imagine perfectly ordinary (non-quantum)

situations in which we would naturally count “worlds”, and no one would consider it unacceptably
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“subjective” to do so. Imagine you and I each have our own spaceships, and we play a game of
Solar Hide-'n-Go-Seek. 1T tell you that I will hide on one of the Solar system’s worlds (meaning
rocky planets), but I won’t tell you which one. You have no reason to think I am any more likely to
choose any of these four worlds over the others, but, since you have to start somewhere, you decide

to search Venus first.

Question. As you sit in orbit over the planet Venus, what is the probability, from your point of

view, that I am hiding on Venus?

Most of us would accept that the probability is 1/4. This is clearly in some sense objective. No
amount of “caring” about Venus, or “hoping” that I am hiding there, will make it more likely that I
am actually there. On the other hand, you don’t really know how I decided which planet to hide on.
So the 1/4 probability is based partially on your ignorance of what I did. Thus, if you could somehow
repeat the experiment many times, you would not at all necessarily find that [ am on Venus one of
every four trials. In fact, if you live in a deterministic universe, you might find that I hide on Mars
100% of the time—perhaps because that is my favorite planet, a fact about me that you did not
know.

So the 1/4 result cannot be completely objective—in the sense of being entirely independent of
your knowledge of the situation. Clearly, it is only “objective” if we allow it as given that I have no
reason to prefer any world over any other. But all this really says is that you have assigned a “prior
probability”™—based on your own ignorance—of 1/4 for each world. Any inferences you then make
from this subjective prior are in other respects objective, so long as they follow the rules of logic and
the mathematics of probabilities. If your ignorance is correctly quantified by the number 1/4, then it
is an epistemic, or weakly subjective probability. If not, it is strongly subjective, or psychological.
While epistemic probabilities may still be argued to be fundamentally subjective, they clearly have
more claim to objectivity than those based gratuitously on caring, hope or intuition.

Assuming that you really do have no knowledge that would allow you to prefer one world over
another, your conclusions are all objective inferences from your current knowledge. But your knowl-
edge is not itself objective, since it depends on you. On the other hand, it is possible for you to
believe that there is an epistemic probability of /4 that I am on Venus, and you might be mistaken.
Someone else could come along and remind you that Mars is my favorite planet, and then you might
realize that the probabilities are not all equal, after all. (This leaves you with the sticky problem
of how to correctly quantify your ignorance, which may not be doable with precision, but we can
accept this ambiguity as unmysterious.)

On the other hand, if you simply decided that you wanted to assign a prior of 7/8 for Venus,

simply because Venus was your favorite planet, your resulting conclusions about probabilities, even

26



if they be impeccably and objectively inferred from your priors, can not be called epistemic. If your
priors are based on hopes, desires, likes and dislikes, rather than being quantifications of your level of
knowledge, then your probabilities are fundamentally more subjective than epistemic probabilities.
Later, we will call most of these kinds of probabilities dozastic, since such non-epistemological
subjective priors are usually—if they are to behave like probabilities at all—based on prior belief,
if not knowledge. However, the “strongly subjective” label will also apply to any inferences drawn
from non-epistemologically justified priors.

One problem in interpreting quantum probabilities is that strongly objective (type 1) probabil-
ities are rarely used in classical physics. Indeed, it would seem that, in reference to single cases,
probabilities other than 0% and 100% can never be strongly objective in a deterministic universe.
For if the universe were truly deterministic, and you could somehow repeat a particular (single-case)
experiment, under ezactly the same conditions (i.e., with the entire universe in exactly the same
state), then you would simply get exactly the same result every time. If you were to appeal to a
repetition of the experiment that had the universe in even the teensiest bit different state, then your
resulting probability might be other than 0% or 100%, but it would not be single-case, and it seems
to be single-case probabilities that are at the root of most of the problems in the foundations of
probability. In addition, quantum probabilities are not restricted to 0% and 100%, and they are (or
at least appear to be) single-case probabilities.

Thus, our choice of world-counting in the Hide-n-Go-Seek example might be the objectively
appropriate choice—if it properly quantifies our ignorance—but if the universe is deterministic, no
single-case probabilities other than “0%” or “100%” can ever be strongly objective, so the Hide-and-
go-Seek probabilities would seem to be clearly subjective to some extent.

Here is the problem: it is because quantum outcomes do seem to be genuinely nondeterministic,
even when applied to single cases, that we get the possibility that they are strongly objective. In
fact, if we believe in wavefunction realism, it becomes hard to deny that quantum probabilities are
strongly objective. When one takes the many worlds viewpoint, however, a new subtlety emerges,
which is that all the outcomes described in the wavefunction are given equal reality. There is, in
fact, no absolute division of these results into “worlds”. The very idea of a world is relative to a
particular individual observer, and hence would seem to be subjective.

Hence, we have an undeniable tension here. In a sense, these probabilities must be strongly
objective, since they remain the same, regardless of the observer’s knowledge or belief (even if we
were rabbits, the quantum probabilities would be the same, without our even having any conception
of probability at all). This seems the height of observer-independence and strong objectivity. And

yet, unless they are relative to an individual observer, such probabilities disappear into nothing,
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making them (seemingly) completely subjective.

This tension must be resolved first if we are to talk sensibly about whether quantum probabil-
ities are “objective” or “subjective”. To help resolve it, we return to our planetary Hide-n-Go-Seek
example. Assume for now that you can correctly quantify your knowledge, and so your probabilities
are epistemic, and therefore weakly subjective. Assume further that we ask not the probability of
my hiding on Venus, but the probability of my hiding on any planet that is less than 12,500 km
in diameter. This is a category. So, given that our ontic entities are worlds (planets), we decide
to count worlds, grouping them according to this category. Given that our category is “size”, this
means that we need to take the count of worlds under the size limit, and divide by the total number
of worlds. Since only the Earth is actually above the limit, the count in the numerator will be 3,
and the probability will be 3/4.

Again, this assumes that all worlds that meet this category requirement are equiprobable, and
that worlds are the entities we are picking from (the things to count). If this is a correct quantification
of our ignorance, then this probability is weakly subjective. However, if we accept that worlds
really are objective countables, then this probability is only subjective in the numerator (category-
subjective), not in the count.

Now what if you knew with certainty that I had based my choice of world on a sequence of two
fair coin tosses? If we accept a coin toss as an ontic countable (that heads is objectively just as likely
as tails) then our probability is still 3/4, but is now strongly objective. At least it is objective in the
count; but is it also objective in category? This can be a tricky question, because it depends on more
than just the category itself. It depends on the question I am trying to answer. All categories might
be called subjective in some sense, since there is no absolute compulsion to categorize in the first
place. However, if I ask you the probability of drawing a red marble from a bag, my assumption of
the category “red” is included in the question posed, and so does not render the probability subjective
(although we will still say it is subjective in category). The resulting probability, however, is strongly
objective. Of course, one might argue that coin flips are not ontic entities, and that taking them
to be such is only a convenience to avoid having to fill in our missing knowledge. However, if you
like, substitute an appropriate quantum event for the coin flip. It then becomes extremely difficult
to avoid the probability’s being objective (although, again, it remains subjective in category).

One might think, then, that unless we have a perfectly flat distribution, where all events are
equally likely, that the numerator must contain reference to some category or other, and therefore
all probabilities are subjective in category, even when they are strongly objective. However, this is
not the case. Imagine someone asks you for the probability that the world I am hiding on is beautiful,

or within 1000 km of you. These categories will be defined differently for different people, and so
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there is a subjective element to them that does not exist for planet diameter. However, even then,
these two examples are very differently subjective. Beauty is subjective in a way that is—in practice
if not in principle—impossible to objectify. Distance to an observer, however, is only subjective
because the location of the observer is not specified. This kind of subjectivity can be objectified by
further analysis of the state of the observer. And perhaps even beauty can be so analyzed, if we
only had enough information. I will not try to settle that question right now—our purpose here is
merely to clarify the distinction between the possible senses of “objective” and “subjective”, not to
settle all resulting controversies (although some of the more important ones will be discussed in Ch.
4).

The failure to distinguish between all these very different senses of “subjective” is at the root of
much confusion over the role of probabilities in Everettian quantum mechanics. It arises, I believe,
out of the attempt to make a single dichotomy, “objective versus subjective”’, do duty for too many
different ideas, and it has generated the further false dichotomy of “frequentism versus Bayesianism”.
Fortunately, there is already an additional distinction that clarifies a great deal of the confusion over
subjectivity, that already has a long philosophical history, and, in spite of widespread rejection in

the twentieth century, it is extremely well suited to quantum probabilities.

1.6 Analytic versus synthetic

So should we take quantum probabilities to be objective or subjective? While we could certainly
define quantum probabilities as strongly subjective, based on their strong observer-dependence, this
would be a very different sense of “subjective” than that defined in the previous section. I believe
we need to very strongly distinguish between “subjective” and “observer-dependent”. A statement
or judgment that is observer-dependent is better called “synthetic”’, rather than “subjective”; since
it is possible for it to be actually quite strongly objective in the sense we defined above. Synthetic
statements and judgments are contrasted, not with objectivity, but with analyticity. As a preliminary
to defining these terms, however, it will also be useful to explain a few other related, standard

epistemological terms.

Definition 1.4. We will define “knowledge” in the standard way, as “justified true belief”. Thus, we
will not require knowledge to be certain, so long as it is rationally justified. But justification alone is
not enough, for if a justified belief is nonetheless false, it is not knowledge. Neither is it knowledge
if it is true—and we fully believe it to be true—but our reasons for believing are misguided. While

it is possible to debate the validity of this definition, it will do fine for our purposes.

Definition 1.5. A “necessary statement” is a statement that must be true—it cannot, even in
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principle, be coherently imagined to be false. An “impossible statement” is the denial of a necessary
statement. A “contingent statement” is one that could conceivably be true or false—it is possible,

in principle, to imagine it either way.

Definition 1.6. All statements are either necessary, contingent or impossible. A “possible state-
ment” is one that is not impossible (so it is either necessary or contingent). An “unnecessary
statement” is one that is not necessary (so it is either contingent or impossible). A “noncontingent

statement” is one that is not contingent (so it is either necessary or impossible).

Definition 1.7. “Analytic statements” or “logical statements” are logically true (or false), so that
their truth values do not depend in any way on experience, being “observer-independent”—they are
thus noncontingent (either necessary or impossible), since it is not possible, even in principle, to
imagine their being false (or true, as the case may be). An “analytic truth” is an analytic statement
that is true. An “analytic falsehood” is an analytic statement that is false. An “analytic judgment”
occurs when an observer decides, by using logic alone—without appeal or reliance on experience in

any way—that a statement is true or false.

Definition 1.8. “Synthetic statements” or “experiential statements” are statements that are depen-
dent on experience; they are thus “observer-dependent” and not true (or false) by logic alone—they
are therefore contingent, since it is logically possible to imagine, at least in principle, their being
false (or true, as the case may be). A “synthetic truth” is a synthetic statement that is true. A
“synthetic falsehood” is a synthetic statement that is false. A “synthetic judgment” occurs when an
observer decides, by nonlogical means—appealing to or relying on experience in some way—that a

statement is true or false.

In this dissertation, “synthetic” is the same as “experiential”’, and “analytic” will essentially mean
“logical”’, which will not be taken as particularly distinct from “mathematical” or “computational”.
So any true mathematical statement is no less analytic than a logical tautology. Any computer
program that we can construct can also be said to be an analytic truth, even though we normally
express programs constructively, and not necessarily as statements (but just attach the phrase, “the

following program exists...” to the front of any program, to make it a statement).

Definition 1.9. An “a posteriori judgment” occurs when an observer decides, in an observation-
dependent way—i.e., by way of particular experiences—that a statement is true (or false), whether
or not the judgment is made with certainty. An “a posteriori statement” or “empirical statement”
is one whose truth can most certainly be known through “observation-dependent” means, since it
follows from particular experiences, or “observations”. An “a posteriori truth” is an a posteriori

statement that is true. An “a posteriori falsehood” is an a posteriori statement that is false.

30



Definition 1.10. An “a priori judgment” occurs when an observer decides, in an observation-
independent way—i.e., without appeal to particular experiences—that a statement is true (or false).
An “a priori statement” is one whose truth can most certainly be known through “observation-
independent” means, since it does not follow from any particular experiences, or observations. An
“a priori truth” is an a priori statement that is true. An “a priori falsehood” is an a priori statement

that is false.

Definition 1.11. From the definitions already given, a “synthetic a posteriori” or “a posteriori expe-
riential” statement is one that is “experiential, and knowable only by way of particular experience”—
i.e. observa TION-dependent (and hence also observ ER-dependent). A “synthetic a posteriori truth”
is a synthetic a posteriori statement that is true. A “synthetic a posteriori falsehood” is one that
is false. A “synthetic a posteriori judgment” occurs when an observer decides, in an observation-

dependent (empirical) way, that a synthetic (observer-dependent) statement is true (or false).

Definition 1.12. From the definitions already given, an “analytic a priori” or “a priori logical”
statement is one whose truth follows from logic alone, and which is knowable prior to any particular
experience. An “analytic a priori truth” is an analytic a priori statement that is true. An “analytic
a priori falsehood” is an analytic a priori statement that is false. An “analytic a priori judgment”

occurs when an observer decides, through logic alone, that an analytic statement is true (or false).

Definition 1.13. From the definitions already given, a “synthetic a priori” or “a priori experiential”
statement is one that is experiential, but nonetheless knowable prior to any particular experience—
i.e. observFER-dependent, but not observaTION-dependent. A “synthetic a priori truth” is a syn-
thetic a priori statement that is true. A “synthetic a priori falsehood” is one that is false. A
“synthetic a priori judgment” occurs when an observer decides, in an observation-independent way,

that a synthetic (observer-dependent) statement is true (or false).

Definition 1.14. From the definitions already given, an “analytic a posteriori” or “a posteriori
logical” statement is one whose truth follows from logic alone, but which nonetheless is not knowable
prior to any particular experience. An “analytic a posteriori truth” is an analytic a posteriori
statement that is true. An “analytic a posteriori falsehood” is an analytic a posteriori statement
that is false. An “analytic a posteriori judgment” occurs when an observer decides, in an observation-

dependent way, that an analytic statement is true (or false).

Tt is tempting to take the analytic/synthetic distinction to be a metaphysical distinction, since
it is fundamentally about what makes a statement true, while considering the a priori/a posteriori

distinction to be more epistemological, since it is about how one comes to know that something
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is true. While there is something to that, it can be confusing to make a hard distinction, just as
it would be misguided to make a hard distinction between metaphysics and epistemology to begin
with.

We can make another rough distinction by noting that any of these labels can be applied either to
(1) statements and truths, or (2) judgments and knowledge—the former being a more metaphysical
matter, and the latter more epistemological. Hence, a “synthetic a priori” truth is a statement that

depends for its truth on experience (in general or in particular), but is knowable best (with most

certainty) without appeal to particular experiences. However, it might still be possible to confirm
such a truth empirically (a posteriori), which would count as a synthetic a posteriori judgment. The
statement is still a priori, however, so long as an a priori demonstration is possible, in principle.
In the meantime we assign the provisional label of “a posteriori”; since this is what the statement
currently is for us, in practice (given our current state of knowledge, which of course could always

change).

Definition 1.15. If a statement is currently known a posteriori, and it is unknown whether an a

priori demonstration is possible, we will refer to the statement as “provisionally a posteriori”.

A perfect example of a provisionally a posteriori analytic statement is the Goldbach conjecture
(that every even integer greater than 2 is the sum of two primes). This statement has never been
proven analytically, but has to-date been empirically confirmed for the first four quintillion (4 x 10'®)
even numbers greater than 2. As a result, many people have judged it to be (most probably) true.
The judgment is a posteriori, even though the statement is purely analytic, and must be true or false
by logic (or math or computation) alone. It is thus clearly possible to judge an analytic statement
true a posteriori.

This does not, however, mean that the statement is analytic a posteriori—it may or may not be.
Let us suppose that there is no possible proof for the Goldbach conjecture, and that there is no way to
know whether it is true by a prior: means, even in principle. This could well be the case, even though
it is an analytic statement, since it might be that one would have to check the statement against all
(the infinite number of) possible even integers to prove it true, which is clearly impossible. If this is
indeed the case for the Goldbach conjecture, then it is truly an analytic a posteriori statement. On
the other hand, this might not be the case: perhaps there is a finite analytic proof for the Goldbach
conjecture, and no one has discovered it yet. If so, then it can actually be known with greatest
certainty through a priori means, and the statement is thus actually analytic a priori. Since we
currently have at hand no such analytic proof for the Goldbach conjecture—even though it is widely
believed to be true for a posteriori reasons—all we can really say right now about the Goldbach

conjecture is that it is an analytic statement of which we do not know whether it is a priori or a
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posteriori, but that it is currently known only a posteriori. The most, therefore, that we can say is

that it is analytic and provisionally a posteriori.

Definition 1.16. If a statement is analytic a posteriori (logically true but knowable only empiri-
cally), then we will refer to the statement as “a priori in principle only”, or (along with all genuinely
a priori statements) “a priori in principle” or “essentially a priori” (Note that this means that all
analytic a posteriori statements are essentially a priori—historically, in fact, it is usual to simply
call them analytic and a priori, the former being taken to imply the latter. Note that Godel’s
incompleteness theorem [93] can be interpreted, under the definitions given here, as a proof that

there exist analytic a posteriori statements).

Definition 1.17. If a statement is a priori, but the required a priori demonstration is beyond
practical reach, then we will refer to the statement as “a posteriori in practice only”, or “practically

a posteriori”, or (along with all genuinely a posteriori statements) “a posteriori in practice”.

Note that, while “a posteriori in practice only” and “a priort in principle only” are distinct, they
will quite frequently be impossible to distinguish in practice. How could we know, for instance,
which category the provisionally a posteriori Goldbach conjecture falls into (even assuming that it
is true)? If an analytic proof is possible, and we just haven’t thought of it yet, then the statement is
straightforwardly a priori, and the a posteriori label is merely provisional. However, what if such a
proof exists, but remains forever beyond human reach? If this is merely a practical matter, and such
a proof is technically possible—even if humans had to devote all their money and time for millions of
years into constructing such a proof—we would be compelled to admit that the conjecture is strictly a
priori, not merely in principle, even though it remains a posteriori in practice. If, however, the proof
is genuinely impossible for human beings to carry out, perhaps because it would require completing
an infinitely long proof sequence, then the statement is strictly analytic a posteriori, but a priori in
principle. But clearly, it may not always be possible to know which of these scenarios holds, since
the proof is currently beyond our capabilities. To further confuse the issue, there is the possibility
that the proof exists (it is possible in principle for someone to carry it out), but it is impossible in
principle for humans to carry it out. Our existing definitions don’t really help us in that case (but
I would personally prefer to simply say that the statement is a priori in principle but a posteriori
for humans).

As you can see, while it is important to understand the distinction between these various flavours
of analyticity, more often than not, we will have to lump them all together as simply “a priori in
principle”, which happily applies to all analytic statements. The precise status of many statements

may never be known, and may perhaps be unknowable.
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Synthetic truths typically have to do with worlds and/or minds, since these are the two things
we tend to take as given that nonetheless cannot be “proved”; as they have an (at least apparent)
resistance to analysis. We know our own mind, and the world around us, through direct experience,
not logic. Nonetheless, some (we will call them “rationalists”) believe (or at least hope) that it is
possible, in principle, to render all knowledge as logical or mathematical; while others (we will call
them “empiricists”) believe that there is something irreducibly experiential about existence that can
never be mathematized or analyzed. Still others (we will call them “mystics”) take this even further,

by claiming that there is knowledge that is neither logical nor experiential in nature.

Definition 1.18. By “rationalism”, I will mean the view that all so-called a posteriori statements
are ultimately analytic, being either (1) only provisionally a posteriori, or (2) a priori in principle.
In both cases, we simply lack the more precise a priori formulation of the statement—in the former
case, we just haven’t figured out yet how to render the statement a priori, and in the latter case,
there are fundamental limits to our ability to do so. (Rationalism thus tends to give metaphysics a

primary role in physics.)

Definition 1.19. By “empiricism”, [ will mean the view that there exist synthetic a posteriori
statements that are not a priori, even in principle. (Empiricism thus tends to reduce metaphysics

to a supporting role in physics.)

Definition 1.20. By “logical positivism”, I will mean the kind of empiricism that also claims that
there exist no synthetic a priori statements, even in practice. (Logical positivism thus tends to go
hand-in-hand with the complete rejection of metaphysics as a discipline, essentially giving it no role

in physics at all.)

Definition 1.21. By “mysticism”, I will mean the view that there exists knowledge that is neither
synthetic nor analytic. (Mysticism thus tends to make metaphysics a completely separate discipline

from physics.?)

Definition 1.22. By “spiritualism”, I will mean the kind of mysticism that also claims that there
is synthetic a posteriori knowledge that is irreducibly mystical—its being ultimately caused by
“spirit”. (Spiritualism thus encourages the mystical view of metaphysics, rejecting the empiricist

and rationalist views.)

Definition 1.23. By “materialism”, I will mean the kind of empiricism that also claims that there

is synthetic a posteriori knowledge that is irreducibly synthetic—its being ultimately caused by

31t is worth pointing out that in the popular press, the word “metaphysics” is frequently equated with this sort
of mystical metaphysics, by defining it as the study of “that which is beyond physics,” or somesuch. This is not the
traditional meaning of the word, and not how the word is used in academia.

34



“matter” and /or “energy”. (Materialism thus encourages the empiricist view of metaphysics, rejecting

the mystical and rationalist views, including any kind of idealism.)

Definition 1.24. By “idealism”, I will mean the view that synthetic a posteriori knowledge is
ultimately knowledge of the objects of consciousness, whatever their cause or source. (Idealism thus
tends to consider metaphysics to be the study of possibilities or ideas, and thus rejects empiricist

views of metaphysics, including any kind of materialism.)

Definition 1.25. By “synthetic idealism”, I will mean a kind of idealism that also claims that there
is synthetic a posteriori knowledge that is irreducibly synthetic in nature. (Synthetic idealism thus

tends to discourage a rationalist view of metaphysics.)

Definition 1.26. By “subjective idealism”, I will mean a kind of synthetic idealism that also claims
that synthetic a posteriori knowledge is always of something ultimately mental in nature. (Subjective

idealism thus tends to encourage a mystical view of metaphysics.)

Definition 1.27. By “objective idealism”, I will mean a kind of idealism that also claims that

synthetic a posteriori knowledge is always of something ultimately non-mental in nature.

Definition 1.28. By “analytic idealism” (or “logical” or “mathematical” or “computational” ideal-
ism), I will mean a kind of objective idealism that also claims that synthetic a posteriori knowledge
is always of something ultimately analytic in nature. (Analytic idealism thus tends to encourage a

rationalist view of metaphysics.)

Definition 1.29. By “transcendental idealism”, T will mean a kind of objective idealism that also
claims that the objects of synthetic a posteriori knowledge are (qua objects in space and time)

mental in nature, while remaining ultimately non-mental in nature (qua elements of reality).

Definition 1.30. By “transcendental synthetic idealism”, I will mean a kind of transcendental
idealism that is also synthetic, so that the objects of synthetic a posteriori knowledge are, qua
objects in space and time, mental in nature, while remaining ultimately non-mental and irreducibly

synthetic in nature.

Definition 1.31. By “transcendental analytic idealism”, I will mean a kind of transcendental ideal-
ism that is also analytic, so that the objects of synthetic a posteriori knowledge are, qua objects in

space and time, mental in nature, while remaining ultimately non-mental and analytic in nature.

Transcendental analytic idealism is thus a kind of synthesis of analytic and synthetic idealism,
as well as rationalist and empiricist epistemologies. It operates functionally—for synthetic a priori

reasons, within the domain of space and time—as a kind of synthetic idealism (i.e., empirical objects
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are, qua space-time objects, synthetic in nature). At the same time, it is more generally, and strictly
speaking, an analytic idealism (i.e., empirical objects are mathematical in nature qua elements of
reality).

These “ism” definitions are intended to serve my own purposes in this dissertation, and are not
intended to make everyone happy—there is no standard set of definitions for these terms, and I reveal
my biases not only in my choice of definitions, but also in my choice of what to define and what to
leave out. I have defined quite a few different varieties of idealism for a specific reason. Everettian
quantum mechanics shares many features with idealism, and some of the most frequently voiced
objections to it are essentially the same as age-old objections to idealism. In later chapters, we will
deal with these objections, and the general issue of whether or not Everettianism is a kind of idealism
(or whether it ought to be). While saving the details for later chapters, it will help to put things in
perspective if I summarize now the general position I will be taking: in my opinion, there is no a priori
reason to assume that Everettianism has to be idealistic or materialistic, empiricist or rationalist—
and it is possible to address the Born rule debate without settling such issues (although Everett
himself seems to have been an empiricist and materialist). However, given the resonance which
Everettianism has with idealism, it is difficult to avoid the question as to whether Everettianism is
any clearer, or more cogent. or more promising a framework, when interpreted in idealistic, rather
than materialistic, terms. It has generally been developed, historically, in empiricist and materialist
terms. I will argue, however, that the simplest and most elegant formulation of Everettianism, with
most promise for addressing the Born rule (and other) objections, will strongly encourage us to
consider the idea of an analytic and transcendental? idealism. In Ch. 6, I will argue that such a
metaphysics can allow for in-practice-synthetic and in-theory-analytic space-time objects that are a
mere tiny subset of all possible space-time objects—meaning that most of the “possible worlds” of
idealism do not manage to qualify as “physical” or “material” in nature, due to information-theoretic
considerations. I developed these ideas originally in [174], although I discovered later that they had
already been developed by Robin Hanson in [102] (Hanson takes a very different approach, but the
basic idea is the same). To use Hanson’s metaphor, the most highly improbable worlds—the absurd

or “maverick” worlds—are “mangled” out of existence by the more probable ones. Such a mangled-

4The reader may need to put aside any preconceptions of the word “transcendental”, since it is widely used (or
mis-used) in the popular press as a synonym for “mystical”. I use it here to mean, not a metaphysical position, but
an epistemological method, which may be employed by the mystic or the rationalist or the empiricist. It more or
less refers to any means of acquiring knowledge by moving from one’s immediate experience to that which transcends
experience, but is necessary in order for that experience to exist in the first place. This method has its roots in
Descartes’ [68, 67, 69] famous credo “Cogito Ergo Sum” (“I think, therefore I am”). Possibly all metaphysics is
transcendental, strictly speaking, but we tend to use the word only for those metaphysical systems that make the
transition from immediate experience explicit, and pay it some systematic attention. The “transcendent realm” that
is thus implied by immediate experience could be some mystical realm of spirit, but could also be the equally ineffable
and indefinable corporeal realm of “matter”. Or, it could be the definable and effable realm of mathematics. Each of
these realms may be seen by their adherents as implied by our experience, while at the same time transcending it.

36



worlds view allows for an idealism that acts as a kind of operational materialism, negating most of
the ethical and existential worries that people tend to have over idealism in quantum mechanics (not
to mention, more strongly motivating the rejection of world/observer-counting needed to respond
to the Born rule objection). I will return to mangled worlds later, as the basic idea is absolutely
crucial to making an algorithmic interpretation of quantum mechanics workable.

Putting aside the possibility of mystical knowledge, which is beyond the concerns of this disser-
tation, our definitions thus far still leave room for the possibility that a statement might be neither
strictly @ priori nor strictly a posteriori, since it might be possible to judge it by either means,
with no more certainty in one case than the other. However, this is unlikely to ever happen, since
if it is possible to know a statement a priori, one would not expect an a posteriori demonstration
to yield greater certainty. For our purposes, then, we will adopt the general rule of thumb that a
priority always takes precedence over a posteriority, when it is available. To say that a statement is
a posteriori will generally mean that it is not possible to know the statement a priori.

Historically, it was generally assumed that analytic truths and statements are necessary and a
priori, and that the very idea of an analytic a posteriori truth is nonsensical. Some writers [148, 122]
have, however, given “analytic e posteriori” meaning in different ways than I have, so the reader
should not take my usage as standard (it would be more standard to just say that the category is
empty).

The truth of a synthetic a priori statement is dependent on the prior (innate) nature of the
observer—the way the observer comes already “wired up”, so to speak—but not on any particular
(posterior or empirical) observations. The “observer” in “observer-dependent” does not have to mean,
specifically, this particular observer (although it might); it could refer instead to a larger class of
observers that this observer is a member of. We can imagine different kinds of synthetic a priori
truths, based on the size and scope of this larger class (and we will discuss some of the possibilities
later).

It might seem equally obvious that synthetic statements, being experiential, are always a poste-
riori and contingent, and never a priori or necessary. Since these two categories would cover both
logic and empirical observation, many would see this as exhaustive. However, Kant [109] argued, and
indeed his philosophy was largely based on, the contention that synthetic a priori statements are
possible. Take, for instance, the Pythagorean theorem (that the square of the longest side of a right
triangle is equal to the sum of the squares of the other two sides). Kant argued that geometrical
truths such as this are not analytic, but synthetic a priori. A proof of this theorem is not a purely
logical affair, according to Kant, but depends on one’s intuition of space and time, and is thus in

some way experiential. Logically, it could have been otherwise. In other words, to convince yourself
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of its truth, you need to imagine a triangle in space, and in so doing you make assumptions about
space that are not logically justified. For instance, you assume space is flat (Euclidean), whereas
space may be hyperbolic or spherical, for all you know. Humans generally take three-dimensional
Euclidean space as an a priori (prior to particular experiences) because it is a necessary condition
for having spatial experiences—in other words, we are innately built to picture space this way, even
though it logically could be otherwise.

A crucial question for many synthetic a priori statements is whether they can be rendered
analytic by giving them the appropriate context. For instance, suppose we agree with Kant that
the Pythagorean theorem, as stated, is synthetic a priori, since it depends on innate human spatial
and temporal intuitions. There are a couple of ways we could try to render this statement analytic
(when I say “render” it analytic, I mean come up with a slightly different but related statement,
perhaps more precisely phrased, that is analytic). We could simply adopt the stance of analytic
geometry, which would have us reduce the statement to an algebraic one without specific geometrical
content. However, then there would be no justification for preferencing the Euclidean features of
space that we thought made the theorem true. So, generally, what is actually done is that the a
priori synthetic qualities of space and time are axiomatized, and then the theorem is proved from
this synthetic base, as a purely analytic proof. This, of course, does not make the truth an analytic
one, unless we take the axioms to be purely hypothetical. For this reason, it is sometimes ambiguous
whether a given statement or theorem is synthetic or analytic. We need to be specific about what
“statement” we are asking the question about, if we care to decide the matter. For instance, one

could argue that, of the following two almost-identical statements,
“If Buclid’s Five Postulates are true, then his 47th Proposition follows”
and
“Buclid’s 47th Proposition is true,”
the former is analytic, while the latter is synthetic (we put aside issues concerning whether Euclid’s

postulates are truly sufficient to axiomatize geometry—assume for argument’s sake that they are.)

There are thus many different flavours of “synthetic” and “synthetic a priori”.

Definition 1.32. For instance, we can define the following three different, (but not exhaustive) kinds

of observation-independent, observer-dependent (synthetic a priori) statements:

1. “Persona-synthetic a priori” or “person-dependent” statement: an experiential statement that
depends on a particular observer’s innate nature, but not on any particular experiences that
observer has had.
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2. “Anthro-synthetic a priori” or “human-dependent” statement: an experiential statement that
depends on innate human nature, but not on any particular experiences that any humans have
had.

3. “Cogito-synthetic a priori” or “consciousness-dependent” statement: an experiential statement
that depends on the inherent nature of consciousness, but not on any particular experiences
that any conscious beings have had.

That Euclidean geometry is synthetic a priori, Kant clearly has a case to make (although we will
not try to settle its correctness here®). However, even if Kant is right, while Euclid’s proof for
his 47th Proposition may be both person-dependent and human-dependent, it is not necessarily
consciousness-dependent, as it is feasible that there might be possible conscious beings (it is irrelevant
whether such beings actually exist) who find it natural to think in terms of a {ive-dimensional hyper-
bolic space, and for whom the notion of a three-dimensional Euclidean space is quite alien. It could
even be possible that such beings might actually live in a three-dimensional Euclidean universe—
after all, humans have an innate intuitive preference for three-dimensional Euclidean space, even
though our universe is actually not Euclidean. In other words, synthetic a priori truths are per-
spectival in nature—tied to a point-of-view, and in some sense always at least partly about that
point-of-view—they are not automatically generalizable to some corresponding a posteriori or ana-
lytic statement, by somehow “detaching” them from their experiential context. Thus, it is perfectly
possible for a human to correctly state that the 47t Proposition is true, as a synthetic a priori
truth, yet false as an a posteriori statement. Further, if the statement is formulated so as to make
its own experiential context explicit, it may not even be possible to interpret it in an a posterior:
context, without rewriting the statement.

The fact that we know a posteriori that our universe is not Euclidean is a lesson not to get
caught in the trap of thinking that any given a priori synthetic truth necessarily generalizes beyond
whatever experiential context it was framed in (whether that means generalizing it from a synthetic
domain to an analytic one, or just from one synthetic domain to another one). That we innately
experience geometry in Euclidean terms does not automatically mean that Euclidean geometry is
the simplest kind of geometry that explains these experiences, a posteriori. On the other hand,
the fact that some other geometry is known a posteriori as a well-confirmed physical law, does not
necessarily mean that its truth is entirely a posteriori. It could also be, that were we to learn more
about perception and experiences, we would understand that this non-Euclidean geometry was an a
priori necessary condition for any such experiences. Such a truth would be synthetic a priori, even
if, in practice, we had judged it to be true a posteriori.

As you can see from the preceding discussion, it can be very tricky to apply the analytic-synthetic

5TFor my views on Kant’s philosophy of geometry, see [173].
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distinction, especially when the a priori synthetic category is permitted. One reason is that we never
actually prove something to ourselves in an absolutely purely logical manner. Proofs always involve
some kind of synthetic, experiential cognitive structures, that we build in order to be able to make
the logical inferences that we do—we cannot do “pure logic” in our heads. Our natures demand
some kind of synthetic dressing, and it can be very obscure how much of our analytic proofs or
constructions actually depend on this dressing. Demonstrating a proof in predicate logic, adding
2 4+ 4, and writing a computer program are all “analytic”, according to the definitions I have laid
out above. Yet, someone can always come along and try to make a case that the substance of one’s
analysis is really synthetic—being highly dependent on the experiential context of the language used
to perform the analysis—and it can be difficult to defend against this kind of de-construction.

The theory of computation, however, has produced a number of results that give us reason
to think that analysis is not somehow entirely deconstructible into synthesis. One cannot “dissolve
away” objective, analytic content by the trick of translating into multiple different languages, showing
that there is nothing left that survives all such possible translations. Once one manages to ignore
and put aside all the particular notational and intuitional supporting structures of even a huge
untold number of formulations in different languages, there is still an analytic core that will remain
necessary, objective and non-experiential. If one could show, for example, that (1) a predicate logic
proof, (2) the adding of 2 and 4, and (8) the writing of a particular computer program, were all
formally equivalent to each other, one could then be confident that what the three formulations
have in common, after translation, is much closer to the true analytic content of all three, than what
can be gleaned from any of the individual formulations alone. We can show this formal equivalence
by translating back and forth between the different languages (predicate logic, arithmetic and the
computer programming language). We will examine these ideas in more detail in Ch. 4; for now,
it will suffice to note that while there may always be room for debate as to where analytic and
synthetic content begins and ends, we will accept that there are analytic truths that are entirely
independent of experience.

It is crucial to note that, just from the definitions given, there is no reason to suppose that there
are synthetic a priori truths that are un-analyzable—that cannot be made into analytic truths
by broadening the context, and appropriately analyzing the observer himself. However the analytic
truth quae analytic, will not depend on the fact that it happens to describe an observer with a certain
nature gqua observer. The moment we make a statement’s truth (or a computer program’s output)
depend on the statement/program’s observer-ness, then its truth value or output is automatically
synthetic, even though the statement or program itself is still entirely analytic. But, then, this is no

different from any “outputs” or “truth values” of any formal system, which are never analytic, anyway,
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but always synthetic. Truth values (qua truth values) are synthetic, since a formal, logical inferencing
system does not, consider anything special about the “true” or “T” symbol, that makes it correspond
to truth, as opposed to falsehood. Even the idea of “contradiction” is largely synthetic, its formal
significance being something more like “comprehensiveness” (a system that derives a contradiction
can derive any proposition—but there is nothing formally or analytically contradictory about that;
it only becomes a contradiction when we apply meaning to the symbols from outside the system).
Likewise, inputs and outputs of programs are synthetic. Formally, a program just runs mechanically
on its way, calculating. It is a matter of perspective to point to one “variable”; or other internal state
within the program, and baptize it as the system’s “output”.

Hence, if it were possible to fully analyze a synthetic a priori truth, it would still not be appro-
priate to talk about it as being “analytic synthetic,” since it can only be made more analytic to the
degree that we choose to drop the synthetic meaning we had previously ascribed to it. However, the
fact that “analytic” and “synthetic” are, as such, opposing categories does not mean that acceptance
of the synthetic a priori implies a belief that consciousness or observer-ness is unanalyzable and
could never be fully captured in a logico-mathematical system, or computer program. Whether
or not consciousness can be so analyzed is an entirely separate question from whether there are
synthetic a priori truths. It should be noted, for our purposes, however, that the Strong Al posi-
tion (which Everett essentially takes as an assumption) does assume an answer to this question; it
agsumes, in fact, that synthetic a priori truths are analyzable. Under this assumption, then—and
only under this assumption—any complete explication of a particular synthetic a priori truth would
necessarily contain a complete working analytic model of the observer within it. Speaking in terms
of computer programs, this would mean a working simulation of the observer, including all of his
neural and brain states that give rise to his consciousness. Such an analysis could be considered as
nothing more than an analytic computational process. But, to the extent that our statements about
this analytic process depend on the isolation within it of a consciousness, to that extent it must be
considered to be synthetic.

Let us now return to the issue of Everettian probabilities—recall that I introduced the analytic-
synthetic distinction, in the first place, with the promise that it would clarify the problem of the
objectivity of Everettian probabilities. These probabilities seem quite strongly objective, since they
are what they are no matter how much or how little we know, or what we believe, about the situation
we are in. At the same time, they seem strongly subjective, since they are entirely experiential, being
matters of perspective, rather than objective features of an external world. Our synthetic-analytic
framework solves this apparent semantic conundrum.

First of all, we are not concerned here about how we know—or whether we know—that quan-
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tum theory is true; nor about the truth of the outcomes of particular observations. We assume
wavefunction realism here, and are asking only about the nature of our calculation of a probability
from a given wavefunction state. This calculation (a kind of judgment) is strongly objective, since
the result is the same, regardless of what beliefs or knowledge the observer has concerning it. At
the same time, it is a synthetic judgment, because it is observer-dependent, since one cannot even
calculate a probability without splitting the system into “observer” + “rest-of-the-system”—and, as
we have seen, each of these subsystems does not even have a state of its own. More specifically, if
Everett is right, it should be an a priori synthetic judgment, since Everett’s wavefunction realism
demands that the probability can be computed a priori from the wavefunction alone.

To be still more specific, it is a persona-synthetic a priori truth, since it depends on the personal
identity of this individual observer—let’s say her name is Liz, and Liz has just observed the “dead”
result of a cat measurement. Now, analytically—meaning just from the logic and mathematics of
the quantum wavefunction—one cannot determine a probability for this result, even if one knows
the pre-measurement quantum state exactly. The reason is that, in order to calculate an a priori

probability for Liz, we need to do all of the following (at least):

1. Factor the wavefunction (“divide it up”) in such a way that Liz and the cat appear as two of
its subsystems.

2. Show for the post-measurement state, how to express it as a superposition such that each
“branch” is a coherent continuation of pre-measurement Liz’s personal identity.

3. Determine what the states (and their amplitudes) are for the cat subsystem, relative to each
branch for Liz.

4. From this information, calculate a probability.

Even assuming step 4 can be made entirely analytic, the resulting probability depends on the nature
of Liz’s identity as a conscious person, because of steps 1-3. Let’s say it were actually possible for
Liz to observe a dead/alive cat, given the nature of her perceptual equipment (and nothing about
the wavefunction bans this possibility)—then step 2 produces only a single branch with a result that
is 100% certain. This is clearly different from the case where Liz’s perceptual equipment is only
capable of perceiving a single result at one time, in which case we need to analyze the wavefunction
in terms of two branches (dead and alive).

Hence, the probability calculation is observER-dependent, but not observa TION-dependent,
since no particular observation needs to be made to do this calculation (presuming again Everett is
right that quantum probabilities are a priori). In other words, Everettian quantum probabilities,
if @ priori, are persona-synthetic e priori, and strongly objective. Because they are synthetic, even

though they are objective, one cannot deduce them analytically from the wavefunction. This is why,
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unless the nature of the observer and the observation process (a.k.a., measurement) is itself fully
analyzed in terms of the wavefunction (something we do not generally expect from physical theories,
even when we presume it to be possible in principle), we cannot expect a strict mathematical proof
of the Born rule. This doesn’t preclude such a proof, but it gives us reason not to demand such a
proof, the way the Born rule objectors do, since it is entirely possible such a proof would require a

complete analytic model of human cognition.

1.7 The Synthetic Unity of Consciousness

It is possible to further hone the kind of synthetic truth a quantum probability calculation falls
under, as it can be made even more specific than persona-synthetic. What is the reason that, after a
measurement is made, we can make a determination as to how many branches there are in the post-
measurement wavefunction state? We have already said that after the cat measurement, we analyze
the state into two terms because this is the analysis that corresponds with the post-measurement
consciousnesses that are mutually incompatible with each other, but all compatible with being
continuations of the consciousness of the observer. This is a very special case of persona-synthetic a

priori truth that relates specifically to the unity of an individual person’s conscious experience.

Definition 1.33. A “system” is something “analyzable” (capable of being completely described by

analytic statements) that is capable of having a state.

Definition 1.34. A “subsystem” is a part of a system that is not necessarily capable of having a
state, but that can be said to have n states, each one relative to (“correlated with”) specific states of
other subsystems of the same system. (The degenerate case of n = 1 is permitted, and corresponds

to a subsystem that has a specific state.)

Definition 1.35. “Synthetic unity” is the principle that, when a statement or truth is taken to
be from a particular person’s point-of-view or perspective (“the centre”), then there must be an
analyzable system (“the universe”) that can be analyzed into subsystems, such that there is at least
one subsystem (“the observer”) that has at least one relative state in the analysis that includes
(“unifies”) all information that is required for describing the consciousness of the centre. All other
information in the analysis of the system (that is not required for describing the consciousness of
the centre) must be isolated in another subsystem (“the environment”), which may itself be analyzed
into further subsystems (“environmental subsystems”).

The above may read as if it is about correlation in quantum systems, but there is nothing here
that goes beyond applying our definition of synthetic a prior: to the notion of analyzable observers

in an analyzable world. If the whole system is analyzable (as Everett assumes) then we cannot
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be allowed to simply “baptize” or “bless” certain subsystems or their states as being “the physical
observer”. Rather, observers and environments must be defined as arbitrary analytic subsystems—
“arbitrary” because what baptizes a subsystem as an observer is its nature as a unitary consciousness,
not some mysterious and undefined essence of “physical-ness”. The preference for a “consciousness-
based” analysis is therefore synthetic, not analytic, but without this preference, we cannot even talk
about observations, so it is ultimately not really optional.

Likewise, the reference to “relative states” above is not an appeal to Everett, but a requirement
for any system (quantum, classical or otherwise) that adheres to the same general philosophical
assumptions as Everett’s (realism with respect to the system as a whole, and a mechanistic view
of observation/measurement). For imagine we performed an analysis of the overall system—say,
as a computer program—and found that there was a definable subsystem (defined, perhaps, by a
grouping of program variables) that contained all and no more than the information required to
describe pre-observation Liz. Imagine further that this particular system/program contains only
one subsystem with one state that can possibly be described as the person “Liz” prior to observation
X. There is clearly no guarantee how many subsystem states such a system may contain that could
be said to describe Liz just after observation X. There may be none (in which case, we would have
to say the observation killed Liz). There may only be one, as expected in a classical world. Or, the
computer program may generate multiple such states, each incompatible with the other (meaning
they cannot be subsumed into the same consciousness). Since there is nothing inherent about any
analytic system to prevent it from generating such multiple incompatible conscious states, we have
to assume the possibility in general, for any a priori principle of synthetic unity. Whether or not
such relative states are realized in actual physical systems is an a posteriori question, but we cannot
assume either way, if we are to define an a priori probability measure for such systems (and the
whole Everettian probability debate hinges on the identity of the correct a priori measure).

What if the system does contain multiple incompatible conscious states? What is the relationship
between these states and their environment? Once again, recall that the system itself is entirely
analytic, but we are constrained a prior: to have a preference for putting the analysis of this system
into a particular synthetic form (one that separates observer from environment). If there is more
than one incompatible mental state described that yields the same person observing incompatible
results of an observation, there is nothing to magically baptize certain variables in the environment
as the ones that are “physically” under observation. The baptism must emerge e priori from our
assumptions of analyticity of the system, and synthetic unity of consciousness.

Imagine, again, that our analysis is a computer program, imagine that one subroutine of this

program is “Liz” and another is “the environment”, and that we are compelled (by synthetic unity)
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to consider “Liz”

a subsystem (even though this is analytically arbitrary). Now imagine that the
environment can be further analyzed into sub-subsystems, that these are sub-subroutines of the
main program, and that one of them (call it “Cat”) has multiple states (call them “dead” and “alive”)
that we wish to “match up” with the different incompatible Liz states (call them “seeing-dead-cat”
and “seeing-live-cat”). Once again, there is no justification for a mysterious “physical” baptism that
matches these up, by fiat. What would justify matching them up? Why can we not say that Liz’s
seeing-dead-cat experience is “about” the live state of the cat subsystem? Without the ability to
correlate Liz’s mental states with environmental states there is no justification for saying that Liz
is really “in” an environment at all. We will call this the “correlation problem”.

Keep in mind, again, that these are not quantum correlations or quantum subsystems we are
talking about. The “system” here could be any analytically describable system with emergent mental
states. Recall that the Born rule objectors are asking us to take the pure analytic description of
the wavefunction—assuming with Everett that it contains emergent conscious mental states—and
decide a priori, with no empirical input, how to calculate probabilities from the point of view of
these emergent observers. We are taking the approach here that we need first to decide how to do
this, in general, for an arbitrary analytic system with emergent conscious states, before we decide
how to do it for the quantum wavefunction. Our arbitrary analytic system is not “physical” (and
we can’t require it to be physical if we wish to develop an a priori probability rule for it, since the
whole concept of the “physical” or “material” is an entirely a posteriori, synthetic notion, and cannot
even be defined analytically).

In Ch. 6, I will attempt to show how the correlation problem can be solved algorithmically,
by using information theory. In this introduction, I will simply outline the main idea. For each
environmental state that overlaps (shares “mutual information”) with an observer state, the two states
are said to be “correlated” or to exist “relative to” each other (and the observer and environmental
subsystem are said to be “correlated)”.

Let’s start by looking at an example. Imagine an analytic system written in the popular BASIC
computer programming language. This analytic system can be shown to produce a conscious observer
Liz, in a state we will call “Liz-ready-to-measure-cat”. The same analytic system generates two
other conscious states that remember having just been “Liz-ready-to-measure-cat”. We say they are
“continuers” of Liz. Generally, they do not literally have to consciously remember being the ready
Liz, but for now we will think of it that way. Neither of these conscious states are aware of the
other. One we will call “Liz-seeing-living-cat”, the other “Liz-seeing-dead-cat”. In addition there are
two other states in Liz’s environment, neither of which produce any consciousness consistent with

Liz’s personal identity—one of these we will call “live-cat” and the other “dead-cat”.
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The analytic correlation problem is that, no matter how much we think that “Liz-seeing-living-
cat” seems correlated with “live-cat”, and “Liz-seeing-dead-cat” seems correlated with “dead-cat”,
there is no way analytically to justify this. This is just a formal system producing states, so there
is no “physical wall” between two parts of the running program, making them two separate “worlds”
or some-such. The reason algorithmic probability can help us out here is that it provides a measure
(of information content) that allows us to correlate states within a formal system, in a systematic
way. The “information content” or “entropy” of a state is, roughly speaking, the average number of
bits required to completely describe that state. It turns out that this is nearly the same thing as
the smallest number of bits, since smaller programs by far outweigh longer programs, in terms of
probabilities. The “mutual information” of two different states is the informational “overlap” between
them, or the number of bits of information they share. In §4.3.7, we will see that there is a precise
formula for this measure, and that it relates directly to probability. The smaller the number of bits
we can describe a state with, the more probable it is. The higher the percentage overlap between
two states, the more highly correlated they are, and the more probable either one will be if we are
already “given” the other.

Returning to the analytic correlation problem, imagine that the shortest possible program that
can produce “Liz-ready” as its output, also produces “Liz-seeing-living-cat” and “Liz-seeing-dead-cat”
as internal (non-output) states. Further, assume that the shortest program that outputs “Liz-seeing-
living-cat” requires just one bit more than the ready program, as does the shortest program that can
output “Liz-seeing-dead-cat”. They will require at least something more than the ready program,
since now we must distinguish which of these two “seeing-cat” states is the output. Note that the
“seeing-dead” and “seeing-live” states will have the same length of shortest program, and will be
equally probable (there will be a 50-50 chance of “seeing-live-cat”).

Now we measure the mutual information between pairs of these states. If the “seeing” states are
each highly correlated with the “ready” state (having high mutual information with it), and they
both have memory records that could consistently be said to (in some sense) “remember” being in
the ready state—to continue it—then we will consider that t