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Abstract 

Powerful solar storms emit plasma that may travel towards the earth. Interactions 

between the plasma and the earth magnetic field cause geomagnetic disturbances 

(GMDs), which in turn induce quasi-dc voltage along long conductors in power 

systems. Assessing the power system resiliency against GMDs requires 

accurately calculating the induced electric fields and the resultant geomagnetically 

induced currents (GICs). Offline and online wide-area geomagnetic field 

monitoring systems are established in this research to estimate GIC flows in power 

systems accurately. 

The proposed monitoring systems process the magnetic field signals that are 

measured at several observatories worldwide. In the offline monitoring system, the 

magnetic field signals are denoised, and spikes are detected and replaced. The 

time derivative of the signal is taken by a continuous wavelet transform to prevent 

amplification of the noises. GICs in a modified IEEE 118-bus benchmark power 

system are calculated concerning a realistic geomagnetic storm to demonstrate 

the effectiveness of the proposed signal processing methods. A sliding window is 

applied in the online monitoring system, and its size is optimized to lower 

processing time while increasing the signal-to-noise ratio. 

High amplitude GICs can cause a sharp increase in the hottest-spot 

temperature of the power transformers. The high temperature allows the formation 
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of gaseous bubbles in the oil-paper insulation and endangers the integrity of the 

transformer's insulation system. The bubbles include mainly water vapor and 

emerge in the cavities on the surface of the paper insulation. In the experimental 

phase of this research, a test setup is created to detect bubbling inception 

temperature (BIT) for Kraft and thermally upgraded papers (TUPs). The paper 

samples are dried, prepared at six different moisture levels, and immersed in 

synthetic ester oil for the experiments. The paper strips are wound around a 

cartridge heater, and a controller unit raises its temperature at 3 ºC/min and 20 

ºC/min rates to detect BIT. The BITs are considered the operational limit on the 

hottest-spot temperature of the transformers. 
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Chapter 1  
 

Introduction 
 

1.1 Solar Activities 

Solar coronal holes and coronal mass ejections (CME) cause the most powerful eruptions 

on the sun’s surface [1]. CME releases clouds of high energy plasma from the Sun’s 

corona. In case the CME faces earth, the plasma can travel to earth in 14.6 hours based 

on the historical records of solar flares [2]. However, the delay for the plasma to reach 

earth is distinct for different solar flares.   

High amplitude currents flow at a height of approximately 100 km above earth’s 

surface that are known as auroral and equatorial electrojets [3, 4]. Geomagnetic storms 

cause a chain of processes within magnetosphere, ionosphere, and thermosphere 

regions, which leads to formation of an either positive or negative ionospheric storms [5]. 

As a result, amplitude of the currents flowing in auroral ionosphere increases significantly. 

Moreover, center of the eastward electrojet moves equatorward [6]. The change in the 

intensity and direction of the electrojets are dominated by both ionospheric disturbance 

dynamo and penetration of plasma that is erupted from the Sun [7]. The reader may refer 

to [8-12] for a detailed discussion on the dynamics of electrojets during solar storms. 
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The auroral electrojet causes fluctuations in earth’s magnetic field [13]. This time-

varying magnetic field induces an electric field on earth’s surface. It comes as no surprise 

that the changes in earth’s magnetic field as well as the induced electric field affect 

equipment that are relying on either of these two fields. Satellites including global 

positioning system (GPS), power systems, gas and oil pipelines, and railway systems [14] 

are among equipment affected by geomagnetic disturbances (GMD). However, this 

research focuses on effects of GMDs on power systems. 

1.2 Monitoring GMDs on Earth’s Surface 

Solar flares and changes in intensity of the auroral electrojets can be detected by 

measuring magnetic field on earth’s surface [15]. There are several observatory stations 

span over different regions of earth that are equipped with magnetometers. Intermagnet 

[16] is one of the observatory networks that constitutes international groups who 

collaborate on promoting magnetic measurement standards. Fluxgate magnetometers 

measure the magnetic flux density at 1 Hz at the Intermagnet observatories [17].  

The magnetic field is measured in X, Y, and Z directions continuously at all the 

Intermagnet observatories. Red circles in Figure 1-1 indicate location of the observatories 

on a map that is extracted from the Intermagnet website [16]. The recorded data from all 

the observatories are available in the Intermagnet database in [16]. However, analyzing 

the magnetic field data recorded even on the same day reveal significant differences in 

the signal quality. High noise levels in the signals hinders numerical analysis of GMD 

events for the purpose of calculating the induced electric fields in power systems. 
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1.3 Effects of GMDs on Electrical Power Systems 

Transmission lines in a power system span over a considerably large area. The induced 

geoelectric field due to a GMD event imposes a potential difference between the two ends 

of a transmission line. This induced voltage drives a quasi-dc current into the line in case 

a return pass is available for the current. This quasi-dc current is known as 

geomagnetically induced current (GIC). This closed loop is formed by power transformers 

with a grounded neutral. GIC endangers the power transformers by introducing a dc flux 

offset into the core that leads to half-cycle saturation [18, 19]. Moreover, it causes 

protective relays to interrupt a part of the grid as a reaction to the harmonics generated 

 

 

Figure 1-1: Map of geomagnetic field observatory stations [16]. 
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due to the transformer saturation.   

The saturation of the transformer leads to three major problems including overheating, 

generation of harmonics [20], and an increased reactive power consumption [21, 22]. 

Depending on direction of the GIC, saturation curve of the transformer’s core is offset in 

one half of the cycles. The operating point of the transformer shifts towards saturation 

region during the half cycle with higher flux magnitude. A large amount of reactive power 

is consumed by the transformer due to the 90 degrees difference in phase angle of the 

exciting current and the voltage. Transformer’s insulation overheating and voltage drop 

on the buses are among the significant problems caused by the half-cycle saturation.  

1.4 History of Critical GMD Events 

There are several incidents in the recorded history regarding impacts of powerful 

geomagnetic storms. These incidents are described in the following [23]. 

• Between Aug. 28 and Sept. 2, 1859 one of the most powerful storms in the 

recorded history known as Carrington event occurred and travelled the earth 

path in 17 hrs. This storm caused damage to telegraph systems in North 

America and Europe.  

• Compasses deflected by about 2 degrees during a GMD event on Nov. 18, 

1882. 

• East-west telegraph systems were disrupted in northeastern of North 

America on Jun. 17,1915. 

• Some infrastructure in New York such as railroad switching and signaling 

systems were damaged due to a GMD during May 13-15, 1921. Moreover, 

undersea cables and some of the telephone and telegraph systems were 
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damaged.  

• On Mar. 24, 1940 Philadelphia’s electric grid experienced voltage surges and 

reactive power swing. Telephone and telegraph lines were disrupted in a 

length more than 185,000 miles in Canada and the US. 

• On Aug. 4, 1972, Bell experienced service outage at some locations. AT&T 

and Canadian Overseas Telecommunications Corporation reported voltage 

surges that led to a damage to their equipment. 

• On Mar. 13, 1989, a blackout occurred in Hydro-Quebec power grid, which 

caused about six million customers to lose power for more than nine hours. 

Moreover, several transformer failures were reported in North America’s 

power system. Note that the cost of the undelivered power in such cases 

goes beyond the cost of replacing the transformer itself.  

• Transformers failures along with blackouts in South Africa in addition to loss 

of a satellite were results of a fast transit storm on Oct. 29, 2003. 

• On Jul. 23, 2012, a solar storm as powerful as the Carrington event occurred. 

Thankfully, this storm did not travel the earth’s path and missed it by one 

week. The economic burden of such a storm would be trillions of dollars if it 

had affected earth’s magnetic field.  

1.5 Road Map and Novel Contributions  

Fundamentals of the relationship between the magnetic field and induced electric fields 

are established in [24, 25]. The IEEE-118 bus benchmark power system is modified in 

[26] to include additional parameters required for calculating GIC in power systems based 

on the amplitude of the induced electric fields over the transmission lines. If a noise-free 
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magnetic field signal is fed as the input to the above-mentioned models, the GIC flows 

can be obtained accurately on each bus of the power system. These calculations 

eliminate the need for equipping the power system with numerous measuring devices to 

obtain GIC flows. 

Magnetic field signals recorded at the observatory stations are affected by significant 

noise levels. The high noise levels become more problematic considering time-derivative 

of the signals are required for the induced electric field calculations. An offline 

geomagnetic field monitoring system is developed in this research to reduce noises in the 

magnetic field signals. The monitoring system constitutes a set of signal processing 

methods to obtain reliable and accurate induced electric field data from the recorded noisy 

magnetic field signals. Furthermore, an online geomagnetic field monitoring system is 

developed as well. The online monitoring system addresses challenges regarding noise 

reduction while relying only on previous data points in the magnetic field signals.  

The proposed signal processing methods enable power system operators to obtain 

accurate estimates of the GIC flows. This additional current flowing through windings of 

power transformers causes a sudden increase in the oil-paper insulation temperate. As a 

result, gaseous bubbles may form on surface of the paper insulation and endanger the 

integrity of the insulation system [27-30]. A test setup is created as a part of this research 

to evaluate bubble formation in oil-paper insulations. The experimental results provide 

valuable information on bubbling inception temperatures and dangers of high amplitude 

GIC flows during severe GMD events. The block diagram in Figure 1-2 shows the steps 

in analyzing a GMD event. The highlighted blocks indicate contributions of this research. 
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1.6 Organization of the Dissertation 

Main body of this dissertation is based on previous publications of the author in IEEE and 

IET journals. The offline geomagnetic field monitoring system is presented in Chapter 2. 

This chapter includes contributions from the two following papers: 

[1] M. Ariannik, A. Rezaei-Zare and P. Werle, "Processing Magnetometer Signals for 

Accurate Wide-Area Geomagnetic Disturbance Monitoring and Resilience Analysis," in 

IEEE Transactions on Power Delivery, vol. 36, no. 4, pp. 2550-2558, Aug. 2021. 

[2] M. Rezaei-Zare, M. Ariannik, and A. Rezaei-Zare, “Real-time detection of 

vulnerable power system areas to geomagnetic disturbance,” IET Generation, 

Transmission & Distribution, vol. 14, no. 18, pp. 3838-3845, 2020. 

Chapter 3 covers the methods proposed for online monitoring of geomagnetic fields 

on earth’s surface. This chapter is based on the following published journal paper: 

[3] M. Ariannik and A. Rezaei-Zare, "Online Monitoring of Magnetometer Signals for 

Estimating Induced Electric Fields in Power Systems," in IEEE Transactions on Power 

Delivery, 2022. 

In Chapter 4, the test setup for evaluating bubble formation in oil-paper insulation of 

power transformers is demonstrated. The experimental results on excessive heating in 

the insulation system at two temperature rise rates are presented. The following 

publication is to be submitted that incorporates the experimental results: 

 

Measuring 
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overheating in 
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Figure 1-2: Steps in analyzing a GMD event.  
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[4] M. Ariannik, A. Rezaei-Zare, M. Kuhnke, and P. Werle, “A Comparison Between 

Bubble Formation on Kraft and Thermally Upgraded Papers in Synthetic Ester Oil,” IEEE 

Transactions on Dielectrics and Electrical Insulations, (to be submitted). 

Finally, the dissertation concludes with Chapter 5. In this chapter, achievements of 

this research are summarized and an elaborative discussion is provided to enlighten the 

researchers on the future works toward increasing reliability of power systems during 

GMD events.  
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Chapter 2 
 
Processing Magnetometer Signals for Accurate 
Wide-Area Geomagnetic Disturbance Monitoring  
 

2.1 Introduction 

Two types of solar activities cause the most powerful eruptions on the sun’s surface 

including solar coronal holes and coronal mass ejections [1]. These eruptions release 

clouds of high energy plasma that can travel earth’s path in 14.6 hrs [2]. The plasma 

causes disturbances in earth’s magnetic field, and high amplitude currents are formed in 

an altitude of about 100 km above earth’s surface that are known as auroral electrojets 

[4]. As a result, low frequency voltages are induced in the ground, which in turn drive a 

quasi-dc current into transmission lines of power system that is known as geomagnetically 

induced currents (GICs) [31-33]. 

GICs flow through grounded neutral of power transformers over a vast area of the 

power system. GIC endangers power transformers by introducing a dc flux offset into the 

core that leads to half-cycle saturation [18, 19]. The saturation of the transformer leads to 

three major problems including overheating, generation of harmonics [20], and an 

increased reactive power consumption [1, 21, 22].  
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Geomagnetic disturbances (GMDs) impacts on the power system are not localized, 

but span over several regions of the grid instead. Severe GMD events can cause 

blackouts similar to extreme weather conditions that lead to large scale power outages 

[34]. To cite an instance, the GMD event in March 1989 caused a nine-hour blackout 

within Hydro Quebec grid along with several transformer failures across North America 

[23]. Although GMD events are less common compared to meteorological disasters, their 

damage to the power system is significantly worse, because GMDs can cause failure of 

power transformers in particular as the expensive key components of power systems. 

This gives rise to the importance of enhancing resiliency of power systems against GMD 

events, which requires an accurate calculation of GICs flowing through power 

transformer’s windings.  

Earlier studies have developed geomagnetic earth models to calculate GICs in a 

power system [35, 36]. Input of the earth models is magnetic flux density signal 𝐵, that is 

measured on earth’s surface by magnetometers, and they output induced electric field 

near earth’s surface. Modified benchmark power systems have been proposed in [26, 37, 

38] to calculate GIC based on induced electric fields across transmission lines. However, 

the benchmark systems are evaluated by a uniform electric field rather than actual 

measured magnetic field signals.  

This chapter aims to construct a link between the earth models [35, 36] and the power 

system analysis [26, 37, 38] by proposing signal processing methods for wide-area 

monitoring of magnetic field signals. The processing methods are based on wavelet 

transform and are developed specifically for magnetic field signals 𝐵, considering their 

intrinsic features and impacts on power systems. The methods proposed in this chapter 

can be implemented to calculate GICs accurately, which is crucial for power system 
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resiliency analysis when several power transformers experience half-cycle saturation due 

to a severe GMD event. 

Several observatory stations around the world measure magnetic field B, on the 

earth’s surface. Analyzing the offline data provided by the global network of observatories 

INTERMAGNET [16] revealed that some of the recorded B signals are affected by a 

significant noise level as well as several spikes. The noises and spikes are amplified in 

𝑑𝐵/𝑑𝑡 signal, which is the input of the earth models. Consequently, the fluctuations 

manifest themselves in the calculated GIC amplitudes.  

In this chapter, a method is introduced in Section 2.2 to denoise and despike the B 

signals prior to the differentiation. An instantaneous time-frequency analysis is presented 

in Section 2.3. Choosing an appropriate method to take the derivative of the B signal is 

of great importance due to the significant effect that it has on the signal to noise ratio 

(SNR) of 𝑑𝐵/𝑑𝑡. In this regard, different methods of differentiation are assessed, and the 

most robust method among them is introduced in Section 2.4. Although the B signal can 

be sampled at 1 s intervals, practical limitations regarding transmitting the data may 

prevent processing the B signal at the same rate. This problem is addressed in Section 

2.4.1, and the minimum required sampling rate is determined by a quantitative analysis. 

Finally, necessity of processing the B signals and effectiveness of the proposed methods 

are illustrated by calculating GICs in a modified IEEE 118-bus test case in Section 2.5.   

2.2 Noise Reduction and Spike Elimination 

Magnetic flux density B is measured continuously on earth’s surface at several 

observatories around the world. The B signal is measured in x, y, and z directions at a 

maximum frequency of 1 Hz. The recorded magnetic flux density data for different 



 

 
12 

observatories have been extracted from the global network of observatories 

INTERMAGNET. The B signals analyzed in this chapter pertain to a GMD event on 

2015/08/15. In this section, specific features of the B signals are addressed in detail, and 

an approach is introduced towards a denoised and despiked signal. 

2.2.1 Denoising B Signals 

Magnetic field measurements are accompanied by noises similar to other parameters that 

are measured by sensors [39]. The noises in magnetometer measurements originate from 

white background noise [40], electrical circuit components and auxiliary circuits such as 

amplifiers [41, 42], and intrinsic sensor noises. The intrinsic noises are caused by the 

inner structure of the magnetometer and its measurement mechanism such as 

Barkhausen noises in magneto-impedance sensors [43], and low frequency noises known 

as 1/𝑓, i.e., inversely proportional to frequency, that are available in magnetoimpedance 

sensors [40, 44, 45]  as well as in fluxgate sensors [42].  

Importance of mitigating the noises in the B signal is more noticed considering that its 

time derivative 𝑑𝐵/𝑑𝑡 is used to calculate the induced electric field and the resultant GIC. 

Taking derivate amplifies the noises [46] and therefore, the noises in the B signal have to 

be reduced to an acceptable level prior to the differentiation.   

Two orthogonal wavelet families including Daubechies and Symlet are considered to 

denoise 𝐵 signals. Applying different mother wavelets from these two families revealed 

that sym4 wavelet removes sharp edges from the signal while preserves peaks amplitude 

as far as possible. Therefore, the magnetic field signals are decomposed down to fourth 

level using sym4 wavelet. Decomposing the signal down to a higher level increases the 

computational burden followed by a negligible improvement in terms of noise level. 
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Ultimately, the wavelet coefficients are shrunk, and the signal is reconstructed afterwards.  

SNR is considered as a criterion to evaluate effectiveness of the denoising method. A 

recorded 𝐵 signal can be written as 

 𝐵𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 = 𝐵𝑚𝑎𝑖𝑛 + 𝐵𝑛𝑜𝑖𝑠𝑒 (2.1) 

where 𝐵𝑚𝑎𝑖𝑛 can be separated from the noise 𝐵𝑛𝑜𝑖𝑠𝑒 by a lowpass filter. Earlier studies 

in [47] demonstrated that main frequency content of the recorded magnetic field signals 

during a severe GMD event in March 1989 is about 1.2 mHz. An infinite impulse response 

(IIR) Butterworth filter of order 10 is designed to remove the noises from the recorded 

signal. Cutoff frequency of the filter is set to 20 mHz considering a marginal distance from 

the main frequency content. Ratio of 𝐵𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 power to 𝐵𝑛𝑜𝑖𝑠𝑒 power yields SNR value. 

SNR is calculated for both 𝐵𝑥 and its numerical derivative 𝑑𝐵𝑥/𝑑𝑡 signal recorded at 

three observatory stations, and the results are compared in  

Table 2-1. The data for the B components that have been recorded on 2015/08/15 are 

available in the INTERMAGNET database. Although SNR value is slightly improved in 

the denoised 𝐵𝑥, a noticeable reduction in the noise level is evident for the derivative 

signal obtained from the denoised 𝐵𝑥. 

  

Table 2-1: Denoising effect on 𝐵𝑥 signal and its derivative. 

Station 
SNR of 𝐵𝑥   SNR of 𝑑𝐵𝑥/𝑑𝑡 

Original Denoised  Original Denoised 

Yellowknife 54.31 54.41  0.05 8.83 

St John's 79.68 79.69  0.37 1.33 

Sitka 58.63 58.65  0.17 1.04 
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2.2.2  Despiking B Signals 

Analyzing the B data recorded by the magnetometers revealed that abrupt changes occur 

at random times with distinct amplitudes that do not follow a specific pattern. These spikes 

have a duration of either one or two seconds. The 𝐵𝑥 signal that has been measured at 

Fort Churchill station is shown in Figure 2-1(a) along with a zoomed view on a spike in 

Figure 2-1(b). Time derivative of the 𝐵𝑥 signal is calculated by numerical differentiation 

and is depicted in Figure 2-1(c) to give an insight on how spikes are introduced to the 

derivative signal. These spikes lead to an overestimated induced electric field; therefore, 

they are required to be eliminated from the signal. In the following subsection, a method 

is introduced to locate and replace the spikes.  

2.2.2.1 Median Filtering 

Median filtering is a rather straightforward method that can be applied for noise and spike 

suppression [48]. In this method, a sliding window comprised of an odd number of 

samples is shifted across the signal, and the midpoint is replaced by the median of the 

samples that lie inside the window. The major drawback of this method is that the spikes 

are smoothed rather than flattened. Moreover, not only the spikes, but all the samples are 

manipulated. In response to this drawback, an alternative approach is proposed, and the 

steps are described as follows.  
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2.2.2.2 Replacement at Peak of Differences (RPD) 

A window encompassing 7 samples is defined and shifted through the 𝐵𝑥 signal. The 

center point of the window is replaced in accordance to the median filtering method. This 

filtered signal �̃�𝑥, is then subtracted from the main signal 𝐵𝑥 to generate a difference signal 

 

Figure 2-1: Spikes in the Bx signal recorded at Fort Churchill station; (a) Bx signal; 

(b) zoomed view on a spike; (c) spikes in 𝑑𝐵𝑥/𝑑𝑡 signal. 
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D. As it can be seen in Figure 2-2, the spikes are more evident in this difference signal 

and can be detected by defining a prominence threshold. The threshold should be set 

with respect to sampling frequency of the 𝐵 signals. A threshold of 0.5 and 100 proved to 

be suitable for sampling frequencies of 1 and 1/60 Hz, respectively. The thresholds for 

different sampling frequencies can be obtained by a linear interpolation. Note that the 

thresholds are determined after analyzing several magnetic field signals that are recorded 

during severe GMD events from March 1989 to August 2015. 

The spikes are required to be replaced by an updated value in RPD method, since 

eliminating them shortens the signal and causes an inconsistent time step among the 

data points. A feature of the B signal is that the spikes in the signal are not of the same 

width. Furthermore, at some spikes, the sample located either before or after the spike’s 

peak in the emerging or fading transition is of high magnitude compared with the 

neighborhood samples. In response to this, three samples with the center point at the 

 

 

Figure 2-2: Difference signal 𝐷 = �̃�𝑥 − 𝐵𝑥, obtained by RPD method. 
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spike’s peak are replaced. Assuming peak of a spike occurs at sample 𝑥𝑝, this center 

point is replaced by a weighted average of six nearby samples excluding the samples 

recorded immediately before and after 𝑥𝑝. The samples nearer to the spike’s peak are of 

a higher weight. The updated value of 𝑥𝑝 is given by 

 
𝑥𝑝
′ =∑

𝑘(𝑥𝑝+𝑘−5 + 𝑥𝑝+5−𝑘)

12

3

𝑘=1

 (2.2) 

The marginal data points are then replaced by the following equations 

 
𝑥𝑝+1
′ =

3𝑥𝑝
′ + 𝑥𝑝−2 + ∑ 𝑘 × 𝑥𝑝+5−𝑘

3
𝑘=1

10
 (2.3) 

 
𝑥𝑝−1
′ =

3𝑥𝑝
′ + 𝑥𝑝+2 + ∑ 𝑘 × 𝑥𝑝+𝑘−5

3
𝑘=1

10
 (2.4) 

The updated center point 𝑥𝑝
′ , is included in replacement of the marginal samples; 

however, the value of the center point 𝑥𝑝 is updated in (2.2) independently of the updated 

marginal samples. As a result, six samples are included in (2.2), whereas only five 

datapoints are considered in (2.3) and (2.4) to calculate 𝑥𝑝+1
′  and 𝑥𝑝−1

′ , respectively.  

 Unlike the median filtering method where all of the samples of a signal are modified, 

spikes are the only datapoints that are detected and then replaced in RPD method. 

Hence, the remining data points are remained unchanged in RPD method. The two 

methods of despiking including median filtering and RPD are compared in Figure 2-3 for 

the signal recorded at Fort Churchill station on 2015/08/15. It can be seen that the RPD 

method has smoothed the spike completely unlike the median filtering method. 

2.2.2.3 Wavelet Decomposition Method 

The drawback of the RPD method is that it can only smooth the spikes under steady state 

conditions. In case of a spike during a severe GMD event, where the spike falls within the 
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steep region of the B signal, the RPD method is unable to detect the spike. Furthermore, 

the spikes occurring within oscillatory regions of B are hardly detectable by the RPD 

method. Figure 2-4 illustrates an example of cases where the spikes are not detected by 

RPD method. In this figure, the 𝐵𝑥 signal recorded at Fort Churchill station along with time 

derivative of the modified signal using RPD method is shown. The two dashed vertical 

lines show the location of the spikes that are not detected by RPD method. The first spike 

in Figure 2-4(b) has a high magnitude that leads to an incorrect detection of a high 

amplitude GIC. Since this spike has occurred during oscillatory region of 𝑑𝐵𝑥/𝑑𝑡 signal, 

it can be easily misinterpreted as a high amplitude GIC. Therefore, an alternative 

approach is presented to detect the spikes with a higher precision.  

Discrete wavelet transform (DWT) decomposes a signal to detail and approximation 

coefficients that represent high and low frequency components of the signal, respectively. 

 

 

Figure 2-3: Comparing median filtering and RPD methods in smoothing a spike in 

the signal recorded at Fort Churchill station on 2015/08/15. 
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Since spikes emerge suddenly in a signal, their frequency content is significantly higher 

than the main frequency of the signal. Hence, the spikes are noticeable in the detail signal 

and can be located by the same approach defined in RPD method, i.e., setting a 

prominence threshold. 

DWT is implemented by applying the signal to a set of low- and high-pass filters 

followed by a downsampling that reduces the signal length to one half. If the spikes are 

detected in this reduced length signal, an erroneous detection may occur. The reason is 

that the spike may be located at a data point that has been eliminated due to the 

 

Figure 2-4: Despiking using RPD method; (a) 𝐵𝑥 signal; vertical lines indicate the 

missed spikes; (b) 𝑑𝐵𝑥/𝑑𝑡; ovals surround the missed spikes. 
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downsampling. In response to this difficulty, stationary wavelet transform (SWT) also 

known as undecimated wavelet transform is used instead of DWT. Since the signal is not 

downsampled in SWT, the spikes can be located accurately in the detail signal.  

The first step towards despiking in the wavelet decomposition method (WDM) is to 

calculate SWT of the B signal using sym4 wavelet at a decomposition level of one. In the 

second step, the spikes in the B signal are detected by locating the peaks of the detail 

signal that is obtained by SWT as shown in Figure 2-5. A comparison between Figure 2-2 

and Figure 2-5 reveals that WDM has detected all the spikes and two of them are missed 

by RPD, which are surrounded by ovals in Figure 2-5. This implies the superiority of WDM 

over RPD method, particularly at regions where the spike occurs during an abrupt change 

in the B signal as shown by the first oval. 

The last step of despiking is comprised of replacing the data point at the spikes and 

at the adjacent samples similar to the approach presented in RPD method using (2)-(4). 

This ensures all the spikes in the signal are detected and flattened.  

2.3 Time-Frequency Analysis of Magnetic Field Signals 

The induced geoelectric field on earth’s surface due to a GMD can be calculated by plane 

wave, line current, and three-dimensional current system models depending on the 

desired accuracy [25]. Complex image method (CIM) was introduced to cope with 

complexity of the calculations [49]. The horizontally one-dimensional model assumed in 

CIM limits its application to small geographical areas. Multizone earth models allow a 

more accurate modeling of the earth over large scale geographical regions [35, 36]. In 

this method, the earth is divided into several multilayer regions each of which has a 

specific transfer function. To cite an instance, Figure 2-6 illustrates a map of the province 
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of Ontario with five resistivity zones, and amplitude of the earth’s transfer function for each 

zone is shown in Figure 2-7. The time derivative of the magnetic flux density signal 𝐵 that 

is measured by magnetometers is the input of the earth model, and it outputs the induced 

geoelectric field near the earth’s surface.  

The 𝐵 signal that is measured on earth’s surface changes with a variable frequency 

during a GMD event. On the other hand, amplitude of earth’s transfer functions is 

inversely proportional to the frequency according to Figure 2-7. Consequently, amplitude 

of GIC is affected by variations in frequency of the 𝐵 signals. It is worthwhile to mention 

that earlier studies [24] have assumed the magnetic field to oscillate with a constant 

 

Figure 2-5: Spikes in the detail coefficients of SWT of 𝐵𝑥 signal recorded at Fort 

Churchill station; ovals show spikes that are not detected by RPD method. 
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frequency during a GMD event.  

In this chapter, a detailed discussion is presented on the methods available for an 

instantaneous time-frequency analysis of signals, and their effectiveness on the 𝐵 signals 

are compared by implementing them in MATLAB. Finally, an instantaneous time-

frequency analysis is performed particularly during peak of a GMD event, when amplitude 

of 𝑑𝐵/𝑑𝑡 is at its peak. 

2.3.1 A Review on Time-Frequency Analysis Methods 

Several methods are available for the time-frequency analysis among which short time 

 

Figure 2-6: Five resistivity zones of Ontario [35]. 
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Fourier transform (STFT) and continuous wavelet transform (CWT) are the fundamental 

methods. In STFT method, a symmetric sliding window 𝑔(𝑡) is defined and shifted across 

the signal. The Fourier transform of samples within each window yields a localized 

frequency decomposition that corresponds to the time when the midpoint sample inside 

the window is recorded. STFT of a function 𝑥(𝑡) ∈ 𝐿2(ℝ)is calculated as follows [50] 

 
𝑆𝑇𝐹𝑇 𝑥(𝜏, 𝑓) = 〈𝑥, 𝑔𝑡,𝑓〉 = ∫ 𝑥(𝑡) 𝑔(𝑡 − 𝜏) 𝑒−𝑗2𝜋𝑓𝑡  𝑑𝑡

+∞

−∞

 (2.5) 

where 𝜏 and 𝑓 denote the time shift in the window, and frequency components, 

respectively. Accuracy of the frequency spectrum depends on the type of the window and 

the overlapping distance, whereas its resolution is dominated by length of the window. 

Hence, choosing a window and determining its properties is a challenging task in this 

 

Figure 2-7: Amplitude of earth’s transfer functions for Ontario [35]. 
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method.  

A high resolution in both time and frequency domains cannot be obtained. The 

optimum combination of the resolutions is obtained based on the importance of the 

features that are to be extracted from the time or frequency domain. A constant time-

frequency resolution is obtained in STFT method, since the same window is shifted 

through the signal. In this regard, CWT is proposed as an alternate method that provides 

a transform with different resolutions.  

CWT of a function 𝑥(𝑡), is calculated by projecting it on a set of wavelets 𝜓𝜏,𝑎 that are 

scaled and translated by 𝑎 and 𝜏, respectively and is given by [50] 

 

𝑊 𝑥(𝜏, 𝑎) = 〈𝑥, 𝜓𝜏,𝑎〉  = ∫ 𝑥(𝑡)
1

√𝑎
𝜓∗ (

𝑡 − 𝜏

𝑎
) 𝑑𝑡

+∞

−∞

 (2.6) 

The wavelets are constructed by scaling and translating a mother wavelet 𝜓. Complex 

conjugate of mother wavelets 𝜓∗ are incorporated in the CWT. The scaling parameter 

enables CWT to yield a variable time-frequency resolution, unlike the STFT method. An 

increase in the scale 𝑎, leads to an expanded wavelet, which provides a higher time 

resolution and a lower frequency resolution. Each scale corresponds to a pseudo-

frequency 𝑓𝑝 by [51] 

 
𝑓𝑝 =

𝑓𝑠𝑓𝑐
𝑎

 (2.7) 

where 𝑓𝑠 and 𝑓𝑐 denote sampling frequency and mother wavelet center frequency in 

Hz, respectively. The center frequency is frequency of a periodic sine wave that 

resembles the center of the mother wavelet the most and corresponds to its dominant 

frequency component. 
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Wigner-Ville distribution (WVD) is the third instantaneous time-frequency analysis 

method that is applied in this study. WVD has been introduced before the CWT and is 

more similar to STFT than to CWT. In WVD method, Fourier transform of a function 𝑥(𝑡) 

is calculated as follows [50] 

 𝑊𝑉 𝑥(𝜏, 𝑓) = ∫ 𝑥 (𝜏 +
𝑡

2
) 𝑥∗ (𝜏 −

𝑡

2
)

+∞

−∞
𝑒−𝑗2𝜋𝑓𝑡 𝑑𝑡  (2.8) 

This distribution maps the energy concentration in a time-frequency plot. If energy of 

𝑥(𝑡) is concentrated at a specific coordinate on the time-frequency plot, WVD has a 

corresponding concentration at the same coordinate. Nevertheless, WVD lacks a 

fundamental property required for an appropriate time-frequency analysis tool that is 

positivity. Moreover, when a signal is comprised of different components, interference 

terms are generated [50] due to the quadratic nature of WVD. A smoothed pseudo-

Wigner-Ville (SPWV) distribution is proposed to cope with the aforementioned difficulties 

by applying two windows, g and h [51] 

 

𝑆𝑃𝑊𝑉 𝑥(𝜏, 𝑓) = ∫ ∫ 𝑔(𝑡 − 𝜏) ℎ(𝑡) 

+∞

−∞

+∞

−∞

𝑥 (𝜏 +
𝑡

2
) 𝑥∗ (𝜏 −

𝑡

2
) 𝑒−𝑗2𝜋𝑓𝑡 𝑑𝑡 𝑑𝜏 (2.9) 

Applying the first window h, decreases the interference terms and provides a pseudo 

WVD, whereas the latter window g, causes an improvement in the resolution and smooths 

the distribution in time. 

2.3.2 Investigating Time-Frequency Decompositions 

𝐵𝑥 data that is measured on 1989/03/13 at Ottawa observatory is considered for an 

instantaneous time-frequency analysis. The 𝐵𝑥 signal along with its numerical derivative 
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are depicted in Figure 2-8(a) and (b), respectively. This specific 𝐵𝑋 signal is considered 

for the time-frequency analysis because of the high amplitude oscillations in the 

corresponding 𝑑𝐵𝑥/𝑑𝑡 signal. Note that the GMD event that occurred on 1989/03/13 

caused a nine-hour blackout in Quebec power grid. 

 CWT, STFT, and SPWV distribution methods are implemented on the Ottawa 𝐵𝑥 

signal and the corresponding time-frequency spectrums are depicted in Figure 2-9. 

Although an accurate frequency decomposition is provided by the scalogram of CWT in 

Figure 2-9(a), a poor decomposition is observed in the spectrogram of both STFT and 

SPWV distribution in Figure 2-9(b) and Figure 2-9(c), respectively. To cite an instance, in 

Figure 2-9(b) and Figure 2-9(c) the components with the highest power all have a 

frequency below 0.1 mHz during the 24 hrs period, whereas some of the components 

with the highest power have a frequency higher than 0.1 mHz in the CWT scalogram. 

CWT method has provided a frequency decomposition with a higher resolution compared 

to the other two methods. Moreover, a comparison between Figure 2-8(b) and Figure 2-9 

reveals superiority of the energy distribution accuracy of CWT scalogram over the STFT 

spectrogram and SPWV distribution. In other words, the high frequency oscillations in 

Figure 2-8(b) correspond to the energy distribution shown in Figure 2-9(b).  

2.3.2.1 Frequency Components of 𝑑𝐵𝑥/𝑑𝑡 Signal 

The induced geoelectric field is calculated based on time derivative of 𝐵 signal, 𝑑𝐵/𝑑𝑡. 

Therefore, CWT of 𝑑𝐵𝑥/𝑑𝑡 signal recorded during March 13-14, 1989 is computed using 

a synchrosqueezed wavelet transform to sharpen the time-frequency resolution. The 

reader may refer to [52, 53] for a detailed discussion on the synchrosqueezed transforms. 

Several frequency components with diverse magnitudes are available in the 𝑑𝐵𝑥/𝑑𝑡 
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signal at each moment. Frequency of the signal samples that correspond to a specific 

order of power are called ridges and represented in a time-frequency plot. The ridge with 

the highest power is extracted from the CWT scalogram of 𝑑𝐵𝑥/𝑑𝑡 signal and plotted in 

Figure 2-10. This frequency ridge is not capable of providing an accurate instantaneous 

frequency due to the severe disturbances that are introduced to the ridge. 

 

 

Figure 2-8: Magnetic field signal recorded at Ottawa observatory on 1989/03/13; 

(a) 𝐵𝑥 signal; (b) 𝑑𝐵𝑥/𝑑𝑡 signal. 
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Figure 2-9: Time-frequency analysis of the 𝐵𝑥 signal recorded on 1989/03/13; (a) 

CWT scalogram; (b) STFT spectrogram; (c) SPWV distribution. 

 



 

 
29 

In the second approach to the frequency analysis, the 𝐵𝑥 signal is first denoised and 

despiked with respect to the methods presented in Section 2.2.2. The numerical 

derivative of the modified signal is then applied to extract the frequency ridge using 

synchrosqueezed wavelet transform. The 𝑑𝐵𝑥/𝑑𝑡 signal is plotted in Figure 2-11(a) 

together with the corresponding frequency ridge. Note that the intercept for 𝐵𝑥 and its 

derivative is compensated in the plots shown in this contribution. Several spikes with a 

duration of one minute, i.e., one sample, are visible in this ridge that originate from a 

corresponding abrupt change in the 𝑑𝐵𝑥/𝑑𝑡 signal. These spikes are detected by defining 

a threshold limit equal to 1 mHz and then replaced by the mean value of two adjacent 

samples. The despiked ridge depicted in Figure 2-11(b) represents a smoother and more 

accurate pattern compared with that of shown in Figure 2-11(a). To cite an instance, 

Figure 2-11 reveals that the 𝑑𝐵𝑥/𝑑𝑡 is approximately maintained at the same level after 

 

Figure 2-10: Instantaneous frequency of 𝑑𝐵𝑥/𝑑𝑡 during March 13-14, 1989. 
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35 hrs up to 40 hrs and therefore, low frequency oscillations are expected around that 

time. Nevertheless, a comparison between Figure 2-11(a) and Figure 2-11(b) 

demonstrates that the frequencies represented by the unmodified ridge in the first figure 

include high amplitude fluctuations in the abovementioned steady state period, which 

 

 

 

Figure 2-11: Instantaneous frequency of denoised 𝑑𝐵𝑥/𝑑𝑡 during March 13-14, 

1989; (a) unmodified frequencies (b) despiked frequencies. 
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implies an erroneous frequency detection. 

2.3.2.2 Frequency Components of 𝐵𝑥 Signal 

It was shown that denoising and despiking the 𝐵 signal prior to the differentiation leads to 

a more accurate frequency decomposition. However, differentiation amplifies the noises 

in the signal and introduces high frequency components to the frequency ridge. Time 

derivative of a signal includes the same frequency contents as the main signal except for 

the dc component. Even though 𝑑𝐵/𝑑𝑡 is the input of the earth models for calculating the 

induced geoelectric field, 𝐵 signal can be applied for the time-frequency analysis, and it 

yields the same frequency contents as that of 𝑑𝐵/𝑑𝑡. Replacing 𝑑𝐵/𝑑𝑡 with 𝐵 signal for 

the time-frequency analysis eliminates the high frequency components in the frequency 

ridge that are associated with the amplified noises in 𝑑𝐵/𝑑𝑡. In this regard, the frequency 

ridge of 𝐵 signal is obtained and compared with that of 𝑑𝐵/𝑑𝑡 in the next step.  

The 𝐵𝑥 signal captured during March 13-14, 1989 is first denoised and despiked by 

implementing the corresponding methods presented in this regard in Section 2.2. The 

frequency ridge is then extracted from the synchrosqueezed wavelet transform of 𝐵𝑥. The 

spikes in the ridge are flattened by replacing them with mean of two adjacent data points.  

The instantaneous frequencies are plotted in Figure 2-12 together with the 𝐵𝑥 signal. 

The fluctuations in the frequency ridge as well as the spikes are significantly reduced 

compared with the frequency ridge depicted in Figure 2-11(b). Although amplitude of the 

𝐵𝑥  signal varies in the first twenty hours, frequency of the variations is remained below 

0.5 mHz. However, the ridge obtained based on 𝑑𝐵𝑥/𝑑𝑡 in Figure 2-11(b) represents high 

amplitude fluctuations in the same period. Hence, a more accurate approach to the 

instantaneous time-frequency analysis of 𝑑𝐵/𝑑𝑡 signal is required to extract the frequency 
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ridge from the main signal prior to the differentiation. This ensures avoiding excessive 

noise in the frequency ridge. 

As it can be seen in Figure 2-12, frequency of the Bx signal jumps to a few millihertz 

at several instants within the time span of the GMD event. To cite an instance, the 

frequency ridge has fluctuations after about 22 hrs. This period is of the highest 

importance due to the high amplitude GICs driven in the power system during this time 

period. A third approach is proposed in the following subsection to increase the accuracy 

of the frequency detection during the peak of a GMD event by preventing sudden changes 

in the amplitude of the frequency ridge. Note that a small deviation in the frequency leads 

to a significant change in the amplitude of the earth transfer function as depicted in Figure 

2-7. This implies the importance of an accurate instantaneous frequency detection 

 

 

Figure 2-12: Despiked frequency ridge of the modified 𝐵𝑥 signal recorded during 

March 13-14, 1989. 
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considering the earth transfer function. 

2.3.3 Extracting Frequency Components from Filtered 𝑩𝒙 Signal 

A tool more powerful than the wavelet denoising is required to smooth the 𝐵𝑥 signal 

efficiently. A low-pass finite impulse response (FIR) filter is designed as an alternative to 

the wavelet denoising to filter out high frequency contents pertained to fluctuations. 

Various filters can be adopted for this purpose among which a Savitzky-Golay filter [54] 

of order 3 is selected. The reason is that this filter decreases the peak’s magnitude of the 

𝐵𝑥 signal less compared with the other filtering methods while smooths the signal 

considerably. In this approach, although high frequency components of the 𝐵𝑥 signal are 

filtered by the Savitzky-Golay filter, the extracted frequency ridge is processed in two 

stages. First, the frequency ridge is despiked using the same method that is applied for 

despiking 𝐵𝑥 signal. In the latter stage, the frequency ridge is passed through a median 

filter of order 13th to flatten the peaks that have a low width. The principle of a median 

filter is to slide a window along the signal and replace the midpoint with the median value 

of samples that lie inside the window [48].  

The proposed signal processing method for the time-frequency analysis is applied to 

a combination of sinusoidal signals, where the reference frequencies are available for 

verification. A function 𝑥(𝑡) is defined as follows: 

  

𝑥(𝑡) =

{
 
 

 
 
10 sin(2𝜋(𝑓)𝑡) + 𝑤𝑛          0 < 𝑡 ≤ 0.15s                                                                     

10 sin(2𝜋(𝑓)𝑡) + 30 cos(2𝜋(5𝑓)𝑡) + 𝑤𝑛          0.15s < 𝑡 ≤ 0.3s                          

10 sin(2𝜋(𝑓)𝑡) + 30 cos(2𝜋(5𝑓)𝑡) + 90 sin(2𝜋(10𝑓)𝑡) + 𝑤𝑛          𝑡 > 0.3 s  

 

 

(2.10) 
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where 𝑓 is the frequency, and 𝑤𝑛 indicates white noise. The base frequency 𝑓 equals 

10 Hz, and power of the white noise is 20 dBW. Function 𝑥(𝑡) is plotted versus its 

instantaneous frequencies in Figure 2-13. The dominant frequencies are identified 

correctly and illustrated by the frequency ridge. Although the first segment of 𝑥(𝑡) with a 

frequency of 10 Hz is highly distorted by the white noise, the corresponding frequency 

ridge is stable and detected accurately. Since the frequency detection method is 

validated, it is applied to the 𝐵𝑥 signal in the next step. 

The filtered 𝐵𝑥 signal that is recorded during March 13-14, 1989 is plotted against the 

associated frequency ridge in Figure 2-14. Note that the frequency ridge is despiked and 

passed through a median filter. The instantaneous frequencies in Figure 2-14 are more 

stable compared with the frequency ridge shown in Figure 2-12. Moreover, a reduction in 

the value of the instantaneous frequencies is evident, since the high frequency  

 

Figure 2-13: 𝑥(𝑡) versus its instantaneous frequencies.  
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components of 𝐵𝑥 are shrunk more by the Savitzky-Golay filter than by the wavelet 

denoising method. As the third comparison, the global peak of the frequency ridge 

coincides with the peak of the GMD event for the signal pairs depicted in Figure 2-14, 

unlike the non-filtered signals in Figure 2-12.  

The correlation between the frequency ridge and 𝑑𝐵𝑥/𝑑𝑡 signal is investigated near 

their global peak that is indicated by an oval in Figure 2-15, since this region is of the 

highest interest from the GIC point of view. As it can be seen in Figure 2-15, the frequency 

ridge follows the abrupt changes in 𝑑𝐵𝑥/𝑑𝑡 that are occurred after 25 hrs. Moreover, this 

figure reveals that the high amplitude changes in the 𝑑𝐵𝑥/𝑑𝑡 are of a higher frequency. 

Based on the earth transfer functions in Figure 2-7, amplitude of the earth’s transfer 

functions and therefore, amplitude of the induced geoelectric field are inversely 

 

 

Figure 2-14: Filtered 𝐵𝑥 signal versus its modified instantaneous frequencies 

during March 13-14, 1989. 
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proportional to the frequency. Hence, in case of oscillations in 𝑑𝐵𝑥/𝑑𝑡 with identical 

amplitudes but distinct frequencies, the oscillations that are of a higher frequency result 

in induced geoelectric fields with lower amplitudes. 

2.4 Taking Derivative of B signal 

Denoising the 𝐵 signal and eliminating its spikes prepares the signal for further steps 

towards calculating the induced electric field. In this section, different methods for taking 

derivative of a signal are compared, and the best method among them is introduced.  

The straightforward method to take derivative of a signal is to apply numerical 

differentiation, where the difference between two successive samples is divided by the  

 

Figure 2-15: 𝑑𝐵𝑥/𝑑𝑡 signal versus instantaneous frequencies of the filtered 𝐵𝑥 

during peak of the GMD event on March 13 and 14, 1989. 
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time step. Although simplicity and computational speed are the two advantages of this 

method, the noise in the signal is amplified in its derivative. Finite differences methods 

such as backward Euler method suffer from the same disadvantage since the noises are 

not considered in the approximations applied in these methods. If fundamental of the 

system that generates the signal is known, Kalman filter [55], sliding mode[56], and super 

twisting [57] methods could be useful for the derivate calculation. Although two GMD 

system models are introduced in the literature[58], the simplifications made in these 

models cause a decrease in the accuracy if the above-mentioned differentiation methods 

are applied.  

FIR filters can be designed to take the derivative as well. Applying them on the B 

signals revealed two major drawbacks of this method. First, a high filter order is required 

to achieve a smooth derivative signal, which leads to a longer delay in the filtered signal 

in addition to the introduced transient. The latter drawback is that peaks of the derivative 

signal, which represent the corresponding peaks in the GIC signal, are modified 

significantly at higher filter orders. Consequently, a less known method is applied in this 

research to take derivative of noisy 𝐵 signals considering the drawbacks of the 

conventional methods. 

Wavelet transform has been previously applied to approximate derivative of a noisy 

signal in analytical chemistry [59] and biomedical studies [60] as well as in detecting faults 

in satellite systems [61]. The principles of the wavelet-based differentiation are 

represented in the following.  

CWT of a function 𝑓 is obtained by [62]  

 
𝑊 𝑓(𝑢, 𝑠) = ∫ 𝑓(𝑡)

1

√𝑠
𝜓∗ (

𝑡 − 𝑢

𝑠
)

+∞

−∞

𝑑𝑡 (2.11) 
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where 𝜓 is a mother wavelet, and 𝑢 and 𝑠 are translation and dilation parameters, 

respectively. A fast decaying wavelet with a single vanishing moment can be defined by 

 
𝜓(𝑡) = −

𝑑𝜃(𝑡)

𝑑𝑡
 (2.12) 

The wavelet transform of 𝑓 can be written as  

 
𝑊 𝑓(𝑢, 𝑠) = 𝑠

𝑑

𝑑𝑢
(𝑓 ∗ �̅�𝑠)(𝑢) (2.13) 

where �̅�𝑠(𝑢) =
1

√𝑠
𝜃(−

𝑢

𝑠
). The term 𝑓 ∗ �̅�𝑠 represents a weighted average of 𝑓, and 

therefore, the resulting wavelet transform yields derivate of the smoothed 𝑓. If the fast 

decaying 𝜃 has a nonzero integral as 

 
𝐾 = ∫ 𝜃(𝑡)𝑑𝑡  

+∞

−∞

 (2.14) 

the derivative of 𝑓 can be calculated as follows according to (7) 

 
lim
𝑠→0

𝑊 𝑓(𝑢, 𝑠)

𝑠3/2 
= 𝐾𝑓(1)(𝑢)   (2.15) 

Advantage of this method over the above-mentioned methods is that smoothing is 

incorporated into the differentiation process. The degree of smoothing is controlled by the 

scale parameter 𝑠. Choosing a large value for the scale parameter leads to a smoother 

derivate signal, whereas decreases accuracy of the approximation in (9).  

Mother wavelet and value of the scale parameter are the two factors that are required 

to be determined before implementing the wavelet differentiation method. The search for 

the appropriate mother wavelet is limited to those with one vanishing moments. Except 

the gaussian wavelet, other wavelets provide the same results. For a specific scale value, 

Gaus1 wavelet modifies the peaks more and introduces a longer transient compared to 

the other wavelets. In response to this, sym1 wavelet is applied for taking time derivative 
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of the B signals.  

Three signals with a sampling frequency of 1 Hz and high amplitude oscillations are 

considered to evaluate efficiency of the differentiation method. SNR and deviation in the 

peaks’ amplitude (DPA) of the derivative signals are reported in Table 2-2. DPA is 

percentage of the change in the peak’s amplitude with respect to the numerical 

differentiation of 𝐵 signal as the reference signal and is calculated by 

 
𝐷𝑃𝐴 =

max(𝑥𝑛) − max(𝑥𝑤)

max(𝑥𝑛)
× 100 (2.16) 

where xw and xn denote the derivative signals obtained by the wavelet and numerical 

differentiation methods, respectively. Normalized correlation coefficient (NCC) is applied 

as another criterion to measure the degree of correlation between xw and xn [63]: 

 
NCCD =

∑ 𝑥𝑛(𝑘). 𝑥𝑤(𝑘)
𝑁
𝑘=1

√(∑ 𝑥𝑛2(𝑘)
𝑁
𝑘=1 ). (∑ 𝑥𝑤2 (𝑘)

𝑁
𝑘=1 )

 (2.17) 

NCCM is calculated as well to evaluate the correlation between the main and the 

denoised and despiked 𝐵𝑥 signal. Value of NCC ranges from -1 to +1, where the upper 

limit represents the highest correlation. Both NCCM and NCCD are listed in Table 2-3. 

The aim is to increase SNR value of 𝑑𝐵𝑥/𝑑𝑡 while the peak values are remained 

 

Table 2-2: Evaluating effect of the scale parameter on 𝑑𝐵𝑥/𝑑𝑡 signal; DPA values 

are in percent. 

Station 
Scale 4 

Scale 8 Scale 16 

DPA SNR DPA SNR DPA SNR 

Fort Churchill -1.64 7.57 -5.74 8.13 -12.45 9.57 

Yellowknife -1.32 9.04 -3.02 9.51 -6.03 10.71 

Iqaluit -1.53 8.02 -4.82 8.56 -10.79 9.86 
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unmodified.  

As it can be seen in Table 2-2, SNR and DPA are updated in opposite direction with 

increased scale value. The same behavior is seen between value of the scale parameter 

and NCCD in Table 2-3. Scales greater than 8 affect the peaks of 𝑑𝐵𝑥/𝑑𝑡 significantly 

and therefore, they are ignored for the further analyses. Note that the low NCCD for 

Yellowknife station is because of highly distorted 𝐵𝑥 signal recorded at this station. Hence, 

the search for the appropriate scale is limited to two values, i.e., four and eight.  

 

The 𝐵𝑥 signal received by Fort Churchill station on 2015/08/15 is denoised and 

despiked, and its derivative is depicted in Figure 2-16 for a short period of time in vicinity 

of the global minimum. The three signals plotted in this figure represent the derivatives 

obtained by numerical differentiation and by the wavelet-based method with scale values 

of 4 and 8. The high frequency oscillation that is encompassed by the oval in Figure 2-16 

is smoothed by a scale value of 8. The B signals recorded by different stations were 

analyzed, and a scale of 8 was capable of smoothing multiple oscillations through the 

𝑑𝐵/𝑑𝑡 signals. Consequently, sym1 wavelet with a scale value of 8 is considered to 

approximate the derivative of 𝐵 signals by (9).  

 

Table 2-3: Correlation coefficients between the main and modified signals. 

Station 
Scale 4 

Scale 8 Scale 16 

NCCM NCCD NCCM NCCD NCCM NCCD 

Fort Churchill 1.00 0.99 1.00 0.98 1.00 0.12 

Yellowknife 1.00 0.11 1.00 0.11 1.00 0.01 

Iqaluit 1.00 1.00 1.00 0.99 1.00 0.13 
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According to Table 2-2, the 𝐵𝑥 signal captured by the magnetometer at Yellowknife 

station includes significant noises. Time derivate of the processed 𝐵𝑥 signal that is 

obtained by the wavelet differentiation method is plotted versus numerical derivative of 

the original 𝐵𝑥 signal in Figure 2-17. The derivative of the original signal is not 

interpretable due to the amplified noise, whereas the noises are considerably mitigated 

in the derivate of the processed 𝐵𝑥 signal. This implies the importance of processing the 

B signals prior to the implementation of the GIC calculation method.  

2.4.1 A Discussion on the Sampling Frequency 

Both numerical and wavelet differentiation methods approximate the time derivative of 

the signal. Accuracy of this approximation is dominated by the sampling frequency or the 

time difference between two successive samples Δ𝑡. Sampling frequency is required to 

be a sufficient high multiple of the highest frequency component of the signal to ensure 

the accuracy of the approximation. A Fourier analysis reveals that main frequency 

 

Figure 2-16: Effect of the scale parameter on smoothing 𝑑𝐵𝑥/𝑑𝑡. 
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components of the B signals recorded on 2015/08/15 are less than 1 mHz. On the other 

hand, sampling frequency 𝐹𝑠 of 1 Hz for the 𝐵 components is not always available due to 

practical limitations concerned with transmitting the measured 𝐵 data. Therefore, the 

relationship between the sampling frequency and accuracy of the differentiation is 

assessed in detail in this subsection. It is worthwhile to mention that accuracy of the 

differentiation is defined as deviation in the peaks’ amplitude from the reference values, 

since GIC is directly proportional to the peaks’ amplitude of the 𝑑𝐵/𝑑𝑡 signal. According 

to the Nyquist sampling rate theorem, sampling frequency 𝐹𝑠 should be at least twice 𝑓𝑚𝑎𝑥, 

i.e., highest frequency component available in the signal, to avoid aliasing. Nevertheless, 

this criterion does not satisfy accuracy of the differentiation methods. A quantitative 

analysis is presented in the following to evaluate the relationship between 𝐹𝑠 and 𝑓𝑚𝑎𝑥. 

 

Figure 2-17: Performance of the proposed signal processing method on the time 

derivative of 𝐵𝑥 signal recorded at Yellowknife station. 
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A simple noise free sine function is defined as 𝑦(𝑡) = 10sin (2𝜋𝑓𝑡) where 𝑓 is the 

frequency of y signal. Unlike the B signal where its reference derivative signal is not 

available, the reference values for time derivative of y signal are simply obtained by taking 

derivative of y function as 𝑑𝑦/𝑑𝑡.  

The peaks of 𝑑𝑦/𝑑𝑡 are compared with peaks of ∆𝑦/∆𝑡, i.e., numerical derivative of y, 

in terms of DPA percentages in Table 2-4 for different ratios of 𝑅 = 𝐹𝑠/𝑓. Based on the 

results reported in Table 2-4, DPA is less than or equal to 2% for R values greater than 

18. Having this value of DPA as the limit, sampling frequency of the B signal should be at 

least 18 times higher than its main frequency component, i.e., 1 mHz. This limitation 

ensures that the peaks’ amplitude is preserved in the derivative signal. Therefore, the 

minimum acceptable sampling frequency for the B signals is approximately 18× 1 mHz. 

Assuming 1/60 Hz  as the base sampling rate, the minimum sampling frequency can be 

rewritten as 1/60 × 1.1 Hz.   

The B signal has two major differences with the simple y signal. First, the B signal 

contains various frequency components, and the latter is the presence of noises in the B. 

As mentioned earlier, the maximum frequency component of the B signals is less than 

1 mHz. According to Table 2-4, lower frequency components affect DPA less given a 

constant sampling rate. In this regard, DPA reaches a value less than the 2% limit if the 

major frequency component equals 1 mHz or less. The latter difference, which is the 

noises in the B signal, is controlled by the scale parameter of CWT that is applied for the 

differentiation. As mentioned earlier, an increased scale value mitigates the noises, 

whereas affects the peaks by increasing DPA. Sampling frequency plays a significant role 

in the DPA improvement. This role is analyzed quantitatively in the following.   

The derivative of y signal with f equals 1 mHz is obtained by both the CWT method 
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and by 𝑑𝑦/𝑑𝑡 for different sampling frequencies, and the corresponding DPAs are listed 

in Table 2-5. Note that DPA in this case is calculated by (10) where 𝑥𝑛 denotes 𝑑𝑦/𝑑𝑡. As 

it can be inferred from Table 2-5, DPA is directly proportional to the scale parameter of 

CWT for a given sampling frequency. On the other hand, oversampling prevents the 

differentiation to cause a noticeable DPA. According to Tables II and III, a scale of 8 is 

the optimum condition for denoising the B signal to an acceptable level. This requires the 

sampling rate to be at least 1/60 × 4 Hz to ensure DPA becomes less than the 

predetermined value of 2%. 

The sampling frequency needs to be determined with respect to the dominant 

frequency component of the B signal as well as the scale parameter of CWT. These two 

factors impose a minimum 𝐹𝑠 requirement equal to 1/60 × 1.1 Hz and 1/60 × 4 Hz, 

respectively. The maximum of these two values yields the minimum acceptable 𝐹𝑠. 

Consequently, the magnetometers are required to take samples of B signal at least at 

15 s intervals. It is worthwhile to mention that the dominant factor limiting the sampling 

frequency is the scale of CWT. Therefore, GMDs with higher frequencies such as the one 

 

Table 2-4: Effect of sampling frequency on preserving peaks of 𝑑𝑦/𝑑𝑡. 

Case  R=𝐹𝑠/𝑓 DPA (%) 

1 8 9.97 

2 12 4.51 

3 14 3.32 

4 16 2.55 

5 18 2.02 

6 20 1.64 
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occurred in March 1989 with a frequency of 1.2 mHz [47] can be accurately modeled by 

sampling 𝐵 signal at a rate of 1/15 Hz.  

As a comparison between the numerical and the wavelet differentiation methods, case 

number 4 in Table 2-4 has a frequency ratio approximately the same as the first three 

cases in Table 2-5 with 𝐹𝑠/𝑓 = (1/60)/(1 × 10
−3). The numerical differentiation method, 

however, yields a DPA of 2.55%, whereas DPAs for the wavelet differentiation method 

range from 0.79% to 17.24% depending on the scale parameter. This implies superiority 

of the wavelet differentiation method over the numerical differentiation in case an 

appropriate value for the scale parameter is chosen.  

2.5 Results 

A noise and spike free 𝑑𝐵/𝑑𝑡 signal allows accurate calculation of the GIC flowing through 

the power grid. An earth model as well as details of the power grid are required to obtain 

 

Table 2-5: Effect of the scale parameter on preserving peaks of 𝑑𝑦/𝑑𝑡. 

Case Fs (Hz) Scale DPA (%) 

1 1/60 2 0.79 

2 1/60 4 4.27 

3 1/60 8 17.24 

4 1/60 × 2 2 0.22 

5 1/60 × 2 4 1.49 

6 1/60 × 2 8 6.45 

7 1/60 × 4 2 0.05 

8 1/60 × 4 4 0.27 

9 1/60 × 4 8 1.15 
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the GIC amplitude. The processed 𝑑𝐵/𝑑𝑡 signal can be applied to the earth models for 

different geographical zones to obtain the induced geoelectric field on the earth’s surface 

in the corresponding regions. Given a multi-layer earth model and the earth transfer 

function 𝐶(𝜔), the induced geoelectric field is calculated as follows in time domain [24]:  

 
𝐸𝑥(𝑡) = 𝑐(𝑡) ∗ (

𝑑𝐵𝑦(𝑡)

𝑑𝑡
) (2.18) 

 
𝐸𝑦(𝑡) = −𝑐(𝑡) ∗ (

𝑑𝐵𝑥(𝑡)

𝑑𝑡
) (2.19) 

where 𝐸𝑥 and 𝐸𝑦 represent the northward and eastward components of the geoelectric 

field, respectively. These two components are calculated based on both the processed 

and unprocessed B data that have been recorded at the Yellowknife station, and the 

results are compared in Figure 2-18. As expected, the noises and spikes in the 𝐵𝑥 and 𝐵𝑦 

signals are reflected in the geoelectric field components. Nevertheless, effectiveness of 

the proposed signal processing methods is verified in Figure 2-18 by a significant 

reduction in the noises as well as preserving the peaks’ amplitude.  

The usual IEEE test cases are not suitable for the GIC calculations, since they lack 

necessary data required to model GIC in the grid. A modified IEEE 118-bus system is 

introduced in [26] that incorporates additional data into the usual IEEE test case including 

lines length, tower configuration, conductor type and its zero-sequence impedance, 

transformer data, updated generator data, and GPS coordinates as well as grounding 

impedance of the substations. These data allow calculating semi-dc current flowing in the 
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power grid through the ground connections.  

In this research, the modified 118-bus benchmark system is applied to verify the 

effectiveness and accuracy of the proposed signal processing method. The block diagram 

in Figure 2-19 shows processing of the B signal step by step followed by a power system 

analysis. The B signal recorded at Yellowknife station on 2015/08/15 is considered for the 

GIC calculation verification. The geoelectric fields induced by both the processed and 

unprocessed B signals are obtained, and the corresponding GICs in the power grid are 

calculated. The GICs in the neutral connection of the grid’s power transformers are 

ranked based on their magnitude. The simulation results revealed that the highest GIC 

 

 

Figure 2-18: Electric field components calculated for Yellowknife station; (a) 𝐸𝑥; (b) 

𝐸𝑦. 
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Figure 2-19: Wide-area GIC calculation algorithm. 
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magnitude appears on the transformer installed on bus number 24. The simulated GICs 

on this bus are depicted in Figure 2-20. As it can be seen, processing the B signal has 

caused a significant improvement in the accuracy of the obtained GICs by mitigating the 

noises and the spikes. To cite an instance, magnitude of the first and the second ranked 

peaks in the unprocessed GIC signal is decreased by 13% and 42% respectively, 

compared with the corresponding peaks in the processed GIC signal.  

GIC can cause half-cycle saturation of the power transformers. Unprocessed 𝐵 signals 

overestimate the GIC amplitude as it can be seen in Figure 2-20. This leads to a false 

diagnosis of half-cycle saturation in several power transformers. The inevitable 

countermeasures taken in response to the saturation leads to a cascade outage of 

several transformers and finally a blackout. This implies the importance of accurate GIC 

calculation in power system resiliency analysis during a GMD event.  

 

Figure 2-20: GIC amplitude on bus 24 associated with the Yellowknife B data. 
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2.6 Conclusion 

An acceptable level of noise reduction is achieved by decomposing the B signal down to 

4th level using sym4 wavelet and shrinking the coefficients that are associated with the 

noises. The detail coefficients that are obtained in the first level of the decomposition are 

outstanding indicators of the spikes in the signal. In the proposed despiking method, only 

the spike’s peak and the adjacent samples are replaced, and the remaining data points 

are remained unchanged.  

CWT is proposed as a method to calculate time derivative of the B signal. The major 

advantage of the wavelet-based differentiation method is that a noise mitigation process 

is incorporated into the differentiation. The noise mitigation is controlled by the scale 

parameter of the CWT. Even though a scale value of 8 satisfies the noise reduction, the 

B signal is required to be sampled at a maximum interval of 15 s to ensure that the 

modification in the peaks’ amplitude of 𝑑𝐵/𝑑𝑡 is negligible. 

The proposed signal processing methods are applicable to the B signals recorded at 

different observatories. Therefore, the processing methods can be incorporated into an 

integrated wide-area magnetic field monitoring system. Monitoring the magnetic field 

yields 𝑑𝐵/𝑑𝑡 for accurate calculation of GICs. This allows resiliency analysis of the power 

system when several power transformers are prone to half-cycle saturation due to the 

quasi-dc GICs. 
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Chapter 3 
 
Online Monitoring of Magnetometer Signals for 
Estimating Induced Electric Fields in Power 
Systems 
 

3.1 INTRODUCTION 

Powerful solar activities that are followed by CME cause a change in space weather. If 

the erupted plasma takes the earth’s path, it interacts with the earth’s magnetic field and 

leads to a GMD. As a result, quasi-dc currents with an amplitude in the order of millions 

of amperes known as auroral electrojets are formed in the ionosphere layer at an altitude 

about 100 km above the earth’s surface [4, 64]. These time-varying high amplitude 

currents induce a magnetic field that interacts with the earth’s magnetic field. Ultimately, 

an electric field is induced near the earth’s surface. 

The induced electric field causes a quasi-dc current known as GIC to flow through a 

closed loop in a power system [31-33]. This closed loop is comprised of power system 

transmission lines, grounded neutral of transformers, and earth layers. GICs affect power 

transformers by introducing a dc flux that can cause half-cycle saturation of the 

transformer core [18, 19]. The detrimental effects of the half-cycle saturation include the 
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generation of harmonic components [20], overheating and bubble formation in oil 

insulation, and an increase in reactive power consumption [1, 21, 22]. An accurate 

calculation of the induced electric field, and therefore, the GIC flow in a power system is 

required to prevent the damages caused by a GMD event. The first step in calculating the 

induced electric field signal 𝐸 is to gather magnetic field data measured near earth’s 

surface. 

INTERMAGNET, US Geological Survey, SuperMAG, and IMAGE are among the 

prominent networks that monitor earth’s magnetic field at various observatories [65]. The 

INTERMAGNET observatories are equipped with fluxgate magnetometers that record 

magnetic flux density 𝐵 signals at 1 Hz [17]. The fluxgate magnetometers are designed 

to either have orthogonal or parallel excitation [66] and can work either in fundamental- 

or second-harmonic mode [67]. Reviewing the data in INTERMAGNET database in  [16] 

reveals a diversity in quality of the 𝐵 signals recorded by the fluxgate magnetometers. 

The noises in the magnetic field data and therefore, the estimated GICs hinders a reliable 

online assessment of power system during a geomagnetic storm. A study in [65] has 

developed a setup to stream and visualize the magnetic field data; however, the 

processing of the measured signals is not discussed in [65].  

An algorithm is proposed in an earlier study in [68] for offline processing of 𝐵 signals 

measured at the observatory stations. However, online monitoring of the magnetic field, 

which is crucial to protect the power system against severe GMD events, requires online 

analysis of 𝐵 signals. This eliminates the need to measure dc current at the neutral 

connection of power transformers to monitor geomagnetic disturbances [69]. Noise 

reduction in magnetic field signals while preserving the peak’s amplitude of main 

frequency component with minimum possible computational burden is the novelty of the 
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study in this chapter. This results in an accurate calculation of the induced electric field, 

and therefore, the GIC in the power system. To cite an instance, the quasi-dc GIC can be 

adopted into power transformer hot-spot temperature estimations. An accurate GIC 

amplitude allows determining whether the transformer is operating under emergency 

loading conditions [70] or approaching the critical level of bubble generation [71] and 

failure. 

In this chapter, a set of signal processing methods are integrated to develop an online 

monitoring system for the magnetic field signals. Denoising the 𝐵 signals is studied in 

Section 3.2, followed by estimating 𝑑𝐵/𝑑𝑡 in Section 3.3. A procedure is presented in 

Section 3.4 to enhance the SNR by updating the processed data points followed by a 

discussion on the processing times in Section 3.5. The sample magnetic field signals 

analyzed in this study are derived from the INTERMAGNET database [16].  

3.2 Denoising Magnetic Field Signals 

Several observatory stations worldwide are equipped with magnetometers to measure 

three magnetic field components, 𝐵𝑥, 𝐵𝑦, and 𝐵𝑧. Parameters measured by sensors and 

transferred by electrical circuits are not immune to noises. It also applies to sensitive 

magnetometers that measure low amplitude magnetic flux density. The noises can be 

categorized into three sections, including ambient, external, and internal noises. The 

ambient noises originate from temperature changes [72] and nearby magnetic or large 

electric fields [73]. The external noises arise from auxiliary circuit components, e.g., 

amplifiers [41, 42]. The measurement mechanism of magnetometers leads to the third 

category of the noises, i.e., internal noises. Low frequency noises that are inversely 

proportional to frequency in magnetoimpedance [40, 44, 45] and fluxgate sensors [42] 
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and Barkhausen noises in magneto-impedance sensors [43] are among the prominent 

sources of the internal noises. The importance of noise reduction is more noticed 

considering that the time derivative of magnetic field signals 𝑑𝐵/𝑑𝑡 is incorporated in the 

𝐸 signal calculations. 

The online and offline magnetic field monitoring systems are distinct because of the 

pivot role of a sliding window in the online monitoring. A sliding window of a particular 

width is considered for each step of processing the magnetic field signals 𝐵. The window's 

width is kept constant, but once a new sample is received, the sliding window is shifted 

to include the most recent data and form an updated 𝐵 signal. Note that only the data 

points that are encompassed in the sliding window are processed. 

The first step towards processing the data within each window is to denoise the 𝐵 

signal using a discrete wavelet transform. The 𝐵 signal is projected onto a mother wavelet 

and then decomposed down to a specific level. The coefficients associated with noises 

are shrunk, and the signal is reconstructed afterward. The reader may refer to [74] for 

details of a wavelet transform. It is worthwhile to mention that the signal within each 

window is extended by three samples using linear extrapolation. The extended length of 

the signal enhances the effectiveness of an online wavelet denoising method by adding 

to the right margin of the window.   

Three parameters, including mother wavelet, decomposition level, and window size, 

dominate the denoising process. It becomes complicated if the impacts of all three 

parameters are evaluated simultaneously. Hence, the window size and wavelet denoising 

parameters are analyzed in two separate categories. The optimum combination of these 

three parameters is expected to extract the most noise components from the 𝐵 signal. 

Different combinations are compared with each other in terms of SNR in dB by: 
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SNR = 10 log10 (

𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑛𝑜𝑖𝑠𝑒
) (3.1) 

The measured 𝐵 signal contains magnetic field data together with noises as follows: 

 𝐵𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 = 𝐵𝑛𝑜𝑖𝑠𝑒 + 𝐵𝑚𝑎𝑖𝑛 (3.2) 

𝑃𝑠𝑖𝑔𝑛𝑎𝑙 in (1) is the power of 𝐵𝑚𝑎𝑖𝑛 that is obtained by denoising the measured signal. 

𝐵𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 is applied to a low-pass filter to extract 𝐵𝑛𝑜𝑖𝑠𝑒 by deducting the filter’s output, 

i.e, 𝐵𝑚𝑎𝑖𝑛, from the measured signal. A low-pass Butterworth filter with a cutoff frequency 

of 20 mHz is designed to filter 𝐵𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑. The rationale behind this cutoff frequency is that 

earlier studies in [35, 47] detected the primary frequency component of severe GMD 

events in a range of 1 to 3 mHz. In conclusion, SNR can be calculated by replacing 𝑃𝑠𝑖𝑔𝑛𝑎𝑙 

and 𝑃𝑛𝑜𝑖𝑠𝑒 in (1), which are obtained by wavelet denoising and the low-pass filter, 

respectively. Note that the designed low-pass filter and SNR calculations are not 

elements of the online monitoring system. SNR is only calculated to detect the best 

approach toward denoising the magnetic field signals and evaluate their efficacy. 

3.2.1 Properties of Wavelet Denoising Method 

The proposed signal processing methods are required to be evaluated by applying them 

to several measured 𝐵 signals. GMDs cause a more severe GIC in regions located at 

high latitudes including North America and Nordic countries [75]. In this regard, five 

observatory stations that span from the east to west coast in North America are 

considered to evaluate the online monitoring system in this chapter. The magnetometers 

installed at each observatory record the 𝐵 signals with distinct qualities, which allows 

creating a diverse database.  

In this subsection, the proposed signal processing methods are implemented on a 𝐵 
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signal recorded at Yellowknife station on 2015/08/15 during a GMD event. All components 

of 𝐵 signals, i.e., 𝐵𝑥, 𝐵𝑦, and 𝐵𝑧, are available in the INTERMAGNET database [16]. The 

Yellowknife station is the center of focus in this subsection as the worst-case scenario 

due to its poor signal quality among others as discussed later. 

Symlet and Daubechies wavelet families are widely used for denoising signals. The 

window size is set to 128 samples to denoise the 𝐵𝑥 signal online with mother wavelets 

from different members of these two families.  The decomposition level for the wavelet 

denoising ranges from 2 to 5. SNR values for both 𝐵𝑥 and 𝑑𝐵𝑥/𝑑𝑡 signals are listed in 

Table 3-1 for a few cases. Note that the induced electric field due to a GMD is calculated 

based on 𝑑𝐵/𝑑𝑡 instead of 𝐵 signal. Hence, it is desirable to maximize SNR for 𝑑𝐵/𝑑𝑡 

signal. As it can be seen in Table 3-1, denoising 𝐵 signals with db4 wavelet at a 

decomposition level of 4 results in the highest SNR for 𝑑𝐵𝑥/𝑑𝑡 signal. This condition is 

consistent for 𝑑𝐵𝑦/𝑑𝑡 and 𝑑𝐵𝑧/𝑑𝑡 signals as well. The mother wavelet and decomposition 

level of the wavelet denoising method were determined assuming the sliding window 

encompasses 128 samples. The next step is to evaluate SNR for different window sizes 

to detect the optimum window width for the online denoising of 𝐵 signals. 

Minimum window width (WW) is dominated by the decomposition level (DL) of the 

wavelet transform such that [50]: 

 DL ≤ 𝑓𝑙𝑜𝑜𝑟(log2(ww)) (3.3) 

This limitation on the window width is due to downsampling after the signal 

decomposition. Since the 𝐵 signal is decomposed down to level 4, the minimum window 

width equals 16. On the other hand, optimizing the calculation speed requires the window 
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size to be a power of two. In this regard, the 𝐵 signal recorded at the Yellowknife station 

is denoised with db4 wavelet at a decomposition level of 4 with various window widths. 

The corresponding SNRs are listed in Table 3-2. Although SNR of 𝐵 signal is kept almost 

at the same level with an increased window width, SNR of 𝑑𝑏𝑥/𝑑𝑡 has improved 

significantly. However, increasing window width beyond 128 results in a slight 

improvement in SNR. On the other hand, the calculation burden is increased with 

widening the window. Therefore, a window width of 128 is the optimum size for the online 

wavelet denoising. The effect of the wavelet denoising method is illustrated in Figure 3-1 

for the 𝐵𝑥 signal recorded at the Yellowknife station. 

3.3 Derivative of Magnetic Field Signals 

Earlier studies in [35, 76]  applied finite difference methods (FDM) to calculate 𝑑𝐵/𝑑𝑡 

Table 3-1: Denoising the 𝐵𝑥 signal recorded at Yellowknife station. 

Wavelet Level SNR of 𝐵𝑥 (dB) SNR of 𝑑𝐵𝑥/𝑑𝑡 (dB) 

Non denoised signal 54.31 -19.05 

db2 4 54.29 -7.53 

db3 4 54.32 -6.35 

db4 3 54.31 -6.92 

db4 4 54.31 -5.52 

db4 5 54.31 -6.46 

sym3 4 54.32 -6.35 

sym4 4 54.34 -5.91 

sym4 5 54.38 -6.69 
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signal. The difference between the amplitude of two consecutive samples is multiplied by 

the sampling frequency in these methods. Although the finite difference methods are 

simple to implement and require minimum computation, the noises are significantly 

amplified in the derivative signal. An alternative approach based on CWT is applied for 

offline studies in [68] to mitigate amplified noises in 𝑑𝐵/𝑑𝑡 signal. This method yielded 

promising results, and therefore is adopted for online estimation of 𝑑𝐵/𝑑𝑡 as well. 

However, this method requires modifications to be adapted for the online signal 

processing. Moreover, the severe detrimental effects of GICs in a power transformer 

occur during the storm maxima. Therefore, the aim is to improve SNR of 𝑑𝐵/𝑑𝑡 while 

preserving the peak’s amplitudes.  

The first step in estimating 𝑑𝐵/𝑑𝑡 signal is to calculate CWT of all samples of 𝐵 signal 

within each window by (2.11) followed by calculating K constant using (2.12) and (2.13). 

Finally, derivative of 𝐵 signal can be estimated by (2.15). It is demonstrated in [68] that a 

dilation parameter of 8 can mitigate the noises in the derivative signal while preserves 

peaks amplitude throughout the signal.  

Table 3-2: Evaluating changes in the SNR due to an increased window width. 

Window width  SNR of 𝐵𝑥,𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑 (dB) SNR of 𝑑𝐵𝑥,𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑/𝑑𝑡 (dB) 

16 54.32 -10.00 

32 54.27 -7.32 

64 54.29 -6.01 

128 54.29 -5.52 

256 54.29 -5.36 

512 54.29 -5.31 
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The wavelet-based derivative (WBD) method applied for offline studies in [68] needs 

to be modified for online calculation of 𝑑𝐵/𝑑𝑡 signal. It is demonstrated in Section 3.2 that 

the Daubechies wavelet family is more effective in the SNR improvement compared with 

the Symlet wavelet family. Therefore, the sym1 wavelet used for offline studies in [68] is 

replaced with db1 wavelet to estimate 𝑑𝐵/𝑑𝑡 online. Furthermore, two factors including 

the width of the sliding window and transients that are introduced to the 𝑑𝐵/𝑑𝑡 signal due 

to the CWT are required to be analyzed. Denoising and taking derivative of 𝐵 signals are 

two separate processes, and a sliding window with a distinct width can be applied for 

each method. 

A minimum of four 𝐵 signal samples is sufficient to estimate 𝑑𝐵/𝑑𝑡 by a CWT as 

represented in (7). Nevertheless, the window width is required to be extended by at least 

three samples on the right side to compensate for the transients introduced by the CWT. 

 

Figure 3-1: Original and denoised 𝐵𝑥 signal recorded at Yellowknife station. 
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On the other hand, a power of two number of data points ensures an optimized 

computational speed. Therefore, the sliding window for estimating 𝑑𝐵/𝑑𝑡 encompasses 

eight samples in total. The first five samples are measured magnetic field data, and a 

linear extrapolation obtains the three remaining data points.  

𝐵𝑥 signals recorded at five stations on 2015/08/15 are considered to compare efficacy 

of the online and offline processing methods. Three sets of (𝐵𝑥, 𝑑𝐵𝑥/𝑑𝑡) signals are 

created for each station. These three signal sets represent unprocessed, online 

processed, and offline processed [68] signals. Derivative of the unprocessed 𝐵𝑥 signals 

are estimated by [77] forward FDM: 

 𝑑𝐵𝑥
𝑑𝑡
|
𝑖
=
𝐵𝑥[𝑖 + 1] − 𝐵𝑥[𝑖]

ℎ
 (3.4) 

and central FDM: 

 𝑑𝐵𝑥
𝑑𝑡
|
𝑖
=
𝐵𝑥[𝑖 + 1] − 𝐵𝑥[𝑖 − 1]

2ℎ
 (3.5) 

where ℎ denotes the time step. SNRs are calculated for each signal set, and the 

results are listed in Table 3-3. It can be inferred from Table 3-3 that both online and offline 

processing methods improve SNR of 𝑑𝐵𝑥/𝑑𝑡 signal significantly. Although the online 

method provides a lower SNR in 𝑑𝐵𝑥/𝑑𝑡 in general compared with the offline method, the 

difference in the SNRs is negligible in most cases. Moreover, The FDMs fall behind the 

wavelet-based method in noise reduction capabilities. The improvement in the SNR is 

illustrated in Figure 3-2 for the magnetic field signal recorded at the Yellowknife station. 

It can be seen in this figure that how online denoising of the 𝐵𝑥 signal prior to the 

differentiation and choosing WBD over the FDM cause a significant reduction in the 

noises. 
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3.3.1 Induced Electric Field 

A schematic of the series of events that lead to generation of GICs in a power system is 

shown in Figure 3-3. Powerful solar storms emit plasma from the sun’s surface. If the 

plasma takes the earth’s path, electrojets are formed in the ionosphere layer and create 

a time varying magnetic field, which interacts with the earth’s magnetic field [4]. An electric 

field is induced as a result, and therefore, GIC flows in the power system through 

transmission lines and the ground connection of power transformers. 

𝐸𝑋 and 𝐸𝑦 are the two components of the induced electric field in earth layers that are 

calculated by (2.18) and (2.19). The reader may refer to [35] for a detailed discussion on 

how earth transfer function 𝑐(𝑡), is obtained by measuring the impedance of different 

earth layers. The magnetic field data recorded at the Yellowknife station are convolved 

with the impulse response of earth layers of Ontario, Canada, to calculate 𝐸𝑥 and 𝐸𝑦. The 

electric field signals calculated based on non-denoised 𝐵 and FDM methods are 

 

Table 3-3: A comparison among SNR of unprocessed, online processed and 

offline processed magnetic field signals. 

Station 

SNR (dB) 

𝐵𝑥 
𝐵𝑥, 

offline 
denoised 

𝐵𝑥, 
online 

denoised 

𝑑𝐵𝑥/𝑑𝑡, 
unprocessed, 
forward FDM 

𝑑𝐵𝑥/𝑑𝑡, 
unprocessed, 
central FDM 

𝑑𝐵𝑥/𝑑𝑡, 
offline, 

wavelet-
based 

𝑑𝐵𝑥/𝑑𝑡, 
online, 

wavelet-
based 

Yellowknife 54.31 54.41 54.31 -19.49 -14.24 -0.69 -0.75 

St John’s 81.41 81.45 81.32 -11.04 -8.38 -2.81 -3.12 

Sitka 58.63 58.68 58.61 -14.32 -10.19 -3.78 -7.58 

Iqaluit 52.98 52.99 52.96 -2.57 -2.55 -2.43 -2.42 

Fort 
Churchill 

54.15 54.15 54.13 -1.94 -1.86 -1.66 -1.64 
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compared with those obtained by denoised 𝐵 and WBD method in Figure 3-4. Decreasing 

the noises beyond this level in the online studies requires further analysis that is described 

in the following section. 

3.4 Updating Historical Data Points 

The data points contained in the sliding window are updated once a new sample is 

recorded and transferred to the processing unit. All of the data points in the window are 

considered in the calculations. Hence, the number of times each data point is processed 

equals the window width. To cite an instance, the window width for the wavelet denoising 

 

Figure 3-2: Progressive reduction of noises in 𝑑𝐵𝑥/𝑑𝑡 due to denoising and 

applying WBD method. 
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is 128, which implies that each sample is processed 128 times before falling behind the 

sliding window. In this regard, the previously processed data can be updated to enhance 

the noise reduction capability without an additional processing step.  

When a new sample of 𝐵 signal is received, it can only be compared with the previous 

data, which adversely affects the noise suppression and outlier data detection. In this 

regard, in addition to the online processing of 𝐵 signals, the previously stored data are 

updated as well. The updating process is explained in detail as follows. Assume the 

sliding window has a width of 128. When a new sample is received, it is attached to the 

right side of the window, and one data point is removed from the left side of the window. 

The data points within the sliding window are denoised, and then the last denoised data 
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Figure 3-3: Schematic of GIC flows in a power system during a GMD event. 
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point is stored as a result of the online processing. A number of recently processed data 

points referred to as lag is considered to replace the previously stored processed data. 

The lag indicates the processed data within the sliding window that are located in a 

position ranging from 𝑤𝑖𝑛𝑑𝑜𝑤 𝑤𝑖𝑑𝑡ℎ − 1 to 𝑤𝑖𝑛𝑑𝑜𝑤 𝑤𝑖𝑑𝑡ℎ − 𝑙𝑎𝑔. Hence, the number of 

times each processed data point is updated equals the lag value. A schematic of the 

updating process is illustrated in Figure 3-5 for a window width of 128.  

The improvement in SNR of the numerical derivative of denoised magnetic field signal 

caused by updating the historical data is investigated under different circumstances. The 

𝐵 signal recorded at the Yellowknife station on 2015/08/15 is denoised using four distinct 

sliding windows with a width of 8, 32, 64, and 128. A lag ranging from 𝑤𝑖𝑛𝑑𝑜𝑤 𝑤𝑖𝑑𝑡ℎ − 1 

to 𝑤𝑖𝑛𝑑𝑜𝑤 𝑤𝑖𝑑𝑡ℎ − 𝑙𝑎𝑔 is introduced to each sliding window, and the historical data are 

updated accordingly. The resultant denoised signals are passed through a low pass filter, 

 

Figure 3-4: Improvement in quality of the induced electric field data due to 

denoising 𝐵 signal and choosing WBD over FDM in calculating 𝑑𝐵/𝑑𝑡. 
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as discussed in Section 3.2, to calculate the SNR. The results are shown in Figure 3-6 

for different values of window widths and lags.  As it can be seen in this figure, for a 

window width of 128, the SNR oscillates within a limited range after the transient sharp 

increase in the SNR settles down. This oscillatory behavior is emerged when the lag 

reaches about ten samples and is faded when the lag comes close to the window width. 

This behavior is scrutinized as follows.  

As it was mentioned in Section 3.2, the part of 𝐵 signal that is included in the sliding 

window is linearly extrapolated by three samples. These three samples are replaced by 

actual measured 𝐵 data by introducing the lag to the sliding window. Moreover, increasing 

the lag value beyond three samples provides the updating process of the denoised signal 

with more data points. As a result, frequency contents of 𝐵 signal samples within the 

 

Figure 3-5: Updating and replacing previously processed data points. 
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sliding window are preserved. As it can be seen in Figure 3-6, when the sharp increase 

in the SNR decays, SNR oscillates within a limited range. The reason for this oscillatory 

behavior is that for a particular value of lag, some frequency components are amplified, 

and some are attenuated. 𝐵 signals recorded at different observatories were analyzed, 

and it was discovered that the first peak of SNR occurs when the lag takes a value of 

about ten samples.  

Given a lag of ten samples, the width of the sliding windows for all the processing 

methods needs to be long enough to allow updating the historical data. Hence, except for 

denoising the 𝐵 signals that requires a sliding window of width 128 samples, the sliding 

windows for estimating 𝑑𝐵/𝑑𝑡 and the induced electric fields need to contain 16 samples. 

 

Figure 3-6: Variations in SNR of 𝑑𝐵𝑥/𝑑𝑡 due to updating previously processed data 

points. 
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Note that a width of eight samples was proven to be enough for the sliding window applied 

in calculating 𝑑𝐵/𝑑𝑡. This width has to be increased to encompass at least ten samples. 

Considering that the number of data points is needed to be a power of two for an 

optimized computational speed, the width of the sliding window is set to sixteen samples.  

The increase in the SNR of the electric field signals due to applying a lag of ten is 

illustrated in Figure 3-7(a). The 𝐸𝑥 signals shown in this figure pertain to the 𝐵 signals 

recorded at the Yellowknife station. As it can be seen in Figure 3-7(b), the noises are 

 

 

Figure 3-7: Improvements in the induced electric field signal due to: (a) online 

processing (b) updating historical data points. 
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reduced to the extent that is comparable to the 𝐸𝑥 signal obtained by the offline method 

in [68].  

3.5 Processing Speed 

Magnetometers can sample at a rate of  several kilohertz [78]; however, the observatory 

stations are equipped with fluxgate magnetometers that sample at 1 Hz [16]. The time 

required to process 𝐵 signal data points and to calculate the corresponding induced 

electric field on a full window width is 2 ms and 6 ms, respectively. The processing times 

pertain to an Intel 1.6 GHz CPU. A total processing time of 8 ms for each cycle implies 

on practicality of the online monitoring system considering the 1 Hz sampling rate of 𝐵 

signals plus a latency for data transmission. On the other hand, the methods introduced 

in this chapter are based on well-known mathematical theorems. This allows easy 

implementation of the monitoring method in prominent coding languages with the help of 

built-in libraries for an optimized processing speed. 

A prominent opponent of wavelet denoising is a moving average filter, which imposes 

a less computational burden and therefore, a faster processing speed. Three major 

advantages of the wavelet denoising method make it more suitable to worth the slower 

calculation speed. In the wavelet method, only coefficients below a threshold are shrunk 

[50], while all frequency components are averaged in the moving average filter. Therefore, 

unlike the moving average filter, the wavelet method retains peaks in the 𝐵 signal that 

translate into peaks of GIC in power systems. Second, moving average filters replace the 

midpoint in a window, thus imposing a delay on the online monitoring system that is 

correlated to the window’s width. Third, wavelet transforms are proven to outperform 

moving average filters in denoising the magnetic field signals. The performances of these 
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two methods in improving SNR of forward finite difference 𝑑𝐵𝑥/𝑑𝑡 signals are compared 

in Table 3-4. This comparison is made based on the data recorded at the Yellowknife 

observatory as an example.   

3.6 Conclusion 

A sliding window is a dominant factor that differentiates the online processing of magnetic 

field signals from offline studies. The first step in the online processing of 𝐵 signals is to 

slide a window of width 128 samples over the signal and denoise the encompassed data 

points down to level four by db4 wavelet. The next step is to apply a CWT based on db1 

wavelet to estimate 𝑑𝐵/𝑑𝑡. The sliding window is required to include at least sixteen 

samples for this step. Convolution of the improved 𝑑𝐵/𝑑𝑡 signals with the earth’s impulse 

response yields the induced electric fields.  

The weakness of applying a wavelet transform to a sliding window is that transients 

are introduced at the end of the window. However, extending the signal length by a linear 

extrapolation is a straightforward method to overcome the transients. It was also 

demonstrated that updating the previously stored and modified data points can 

 

Table 3-4: Comparing wavelet denoising and moving average filter. 

Denoising method 
Lag in the wavelet 

method 

Moving average 

window width 

SNR of  𝑑𝐵𝑥/𝑑𝑡 
(dB) 

Wavelet 1 NA -6.39 

Moving average NA 3 -11.00 

Wavelet 2 NA -5.50 

Moving average NA 5 -7.21 

Wavelet 3 NA -4.70 

Moving average NA 7 -5.12 
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significantly increase the SNR. This enhancement is achieved by replacing the ten most 

recently processed data points in each sliding window. Processing magnetic field signals 

and obtaining the induced electric fields are fulfilled in 8 ms cycles. This time is short 

enough to run the online monitoring system with an input signal that is sampled at 1 Hz. 
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Chapter 4 
 
Bubble Formation in Oil-Paper Insulation of 
Power Transformers  
 

4.1 INTRODUCTION 

Transformers are manufactured at different nominal ratings depending on their use in 

either distribution, transmission or generation-side levels. This section focuses on 

medium and large oil-immersed power transformers that typically have a rating of greater 

than 2500 KVA according to IEC 60076-7 [79]. Paper and oil insulation are crucial 

components of the power transformers. Operating limits and remnant lifetime of the 

transformers are determined based on the properties of their insulations and paper 

insulation in particular.  

Thin layers of paper insulation with a thickness of a fraction of a millimeter are wound 

around windings of the power transformers. The oil-impregnated paper that is immersed 

in the insulating oil provides sufficient insulation strength that is known as turn insulation. 

In addition to the wrapping paper, pressboards that are comprised of several plies of 

paper are used as support, protection, or spacer elements [80]. Nevertheless, the thin 

layers of the wrapping paper herein referred to as paper insulation are more prone to 
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aging and susceptible to excessive heating of the windings. A schematic of a typical 

power transformer with three windings that are immersed in insulating oil is shown in 

Figure 4-1. 

Standards such as IEEE C57.91 [70] and IEC 60076-7 [79] propose transformer 

loading guides as to hottest-spot temperature (HST) to ensure a safe operation and 

longer life expectancy. The research in this chapter addresses a physical phenomenon 

known as bubble evolution, which is the main reason to prevent the transformer HST from 

increasing beyond the short-term emergency loading limits. This chapter addresses one 

of the detrimental effects of GIC flows in power transformers during a GMD event. The 

sharp increase in the HST of the transformers due to GICs allows formation of bubbles in 

the oil-paper insulation. Gaseous bubbles endanger the integrity of the insulation system. 

Partial discharge can develop inside sporadic bubbles. A flashover followed by a surge in 

pressure inside the transformer’s tank is a significant concern in presence of a stream of 

bubbles. The influence of bubbles and their motion in decreasing oil breakdown voltage 

 

 

Figure 4-1: A schematic of a three-phase transformer 
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is studied in [30, 81]. 

Few recent studies in [27, 28, 82-85] developed test setups to investigate bubble 

formation in oil-immersed paper insulations. Results of the experiments are reflected in 

plots showing bubbling inception temperature (BIT) versus moisture content of the paper. 

Several parameters affect BITs, including the type of the paper and oil insulation, aging 

of the insulations, temperature rise rate, and gas content of the oil. Since the BITs are 

empirically derived, uncertainties are revealed by further research. To cite an instance, 

bubbles cannot be formed at temperature rise rates below 3 ºC/min according to [27], 

whereas bubbles are seen at a 2 ºC/min rate in [82]. In another instance, the researches 

in [82] and [27] provided contradictory results as to whether aging of the paper insulation 

causes reduced BITs. The reader may refer to [86] for a detailed discussion and 

comparison of the results reported in [27, 28, 82-85].  

Besides the discrepancies among the BITs reported in [27, 28, 82-84], a lack of 

enough data on alternative oil and paper insulations is noticeable, as mentioned in [86]. 

Only two studies conducted experiments in natural ester oils [29, 83], whereas mineral oil 

is predominant in the other research [27, 28, 82, 84, 85]. In a similar case, only two studies 

considered thermally upgraded paper (TUP) [27] and aramid [85] instead of Kraft paper. 

A thorough search of the literature yielded that a pair of TUP-ester oil insulation is not 

considered in any bubble formation study.  

In this chapter, three sets of experiments are conducted to investigate the bubble 

formation at different moisture levels and temperature rise rates in the paper insulations. 

The insulation pairs are Kraft paper-synthetic ester oil and TUP-synthetic ester. It is worth 

mentioning that these two insulation pairs are not incorporated in the BIT experiments in 

the literature. The experiments are conducted at two temperature rise rates including 
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3 ºC/min and 20 ºC/min. The results from the lower rise rate experiments are compared 

with those in the literature to establish reliable BITs. The results from the latter experiment 

at the higher rate allows assessing the condition of the oil-paper insulations at elevated 

temperatures due to GIC flows.  

The fundamentals of bubble generation are outlined in the following section. The test 

setup is demonstrated in Section 4.3. Results of the experiments are presented in Section 

4.4, followed by a comparison among BITs obtained in this research and those reported 

in the literature. A thorough discussion is presented in Section 4.5 on the differences 

between Kraft paper and TUP concerning bubble formation. Finally, bubble generation at 

high temperature rise rates are scrutinized in Section 4.6.  

4.2 Fundamentals of Bubble Formation 

The bubbles in oil-paper insulations are mainly formed from water vapor [28]. Water is 

initially available in the paper and produced as an aging byproduct inside a power 

transformer. Paper insulation of new transformers contains an initial moisture content of 

about 0.5 % [87]. The paper’s aging leads to the production of water through progressive 

hydrolysis reactions [88, 89]. Furthermore, unsealed conservators in transformers allow 

ingress of moisture as well. Water molecules in the cellulose fibers of paper insulation 

tend to migrate to the oil as the temperature increases [90]. This migration is due to 

reaching an equilibrium between the oil and paper and is not necessarily detrimental to 

the insulation system. In this regard, the water molecules are either dissolved in the oil or 

settled at the bottom of the tank, depending on the water solubility of the oil. However, 

another condition is required for the bubbles to evolve and appear on the paper’s surface. 

Bubbles are known to be formed in cavities on the surface of the paper and oil 
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container and not within the oil [28]. The bubble size grows if the internal pressure 𝑃𝑖𝑛𝑡, 

becomes greater than the sum of the external oil pressure 𝑃𝑜𝑖𝑙, and surface tension 𝜎 

according to [28, 91] 

 𝑃𝑖𝑛𝑡 = 𝑃𝑜𝑖𝑙 + 2𝜎/𝑟 (4.1) 

where 𝑟 indicates bubble radius. The surface tension is referred to as interfacial tension 

(IFT) between oil and water molecules. Principles of bubble evolution are adopted to 

scrutinize the expected outcomes of the experiments. However, limitations of (4.1) are 

briefly outlined as follows. First, contaminants in the liquid, i.e., oil insulation, and surface 

properties such as local geometry are proven to affect tensile strength [91]. Second, this 

equation can only be applied to stationary bubbles on the surface of the paper insulation 

or free bubbles in the oil. In other words, (1) misses an important term, the interfacial 

tension between water and paper. The bubble is required to overcome this tension to be 

released into the oil. Third, the stationary bubble on the paper’s surface does not have a 

spherical shape [92].  

Ambient air pressure can be easily incorporated into (1). Thus, it is not considered a 

limitation herein. Nevertheless, the difference in the internal pressure of separate bubbles 

is not susceptible to the three previously mentioned limitations. Even though absolute 

values of 𝑃𝑖𝑛𝑡 are not inclusive, they can be applied for comparison purposes for the same 

paper insulation immersed in different types of oil insulations. The effect of IFT on BIT in 

different oils is discussed as follows. 

Shell Diala mineral oils, for example, are reported to have IFT of greater than 40 mN/m 

[93], which is higher than typical IFT values for ester oils. IFT values for three types of 

new and aged oils are measured in a study in [94] and listed in Table 4-1, along with their 

density. The data for aged oil is obtained after heating up the oil for 2500 hours at 115 ºC 
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in an oven. A quantitative analysis is employed based on IFT data in Table 4-1 to compare 

𝑃𝑖𝑛𝑡 among different oils. Values of 𝑃𝑖𝑛𝑡 are shown in Figure 4-2 for two bubble radii, 0.1 

and 0.5 mm. According to Figure 4-2(a), the smaller bubble needs a higher inner pressure 

to grow in new mineral oil. This pressure becomes lower than that required in synthetic 

ester oil by an increase in depth beyond 0.3 m. Based on the calculations, synthetic ester 

outperforms the other two oils for a bubble radius of 0.5 mm and larger in terms of bubble 

evolution because a higher inner pressure is needed for the bubble to grow. Note that 

𝑃𝑖𝑛𝑡 can be directly related to the paper insulation BITs since the thermal energy radiated 

from the windings contributes to increased water vapor pressure inside the bubble. 

Plots for 𝑃𝑖𝑛𝑡 in the aged oils are excluded here since they follow the same trend and 

order as in Figure 4-2(b). Unlike the pressure lines for the new oils, the order of pressure 

lines does not change with increased bubble diameter for the aged oils. Synthetic ester 

oil ages slower than mineral and natural ester oils [95] and therefore preserves its IFT 

more compared with the other oils. In this regard, for the same paper insulation, a higher 

BIT is expected in aged synthetic oil than in aged mineral or natural ester oils. 

The experiments reported in this chapter are conducted in Midel 7131 synthetic ester 

oil. The properties of the Midel 7131 insulation oil are listed in Table 4-2 [96] and are 

compared to the requirements according to IEC 61099 standard [97]. BITs are expected 

 

Table 4-1: Interfacial Tension (IFT) for New and Aged Oils [91]. 

Type of oil insulation 
IFT for new oil 

(mN/m) 
IFT for aged oil 

(mN/m) 
Density (kg/m3) 

Mineral 42 14.7 885 

Midel 7131 synthetic 
ester 

30 24 970 

Midel 1204 natural 
ester 

28 19.0 920 
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to be lower than those in new mineral oils for small bubbles on the surface of identical 

paper insulations with the same moisture content. This hypothesis is assessed later after 

the results of the experiments are presented. 

4.3 Experimental Test Setup 

The concept of the experiment is to simulate overheating in the winding of power 

transformers in an oil-paper insulation setting. The heating source is a 1600 W cartridge 

heater hanging in a glass vessel. The cartridge heater has a length and diameter of 

150 mm and 16 mm, respectively. The cartridge heater used in this research is shown in 

 

 

Figure 4-2: Internal pressure 𝑃𝑖𝑛𝑡 inside a bubble; (a) 𝑟 = 0.1 𝑚𝑚, (b) 𝑟 = 0.5 𝑚𝑚. 
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Figure 4-3. The vessel is filled with 4.8 L of new Midel 7131 biodegradable synthetic oil 

and is not sealed. Two types of paper insulations including new Kraft paper and new TUP 

are used in the experiments. Dimensions of the Kraft paper and TUP strip samples are 

242 𝑚𝑚 × 48 𝑚𝑚 × 0.2 𝑚𝑚 and 317 𝑚𝑚 × 18 𝑚𝑚 × 0.1 𝑚𝑚, respectively. The paper 

 

Table 4-2: Properties of Midel 7131 [94] oil compared with requirements in IEC 61099 

[96]. 

property 
Requirements for property 

values based on IEC 61099 
Midel 7131 property values 

Density at 20˚C 
(kg/dm3) 

 

Max. 1 0.97 

Kinematic viscosity 
(mm2/sec) at 40˚C 

 

Max. 35 29 

Kinematic viscosity 
(mm2/sec) at -20˚C 

Max. 3000 1440 

Flash point (˚C) 
 

Min. 250 260 

Fire point (˚C) 
 

Min. 300 316 

Pour point (˚C) 
 

Max. -45 -56 

Crystallization 
 

No crystals No crystals 

Appearance 
Clear, free from water and 

suspended matter and 
sediment 

 

Clear, free from water and 
suspended matter and 

sediment 

Dielectric breakdown (kV) Min. 45 >75 

Power factor at 90 ˚C Max. 0.03 <0.008 

DC resistivity at 90°C 
(GΩ.m) 

 

Min. 2 >20 

Water content (mg/kg) Max. 200 50 

Acidity (mg KOH/g) Max. 0.03 <0.03 

Total sludge (% mass) Max. 0.01 <0.01 
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samples are wound around the cartridge heater in a single layer without overlapping. 

Figure 4-4 shows the sample and test papers that are wrapped around the cartridge 

heater.  

Four thermocouples measure the temperature on the surface of the heater beneath 

the paper samples. The glass vessel with the heating cartridge immersed in the oil 

insulation is shown in Figure 4-5.The two thermometers in this figure each have two 

channels. Three channels are used to monitor the temperature on the heater’s surface at 

three locations, and the fourth channel is for reading the bulk oil temperature. It is worth 

mentioning that a fifth thermocouple measures the temperature on the heater surface that 

is connected to the controller unit to limit the TRR. 

A schematic of the test setup is shown in Figure 4-6. Rate of temperature rise on the 

heating cartridge’s surface is kept at the desired level by a Jumo Itron-16 controller. The 

controller is installed inside a box that is powered by a three phase 381 V connection from 

 

 

Figure 4-3: Cartridge heater. 
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the power grid. A picture of the controller unit on the box is shown in Figure 4-7. The 

temperature rise rate is required to be maintained over a wide range starting at the 

ambient temperature up to 200 ºC. A variable resistor is installed in series with the heating 

cartridge to limit its output power and damp the overshoots in low temperatures. In other 

words, the variable resistor introduces a variable gain to the controller unit. The initial 

resistance is set to 300 Ω and decreased in two discrete steps thereafter. 

4.3.1 Moisture in Paper Insulations 

The moisture content of the paper insulation can be measured directly via Karl Fischer 

titration. Indirect methods cannot accurately estimate the moisture content for this type of 

test where temperature increases constantly. To cite an instance, the moisture content of 

the paper insulation can be correlated to that of oil insulation via empirically obtained 

 

 

Figure 4-4: Cartridge heater with test and sample papers. 

Test paper

Sample paper
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curves as in [98]. The correlation is valid only if oil and paper insulations reach equilibrium, 

which takes a long time at low temperatures. Another study in [83] showed that applying 
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Figure 4-6: Schematic of the test setup. 

 

 

Figure 4-5: Glass vessel with the cartridge heater immersed in the oil. 
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an in-oil moisture sensor provides results that deviate about 1 % on average compared 

with the values obtained from Karl Fischer titration.  

 Another approach is taken in this research to measure the moisture content of the 

paper insulation. This approach is based on weighing the paper samples using a Kern 

weight with a 0.1 mg resolution. A paper sample on the scale is shown in Figure 4-8. A 

strip of paper insulation is wound around the cartridge heater that is in contact with the 

ambient air. The heater’s temperature is set to 135 ºC and remains constant for 15 min. 

The moisture content is then derived from the difference in the weight of the paper before 

and immediately after drying. The amount of moisture absorbed by the paper sample is 

monitored by subsequent weight measurements on several occasions. The increase in 

moisture content of Kraft paper and TUP is plotted in Figure 4-9. It is worthwhile to 

mention that the initial moisture contents of the Kraft paper and TUP are 7.1 % and 6.1 %, 

respectively. The drying process and moisture absorption monitoring are repeated twice 

 

 

Figure 4-7: Control unit box. 
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for each type of paper, and a curve is fitted to each dataset. The moisture content at a 

given time after drying the paper is calculated by averaging the corresponding data points 

on the fitted curves.  

Five long and five short strips of kraft paper and TUP are dried on the cartridge heater 

and left in contact with the ambient air afterward. The samples remain in contact with the 

air for five different periods to absorb moisture at various levels. Once the predetermined 

elapsed time is reached, the short paper strip is removed from the heater and stored in a 

sealed glass container to verify the moisture content of the paper insulation. 

Subsequently, the heater with the long paper strip wound around it is immediately inserted 

into the oil vessel to begin the experiment. Moisture content for the five Kraft paper and 

five TUP samples are reported in Table 4-3.  

The experiment is initiated by increasing the temperature of the cartridge heater at a 

 

 

Figure 4-8: A paper sample on the scale. 
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3 ºC/min rate. A digital camera is set up in front of the oil glass vessel to record the 

experiment and readings of the thermocouples. The results of the experiments are 

reported in the following section.  

4.4 Results and Observations 

Video recordings of the experiments are reviewed to detect the first bubble, and the 

corresponding temperature is considered as BIT. The BITs for Kraft and TUP papers are 

reported and discussed in the following subsections. The results are compared with those 

reported in the literature as well. 

4.4.1 BIT in Kraft Paper 

BITs at different moisture levels in Kraft paper are plotted in Figure 4-10 along with those 

 

 

Figure 4-9: Increase in the moisture content of the paper insulations. 
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reported in [27, 28, 82-84]. A substantial discrepancy among the results is noticeable, 

especially in moisture contents in excess of 2 %. The causes of the discrepancies are 

outlined as follows. First and foremost, the BIT test procedures do not comply with a 

standard. The thermal energy is generated by a heater in this research and in [27, 82, 

84], whereas step loads are applied to sectional windings in [27, 28, 82, 83]. Controlling 

temperature level and its rise rate is more challenging in the case of an actual winding, 

where high currents in the range of hundreds of amperes are required to achieve the 

BITs. To cite an instance, the temperature of the winding is increased by a three-step 

load profile in [83].  

Second, the Kraft paper and oil insulation types used in the BIT experiments are 

distinct. The paper insulation is immersed in synthetic ester oil in this research, whereas 

mineral and natural ester oils are used in experiments in [27, 28, 82-84]. IFT and density 

 

Table 4-3: Moisture absorption by Kraft paper and TUP from air. 

Type of paper insulation Post-drying resting time (min) Moisture content (%) 

Kraft 3 1.1 

Kraft 6 1.6 

Kraft 10 2.2 

Kraft 20 3.3 

Kraft 30 4.0 

TUP 3 0.7 

TUP 6 1.1 

TUP 10 1.7 

TUP 20 2.7 

TUP 30 3.3 

 



 

 
86 

of oil insulation affect bubble growth according to (1).  Third, findings in [28] demonstrated 

that a low gas content system has higher BIT than a nitrogen-statured system at moisture 

levels of approximately more than 2 %. Ultimately, visual detection of bubbles and errors 

in moisture measurement of the paper insulation, considering how fast they absorb 

moisture when in contact with ambient air, according to Figure 4-9, can be accounted for 

discrepancies among the BITs.  

4.4.2 BIT in Upgraded Papers  

Alternative paper insulations are seldom used in BIT tests. BITs for mineral oil-TUP and 

mineral oil-aramid paper insulation systems are evaluated in [27] and [85], respectively. 

 

 

Figure 4-10: BITs for Kraft paper. 
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The BITs from [27] and [85] are compared in Figure 4-11 with those obtained in this 

research in a synthetic ester oil-TUP insulation system. Furthermore, results from another 

study in [28] are shown in Figure 4-11, which pertain to a nitrogen-saturated insulation 

system comprised of mineral oil and Kraft paper. Although Kraft paper is used in the 

experiments in [28], the nitrogen content can be related to TUP to provide insight into the 

difference in BITs between Kraft paper and TUP.  

As shown in Figure 4-11, the TUP used in this research releases bubbles at 

significantly lower temperatures than the TUP used in [27]. Note that experiments in [27] 

yielded higher BITs for TUP than for Kraft paper, in contrast to this research's 

experimental results. A progressive divergence in the BITs of this research is noticeable 

compared to the results for aramid paper in [85] at moisture contents beyond 1 %. The 

 

 

Figure 4-11: BIT for TUP, aramid paper, and Kraft paper (𝑁2 saturated). 
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TUP used in this research can be seen in Figure 4-11 to have lower BITs than Kraft paper 

in the nitrogen-saturated system. It is worth mentioning that the addition of nitrogen to the 

insulation system is shown to cause a reduction in BITs, according to the achievements 

in [28]. The experimental results are elaborated on in the next section, followed by 

discussing the reasons for significant differences in some BITs.   

4.5 Discussion 

Bubble formation in Kraft paper is investigated by several researchers, and the 

experimental results are reflected in BIT versus moisture plots. Nevertheless, a few BIT 

curves deviate significantly from the other data sets. The discrepancy among BITs is more 

noticed for alternative paper insulations and is more challenging to interpret due to fewer 

experimental results than for Kraft paper. This section addresses the causes of 

differences among the BITs reported in this research and the literature.  

4.5.1 Kraft Paper 

A closer look into Figure 4-10 reveals that experiments in [27, 83] resulted in noticeably 

higher BITs, particularly at high moisture contents. The heater in [27] and winding model 

in [83] are wrapped by two and four layers of Kraft paper, respectively. The innermost 

layer of the paper is subjected to the highest temperature. Therefore, the first bubbles are 

expected to emerge from beneath or on the surface of the innermost layer.  

Reviewing video recordings of the experiments revealed that the first few bubbles 

emerge from junction areas of the paper insulation, as shown in Figure 4-12. A similar 

observation is reported in the experimental findings in [84]. Bubbles are small enough to 

be trapped in the junction of turns of paper insulation or in the overlay gaps. Hence, the 

bubbles can be overlooked by visual inspection of the multiple-layer insulation structure 
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in [27, 83], which in turn resulted in higher BITs. A noticeable bubble accumulation is 

shown in Figure 4-13 where bubbles are attached to the paper insulation over a wide 

surface area. This figure is pertained to the Kraft paper with 4 % moisture content at a 

temperature of 198.9 ºC. 

Less difference among the BITs at low moisture contents is noticeable in Figure 4-10. 

It can be justified considering that vapor pressure inside a bubble is directly related to the 

temperature. In this regard, the high kinetic energy of the bubble due to high temperature 

drives it to the insulation structure’s surface and releases it into the oil. Consequently, 

there is less probability of overlooking the trapped bubbles at high temperatures. On the 

other hand, the aging of the paper insulation occurs first in amorphous regions at low 

temperatures and is expedited in crystal regions at elevated temperatures [99]. Since a 

less probabilistic behavior is expected in the crystal regions, fewer discrepancies among 

BITs at high temperatures are noticeable in Figure 4-10.   

Since the experimental test setup in [27, 83] consists of multiple layers of paper 

insulation and a three-step load is applied in [83] as discussed in Section 4.4, their results 

are excluded from Figure 4-10. A curve is fitted to the average of the remaining data sets 

  

Figure 4-12: Bubbles in junction areas of Kraft paper insulation. 
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from this research and from [28, 82, 84] to obtain BIT from an exponential function as 

follows: 

 BIT(𝑚) = 94.68 𝑒−0.5733𝑚 + 128.1 𝑒−0.04594𝑚  (4.2) 

where 𝑚 is moisture content of Kraft paper in percent. This function is only valid for values 

of 𝑚 ranging from 1 to 7.1 %. 

4.5.2 Upgraded Papers 

Unlike the experimental results for Kraft paper, BITs for alternative paper insulations differ 

significantly, as can be seen in Figure 4-11. The differences stem from the methods and 

additives used to upgrade the insulation papers. Upgrading Kraft paper is typically 

achieved by two methods, either by modifying structure of chains in cellulose molecules 

or adding nitrous chemical compounds [100]. The latter is preferred from the 

 

 

Figure 4-13: Bubble accumulation on Kraft paper. 
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manufacturers’ perspective due to the simplicity of adding the chemical compounds 

compared to the alteration of OH groups in the cellulose chains [100]. However, the paper 

treatment is not standardized, and the nitrogen content can typically vary between 0.5 

and 4 % [80]. The difference in the possible concentration of the nitrogen content, as well 

as manufacturing procedures, can justify the huge differences among BITs reported in 

this research and in [27]. Note that the paper insulation used in [27] is referred to as TUP, 

and no further details are provided.  

BITs are evaluated in low gas content, and nitrogen saturated insulation systems in 

[28]. The reader may find the BIT curves obtained in [28] in Figure 4-10 and Figure 4-11, 

respectively. Although the same Kraft paper is used, lower BITs in the nitrogen saturated 

system are noticeable at moisture contents beyond 1 %. This implies the contribution of 

the nitrogen content in the bubble formation. These findings in [28] correspond to the 

reduced BITs observed in this research for TUP. The observations in [85] revealed lower 

BITs for aramid paper than for Kraft paper as well.  

Nevertheless, experimental results from this research are in contrast to the results 

from [27], where elevated BITs are reported for TUP. The primary cause of significant 

differences in the BITs is related to the manufacturing process of producing TUPs. This 

implies the need for further experiments on TUPs from various manufacturers.   

Bubble generation in the oil-paper insulations is only evaluated by the BIT criterion in 

the literature. The observations during the experiments of this research demonstrated a 

different rate for bubble formation in Kraft paper and TUP. In the case of a Kraft paper, a 

progressive bubble formation is observed by an increase in the temperature beyond the 

BIT. When the first bubble emerges, the rate of bubble generation increases by a rise in 

temperature until a continuous stream of bubbles is seen. However, TUP has a transient 



 

 
92 

state between the BIT and the temperature beyond which bubbles are generated 

continuously. The temperature range of the transient region varies depending on the 

moisture content of the TUP. A criterion is defined to map the continuous bubbling 

generation temperature (CBGT) in TUP on BIT in Kraft paper. CBGT is reached if at least 

one bubble is seen each minute, considering the 3 ºC/min temperature rise rate. CBGT 

of TUP is compared to the BIT of kraft paper and TUP in Figure 4-14.  

Comparing bubble formation in Kraft paper and TUP solely based on BIT at 

corresponding moisture levels cannot yield an accurate and comprehensive assessment. 

Single bubbles that occasionally emerge on the surface of TUP are less likely to threaten 

the insulation system’s integrity compared to the stream of bubbles. BITs for Kraft paper 

are similar to CBGT levels for TUP if the intensity of bubble generation is taken into 

account. Although lower BITs are detected for the tested TUP than the Kraft paper, 

bubbles are generated at a lower rate in the TUP. On the other hand, Kraft paper ages at 

a higher rate than TUP. Water, as a byproduct of paper insulation aging, is less generated 

in TUP due to the added neutralizing or stabilizing agents [80]. In this regard, it is 

necessary to consider aging in terms of elapsed time instead of increased moisture 

content when comparing bubble generation in transformers with TUP and Kraft paper.  

4.6 Bubble Generation at High Temperate Rise Rates 

In the previous sections, BIT in both Kraft paper and TUP are investigated at a 3 ºC/min 

temperature rise rate (TRR). This rate is reported in the literature to represent the 

overload conditions for power transformers. However, GICs cause the HST of the 

transformers to increase at a considerably higher rate. According to a study in [32], the 

TRR can reach up to 20 ºC/min during peak of a GMD event. BITs are reported in [27] to 
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be affected by the TRR. In this regard, two BIT detection experiments are conducted at a 

20 ºC/min TRR to investigate GIC effects on bubble formation in power transformers. The 

BIT tests are performed on pairs of Kraft paper-synthetic ester oil and TUP-synthetic ester 

oil insulations.  

The differences between bubbling in Kraft paper and TUP at 20 ºC/min TRR are 

outlined in Table 4-4. First bubble emergence temperatures in this table represent the 

initial temperature of the oil-paper insulation system. Bubbles are seen once the cartridge 

heater is connected to the power source. In other words, actual BIT could be lower than 

the levels mentioned in Table 4-4. Therefore, first bubble emergence temperatures 

 

 

Figure 4-14: Comparing CBGT for TUP with BIT for Kraft paper and TUP; the data 

pertain to the experimental results from this research. 
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cannot be referred to as BITs. 

A comparison between bubbling in Kraft paper and TUP reveals that even though TUP 

has less moisture content than Kraft paper, the rate of bubble release is higher in Kraft 

paper. As discussed earlier, first few bubbles emerge from under the paper, where it has 

a higher temperature due to direct contact with the heater’s surface.  

The temperature at which bubbles emerge from surface of the paper insulations is 

reported in Table 4-4. The higher surface bubble release temperature for Kraft paper can 

be correlated to its higher thickness. It is worth mentioning Kraft paper and TUP samples 

have a thickness of 0.2 𝑚𝑚 and 0.1 𝑚𝑚, respectively. A higher thickness imposes a 

higher resistance to thermal conductivity and therefore, causes a more significant 

temperature difference between upper and lower surfaces of the paper insulation.  

The differences between bubbling at 3 ºC/min and 20 ºC/min TRRs are not limited to 

 

Table 4-4: Comparing bubbling in Kraft paper and TUP at a 20 ºC/min TRR. 

property 

Type of paper 

Kraft paper TUP 

Moisture content 3.3 %  2.7 %  

First bubble emergence 
Temperature 

31.7 ˚C 24.8 ˚C 

Degree of bubbling Stream of large bubbles Few small bubbles 

Bubble release temperature 
at paper’s surface 

65.9 ˚C 24.8 ˚C 

Comparing bubbling with 
3 ºC/min 

Significantly more bubbles 
compared with 3 ˚C/min 

TRR 

Only few more bubbles 
generated compared with 

3 ˚C/min TRR 
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only BITs. The rate of bubble generation and bubble accumulation on paper insulation’s 

surface are of significant importance to evaluate the dangers of bubbles to the integrity of 

the insulation system. As it is reported in Table 4-4, Kraft paper releases considerably 

more bubbles at 20 ºC/min than 3 ºC/min TRR. Nevertheless, rate of bubble generation 

in TUP is observed to be slightly affected by an increase in the TRR. Although TUP 

releases surface bubbles at lower temperatures than Kraft paper, rate of bubble 

generation and bubble concentration is less than that of in Kraft paper. Bubble 

accumulation is compared between Kraft paper and TUP at two different temperatures in 

Figure 4-15. The initial moisture content for Kraft paper and TUP at the beginning of the 

experiments are 3.3 % and 2.7 %, respectively. Accumulation of bubbles on the surface 

of Kraft paper is evident especially at high temperatures in Figure 4-15. 

(a)  (b) 

 

 

 

(c)  (d) 

 

 

 

   

Figure 4-15: Bubble generation in Kraft paper and TUP at 20 ºC/min; (a) Kraft 

paper at 133 ºC, (b) TUP at 133 ºC, (c) kraft paper at 177 ºC, (d) TUP at 177 ºC. 
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4.7 Conclusion 

The experiments aimed to detect BIT in oil-paper insulation systems are not standardized. 

The number of layers of paper insulation wrapped around the winding, depth of the 

winding in oil or oil pressure, and temperature rise rate are among the essential 

parameters required to be incorporated into a standard procedure for BIT detection 

experiments. The availability of various experimental results for BIT in the Kraft paper 

allows a comprehensive comparison among the results obtained by different test setups. 

Although synthetic ester oil is used in the experiments of this research, BITs in the single-

layer Kraft paper insulation system are similar to BITs detected in other experiments with 

mineral oil.  

However, only a few data sets are available for BIT in alternative paper insulations, 

and the data differ significantly from each other. Bubbling in TUP has a different behavior 

than in Kraft paper. Therefore, the difference in the bubble formation in these two types 

of paper insulations is not reflected only in the BITs. This implies the need for conducting 

more experiments on TUP, considering different procedures are adopted for 

manufacturing TUPs. 

A high temperature rise rate is demonstrated to lower BIT significantly. In this regard, 

GICs during peak of a severe GMD event could cause a catastrophic failure in the power 

transformer’s insulation system. BIT needs to be accompanied by further information 

regarding bubble release rate and bubble accumulation to provide a comprehensive 

assessment of the oil-paper insulation system in presence of the gaseous bubbles.  
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Chapter 5 
 
Summary and Future Directions 
 

5.1 Summary 

In Chapter 2, an offline geomagnetic field monitoring system is established. Advantages 

of increasing signal quality outweigh processing time in the offline system. Several 

mathematical tools based on wavelet transforms are applied to extract most noise 

components from the magnetic field signals. In the first step, high frequency noises are 

detected and removed by decomposing the magnetic field signals down to four levels 

using sym4 wavelet. In the second step, spikes in the signals are detected by a stationary 

wavelet transform and replaced by a weighted average of nearby samples. These two 

steps ensure minimum noise amplification in taking time-derivative of the magnetic field 

signals. The best method to extract frequency ridges in the magnetic field signals is 

introduced and verified in this chapter. An approach based on continuous wavelet 

transform is introduced as to further damp noises in the derivative signal. Implementing 

the proposed signal processing methods is verified to significantly increase accuracy of 

the induced electric field and GIC calculations.  

In Chapter 3, the offline geomagnetic field monitoring system that is developed in 
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Chapter 2 is shifted to an online platform basis. In this regard, computational burden and 

processing times become of significant importance. The other challenge is to overcome 

lack of successive data points at each time, since the magnetic field signal samples can 

only be compared to the previously recoded data points. The online processing of the 

magnetic field signals requires a sliding window. It is discovered that the optimum window 

width equals 128 as to reduce noises to an acceptable level without a considerable 

increase in the processing time. Although the offline monitoring system outperforms the 

online system, the difference in SNR of the denoised signals by these two systems is 

shown to be negligible in most cases. 

Chapter 4 includes the empirical results of this research. In this chapter, effects of an 

elevated HST of power transformers due to GIC are evaluated. A test setup is developed 

to analyze bubble formation and detect BIT in oil-paper insulations. Two pairs of 

insulations including synthetic ester oil-Kraft paper and synthetic ester oil-TUP are used 

in the experiments. BITs are detected at two rates, 3 ºC/min and 20 ºC/min. Results of 

the experiments revealed that bubble formation and accumulation cannot be compared 

between Kraft paper and TUP only based on BITs. Rates of bubble generation and bubble 

accumulation are required to be taken into account as well.  

5.2 Future Directions 

Given the established geomagnetic field monitoring systems in this research, GIC flows 

can be estimated for severe historical GMD events on each bus of an actual or benchmark 

power systems. The road map for future works is discussed as follows. 

Correlating GIC to power transformer HST: The loading guides for power 

transformers such as IEEE Standard C57.91 [70] and IEC 60076-7 [79] do not account 
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for semi-dc GIC flows or half-cycle saturation in their HST calculation models. Although 

a method is presented in [32] to incorporate GIC in the HST calculations, thermal 

response of the transformer is required to determine HST. A generalized method for the 

HST calculation based on measured transformer parameters such as those in the above-

mentioned standards is needed to be developed. This modified model could be applied 

to correlate GIC levels to HST of transformers that are currently operating in the power 

system.  

Evaluating effects of GIC on lifetime reduction of power transformers: Bubble 

formation is one of the potential consequences of a temperature rise inside a transformer 

tank. Lifetime of transformers depends on the condition of their insulation system and 

paper insulation in particular. Degree of polymerization (DP) is a measure of evaluating 

remnant life of the paper insulations [101-103]. Temperature is among parameters that 

negatively affect DP values [88, 104, 105]. In this regard, lowest DP values are expected 

in the vicinity of HST, where the paper insulation ages at the highest temperature of 

transformer winding [80, 106].  

GICs typically do not last for long periods. Nevertheless, they could significantly rise 

the HST. It is demonstrated in [89, 107] that a rise in HST causes an exponential decay 

in the DP. High amplitude GICs may not last for long, but the resultant reduction in the 

DP and remnant life of the paper insulation is substantial nonetheless. A DP analysis 

based on GIC flows in windings of a transformer provides valuable information on 

detrimental effects of the GIC on the insulation system. 
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