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#### Abstract

Stimulus color, even irrelevant to the task, has been shown to modulate high-level cognitive functions, producing different behavioural outcomes. However, the effect of color on lower-level perceptual processes remains unclear. To address this gap, we investigated whether color affects feature integration, an early-stage visual process, using the flash-jump illusion. Our results demonstrated that color modulates the integration of color and motion features, as red and blue flashes resulted in more veridical estimates of flash location, compared to green and yellow. We provide a novel interpretation of our current results in respect to a Bayesian perceptual framework, where the color of the flash is inherently assigned different Bayesian weights, resulting in different levels of perceptual shifts. Furthermore, in reviewing pertinent literature and empirical evidence, we have proposed a novel theory outlining three putative mechanisms, predictions and underlying neural circuitry using Bayesian frameworks to explain such color-dependent modulations in visual processing.
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## CHAPTER 1

## COLOR VISION

### 1.1 INTRODUCTION

Trichromats are organisms with three independent color channels, allowing for the development of color vision. It has been theorized that color is an important feature of primate vision from an evolutionary perspective, allowing us to differentiate between various food items, detect predators, discriminate ambiguous objects and recognize visual targets (Mollon, 1989; Osorio \& Vorobyev, 1996; Gegenfurtner \& Rieger 2000, Caine \& Mundy 2000; Regan et al., 2001). Some researchers have also suggested that color vision is advantageous for the recognition of faces (Russell \& Sinha, 2007), and facilitates non-verbal communication through skin colouration. For example, a flushed face may communicate aggression or embarrassment. In our present world, we seldom consider color as an informative feature. Nowadays, object color is more associated with aesthetic judgments concerning the color of a room, a new toy, or a dress. However, recent developments in the field of color research have demonstrated the modulatory effects of color on human cognitive and psychological functioning. The current thesis examines the effect of color on low-level perceptual processes, and the neural mechanisms that may underlie such color modulations of visual processing.

### 1.2 COLOR PROCESSING IN THE VISUAL SYSTEM

In the primate brain, the perception of color is a complex computational process carried out in the ventral visual pathway. Color signals are processed in hierarchical stages, with each subsequent stage carrying out more complex computations than the previous. In the pre-cortical stage, cone signals are first integrated in the retina and then relayed to the lateral geniculate
nucleus (LGN) in the thalamus. Cortical processing of color information begins in V1 and continues throughout the ventral visual pathway. Subsequent sections provide a summary of color processing along the ventral stream (see Figure 1 for an overview), followed by a brief overview of feature integration between the dorsal and ventral streams.

### 1.2.1 Pre-cortical stage: Retina, LGN

Sensory neurons for vision, photoreceptors, absorb light reaching the back of the retina and convert light energy into an electrical signal. There are two types of photoreceptors: rods, which contribute to vision under low illumination conditions (i.e. scotopic vision), and cones, which are responsible for vision under bright light (i.e. photopic vision) (Molday \& Mortiz, 2015). Cone photoreceptors also contribute to trichromatic or color vision. Cones are further classified into three types based on their spectral sensitivities. Long (L) cones are maximally sensitive to long wavelengths of light around 564 nm (i.e. red light) (Bowmaker \& Dartnall, 1980). Similarly, M and $S$ cones are maximally sensitive to medium ( $\sim 534 \mathrm{~nm}$, green light) and short wavelengths (~420 nm, blue light) of light, respectively (Bowmaker \& Dartnall, 1980). Studies investigating the distribution of cones in monkey and human retinas have suggested that L and M cones are found in higher proportions compared to $S$ cones, which are estimated to comprise only 8-10 \% of the total (Marc, 1982; Dartnall, Bowmaker, \& Mollon,1983; Kolb \& Lipetz, 1991; Mollon \& Bowmaker, 1992). The three types of cone signals are processed and subsequently relayed to the LGN via retinal ganglion cells (RGCs) (Masland, 2001). RGC and LGN neurons both have circular receptive fields, which is the area on the retina that activates the cell in response to light in that region. The receptive fields are typically organized into a central circular region, called the center and an annulus called the surround, which are both dependent on the input of many cones. The center responds to the onset or offset of light and the surrounding annulus has the
opposite response. Light falling outside of the surround results in no response from the cell. Information from the retinal ganglion cells arrives in the LGN via parallel segregated channels, color information specifically arrives in the parvocellular layers of the LGN (Dacey \& Lee, 1994). LGN cells compute the relative difference in cone activations giving rise to color opponency. The LGN contains three types of color opponent cells. The red/green or L/M opponent cells in the parvocellular layers compare L and M cone signals and are maximally activated by red light and inhibited by green or vise versa (Derrington et al, 1984; De Valois et al., 1958; Wiesel \& Hubel 1966; Dacey \& Lee 1994; Reid \& Shapley, 2002). Similarly, S cone responses are added or subtracted from M and L responses to give rise to blue-yellow axis (Hendry \& Yoshioka, 1994; Martin et al., 1997). Yellow/Blue or S/(L+M) opponent cells are excited by yellow light but inhibited by blue (or vice versa) (De Valois \& De Valois, 1993). Lastly, light/dark or achromatic cells compute the sum of $\mathrm{L}, \mathrm{M}$ and S cone inputs to establish a luminance axis. These opposing channels form the two cardinal color axes (R/G, Y/B), which establish the basis for color opponency and a third luminance axis. Parvocellular LGN neurons terminate in layer 4C $\beta$ of the primary visual cortex (V1) (Livingstone \& Hubel, 1988).

### 1.2.2 Early visual cortex: V1, V2

Visual processing in the early visual cortex is concerned with segmentation and segregation of object properties which are then processed in parallel streams. V1 neurons are tuned for a variety of stimulus properties, including color, form, and orientation. In relation to color vision, information from the LGN color opponent channels arrives in layer $4 \mathrm{C} \beta$ of V1 through anatomically segregated streams (Hubel \& Wiesel, 1972; Hendrickson et al., 1978; Blasdel \& Lund, 1983; Chatterjee \& Callaway, 2003) and projects to color domains in layers 2 and 3 of V1 (Livingstone \& Hubel, 1984; Rentzeperis et al., 2014). V1 color "blobs" are clusters of color
selective neurons which are tuned for colors along the color opponent axes (R/G, $B / Y)$, similar to the single opponent cells in LGN (Conway, 2001; Conway \& Livingstone, 2006). Single opponent cells found in V1 and LGN are responsible for detecting the color of a region which falls on their receptive fields. Interestingly, color blobs in V1 also contain double opponent cells (Conway, 2001; Johnson et al., 2001; Horwitz et al., 2007), which have larger receptive fields that are antagonistic for both hue and the spatial layout of light. For example, the center of a Red/Green double opponent cell is excited by red but inhibited by green. This pattern is reversed in the surround, which is excited by green but inhibited by red, thus effectively detecting color contrast or color boundaries of an image. Some researchers have suggested that specialized double-opponent color cells in V1 also compute color constancy to some degree (Wachtler et al., 2003). For color constancy to occur, changes in illumination or lighting conditions must be discounted from the light reflected off the object, such that a fixed color may be assigned to a visual target irrespective of illumination. Double opponent cells may achieve this by computing the contrast differences between color opponent receptive fields in both their centers and surrounds (Gegenfurtner, 2003).

Color-tuned neurons from V1 blobs send feedforward convergent input to thin stripes in V2, which are also enriched for color-selective double opponent neurons (Hubel and Livingstone 1987; Gegenfurtner et al., 1996; Ts'o et al., 2001; Shipp \& Zeki 2002; Sincich \& Horton 2002; Xiao et al., 2003; Lu \& Roe, 2008). Some studies have demonstrated the presence of specific color regions in V2 thin stripes, with a columnar organization for neurons with similar hue preferences (Xiao et al., 2003; Lim et al., 2009) and spatially separate regions for luminance (brightness or darkness of a hue) (Wang \& Felleman, 2002; Wang et. al, 2007).

### 1.2.3 Extrastriate Cortex

From V2, color information is projected forward into visual area 4 (V4) (DeYoe et al., 1994; Felleman et al., 1997; Xiao et al.,1999). V4 is an intermediate level area in the ventral stream, and based on the reported predominance of color selective neurons in V4 (Zeki, 1973, 1983), it was thought to be the "color center" in the brain. However, current investigations have demonstrated that V4 cells are receptive to various stimulus features, not just color (Roe et al., 2012). With respect to color vision, V4 "globs" represent the next stage of color processing beyond V2. Color selective neurons found in globs are not affected by luminance changes (Conway et al., 2007). They are arranged into hue maps spanning color space, therefore not restricted to the cardinal color axes (Conway \&Tsao, 2006; Conway, et al., 2007; Conway \& Tsao, 2009). Li and colleagues (2014) used optical imaging and multiunit recordings in macaques to investigate the organization of color space in V4. They presented a broad range of color stimuli, spanning HSL color space, while the monkeys performed a fixation task. They demonstrated the presence of different hue preferring patches in V4 globs which form clusters with adjacent hues. An increase in saturation (intensity of a hue) of a color led to an increase in activity in its corresponding patch. Furthermore, varying the luminance (lightness or darkness) of the hues resulted in a shift in the hue clusters. As the luminance of the color decreased, its corresponding color-specific patch shifted towards black-preferring patches. Therefore suggesting that luminance and saturation may be integrated into hue representations in V4, whereas these color dimensions appear to be represented separately at earlier stages. In sum, the arrangement of hue clusters modifiable by saturation and luminance provide a basic framework for a 3D color space or map in V4, corresponding to the first representation of perceived color. V4 also plays an important role in achieving color constancy (Zeki, 1983; Heywood et al., 1992;

Kusunoki et al., 2006), however V1 and V2 are also involved in some aspects of color constancy as mentioned previously (Shapley \& Hawken, 2002; Gegenfurtner, 2003; Wachtler et al., 2003)

### 1.2.4 IT Cortex and beyond

In addition to V4, fMRI and imaging studies in monkeys have provided evidence for various color selective regions in the IT cortex, such as posterior TEO, and TE (Conway \& Tasao, 2006; Conway et al., 2007, Harada et al., 2009). Sometimes these color selective regions have been collectively termed the PIT cortex, the posterior portion of inferior temporal (IT) cortex. The inferior temporal (IT) cortex, known for its role in creating whole object representations, by combining or integrating independent object features such as color, shape, orientation etc., serves as the final stage of the ventral visual stream and color processing.

Various behavioural studies have implicated the role of IT cortex in color decision making (Komatsu et al., 1992; Conway et al., 2007). For example, Takechi et al. (1997) report stronger activation of IT cortex for a color discrimination task, compared to brightness or position discrimination tasks. Furthermore, some studies have reported that lesions or cooling of the IT cortex leads to deficits in color discrimination (Heywood et al., 1988; Horel, 1994; Huxlin et al., 2000). Moreover, Koida and Komatsu (2007) have demonstrated that neuronal activity of colorselective cells in the IT cortex is modulated by task demands. Taken together, these investigations suggest that IT neurons play an important role in decision making processes related to color vision such as the discrimination or categorization of colors (Dean, 1979; Matsumora et al., 2008) and as an integration site for color and behaviour. This current view is strengthened by the presence of reciprocal connections between IT and prefrontal cortex, an area important for carrying out executive functions and decision making (Webster et al., 1994),
suggesting that color decisions in the IT cortex are modulated by top-down task demands and learning.

### 1.3 INTEGRATION OF COLOR AND MOTION

The visual system is divided into two hierarchical pathways. The ventral pathway, discussed previously, contributes to the recognition of objects and object features such as color, whereas the dorsal pathway, which is functionally and anatomically distinct, is involved in the processing of motion information and guiding motor behaviours (for a review see; Perry \& Fallah, 2014).

The dorsal visual pathway begins in specialized layers of V1, similar to the ventral stream. Starting in layers 4C $\alpha$ and 4B, V1 neurons selective for the motion of simple stimuli such as bars or edges (Hubel \& Xiao, 1968; Hubel et al., 1978; Orban et al., 1986) make feedforward connections to neurons in V2 thick stripes (Hubel and Livingstone, 1987; Levitt et al., 1994; Shipp \& Zeki, 2002). Next, the middle temporal area (MT) receives motion information from both V1 and V2 (DeYoe \& Van Essen, 1985; Felleman \& Van Essen, 1991, Born \& Bradley, 2005). MT neurons compute local and global information such as depth, motion speed and direction of a moving target (Perry \& Fallah, 2014). Although MT neurons are selective for motion, they are blind to color (Maunsell \& Van Essen, 1983; Shipp \& Zeki, 1985; Gegenfurtner et al., 1994). Motion information from MT is sent to the next stage of the dorsal stream, medial superior temporal area (MST), which is involved in complex motion computations such as 3D motion, velocity, rotation etc. (Perry and Fallah, 2014). From MST, the dorsal stream continues into the posterior parietal cortex where more complex computations such as optic flow, and selfmotion occur (Perry \& Fallah, 2014).

As mentioned previously, dorsal stream neurons are not selective for color, since color is irrelevant to motion processing and color is processed in an anatomically distinct pathway, the ventral stream. However, there is evidence to suggest "cross-talk" between the ventral and dorsal streams resulting in the incorporation of features from one stream to the other. For example, monkeys viewing 2D moving dot patterns are able to generate a percept of a 3D rotating cylinder and report the direction of its rotation (Bradley et al., 1998). Given that the 2D projection is flat, thus contains no 3D form information, a 3D object representation constructed in the IT cortex is likely being incorporated into motion selective areas in the dorsal stream to allow for the detection of rotation direction. The green-dot or lilac chaser illusion created by Jeremy Hinton is another example reflecting the integration of color and motion information, specifically. The illusion consists of 12 lilac dots in a circular arrangement with a central fixation cross. Each of the lilac discs disappear for a very brief time, in a clockwise fashion. Fixation at the cross results in the perception of an afterimage- a green disc "chasing" each lilac dot as it disappears. Successive afterimages are integrated and perceived as continuously moving in a clockwise fashion. This green afterimage is a consequence of cone adaptation in the ventral stream, however, to perceive the clockwise motion of the afterimage, this ventral stream information must be fed into motion areas such as MT. Some empirical studies have directly provided evidence for the integration of color and motion information, as color was shown to influence various facets of motion processing (Dobkins \& Albright,1994; Croner \& Albright, 1997,1999; Tchernikov \& Fallah, 2010; Perry \& Fallah, 2012). Croner and Albright (1997) demonstrated that the motion direction of randomly moving dots was easier to discriminate if the coherently moving dots were segregated from the distractors based on color. Similarly, Tchernikov and Fallah (2010) demonstrated that color influences smooth pursuit of randomly moving dots.

Taken together, these investigations suggest that color and motion signals may not be completely independent of one another. Color signals from the ventral pathway are likely incorporated with motion signals in the dorsal pathway, and vice versa. Perry and Fallah (2014) provide a possible location for this integration. They argue that since V4 is the first area to compute perceived color, therefore, color information in the ventral stream must reach V4 before getting incorporated into dorsal stream representations in area MT. Anterograde and retrograde tracer studies have confirmed the presence of bidirectional connections between area MT and V4 (Ungerleider \& Desimone, 1986; Ungerleider et al., 2008), thus providing an anatomical basis for this integration (red arrow, Fig. 1).


Figure 1. Overview of color processing in the visual system. Key computations or features relevant to color processing within each brain region are depicted as dashed boxes. Color processing in the ventral stream (yellow regions) begins with three types of cone signals (S, M, L) which are processed and relayed to the LGN. The LGN computes relative cone activations giving rise to color opponent cells. This opponent information is then relayed to double opponent cells in areas V1 and V2. Next, area V4 transforms opponent input into a trichromatic color space. The IT cortex creates 3D representations of objects through the incorporation of different features. Dorsal regions (blue) such as MT, MST and the Posterior Parietal Cortex are involved in the motion processing pathway. Areas V1 and V2 are involved in both ventral and dorsal processes. Note that the red bidirectional arrow represents the integration of color and motion information between area V4 and MT.

## CHAPTER 2

## COLOR DEPENDENT MODULATIONS

### 2.1 COLOR-DEPENDENT MODULATIONS OF EXECUTIVE FUNCTIONS

The processing of visual information in the cortex has been described to occur in three proposed stages (Marr, 1982). The first stage, low-level, refers to the processing of 2D object features such as; edges, lines, curves and color. In relation to color vision, low level processing of color information begins with color opponent cells in areas V1 and V2. The second, intermediate stage of processing is concerned with incorporating 2D object information from the previous stage with 3D information, which Marr referred to as a 2.5D percept. For example, color selective cells in V4 incorporate 2D color opponent input to create a color space representing perceived color. Higher level processing, the final stage, represents the formation of full 3D object representations at the level of IT cortex and beyond. Executive functions refer to higher-level processes and cognitive capabilities such as attention, decision-making, working memory, inhibition and reasoning, which rely on the whole object (3D) representations created in the ventral visual processing stream (i.e IT cortex).

Recent investigations have suggested that the colour of visual input can intrinsically drive differences in higher level visual processes such as target selection (Tchernikov \& Fallah, 2010), visual search (Lindsey et al. 2010; Fortier-Gauthier et al., 2013; Pomerleau et al.,2014), and response inhibition; (Blizzard et al.,2017; Ghasemian et al., 2021), suggesting that all colors may not be processed equally in the visual system. This differential processing of various colors leads to modulations in visual processing which in turn results in different behavioural outcomes based on the color of the stimuli.

Studies investigating the effects of target color in visual search tasks have reported differences in task performance based solely on the color of the targets (Lindsey et al., 2010; FortierGauthier et al., 2013; Pomerleau et al., 2014). As participants search for a colored target among other colored distractors, Lindsey et al. (2010) reported that reddish targets were much easier to find compared to blue/purple targets, represented by faster reaction times for red.

Electrophysiological studies have also supported color-dependent differences in visual search. In an event related potential (ERP) study, Fortier-Gauthier and colleagues (2013) have shown that red targets in a visual search task evoke earlier N2PC waveforms and faster detection times than green targets. This work was extended by Pomerleau et al. (2014), where it was reported that the N2PC waveform appeared earliest for both red or blue stimuli compared to green, and yellow. Furthermore, red stimuli were reported to evoked larger posterior contralateral positivity (Ppc) and positive temporal component (Ptc) waveforms compared to other targets. It has been suggested that the N2PC waveform reflects attentional based filtering of relevant objects (Luck \& Hillyard, 1994) and target enhancement (Mazza et al., 2009a, 2009b), whereas the Ptc indicates suppression of distractors after target identification (Hilimire et al., 2011). Given that red stimuli, in particular, result in both greater inhibition of distractors and greater enhancement of the red target itself, these results suggest a greater sensitivity for red stimuli over other colors during visual search.

More recently, response inhibition, which refers to the suppression of context-dependent inappropriate actions mediated by frontal lobe, has also been shown to be modulated by color. The inhibition or execution of motor actions and its behavioral control is studied using a stopsignal task (SST), where observers execute an action (i.e. pressing a button) in response to a gosignal (i.e. visual stimulus on the screen) but inhibit the same action when presented with a stop-
signal (i.e. absence of the go-signal or the onset of a different signal). Blizzard and colleagues (2017) modified this classic task by varying the color of the go-signal on the screen. Their findings showed that varying go-signal colors had no effect on participant reaction times, suggesting that response execution was not modulated by color. However, varying the color of the stop-signal did show a significant effect on response inhibition, where red stop signals facilitated response inhibition (i.e. faster reaction times) than green stop signals. The findings from this study have been recently replicated in monkeys performing a similar stop-signal task (Ghasemian et al., 2021). Asare et al. (in review-a), extended this work by testing for 4 stop signal colors (red, green, yellow, blue). The authors report faster reaction times for red stop signals than green, as previously reported by Blizzard et al. (2017). However, there was no significant difference in reaction times for yellow or blue stop signals, suggesting that response inhibition is specific to red and green only. Asare et al. (in review-b) also investigated the effects of color on another type of response inhibition task, 2-choice discrimination go/no-go. In this study, participants responded to the direction of a white arrow (go trial) but withheld their response if the arrow was red or green (no-go trial). Their findings revealed that red no-go stimuli resulted in an increased accuracy for stopping compared to green. In sum, response inhibition studies investigating the effects of color indicate an advantage for red stop signals compared to green when withholding an action.

Taken together, these previous color investigations suggest that the color of a visual input has a modulatory influence on visual processing and can drive differences in various higher-order executive functions. Differential behavioural outcomes based on the color of a visual stimulus will be referred to as color-dependent modulations here on in. The exact mechanisms behind such color-dependent modulations are currently unknown.

### 2.2 PUTATIVE MECHANISMS OF COLOR MODULATIONS

Although the exact neural mechanisms underlying color-dependent modulations are unknown, the hierarchical nature of the visual system provides various opportunities for such modulations to occur. Color signals may be differentially processed at one or more stages in the ventral visual pathway resulting in the differential modulation of the cognitive process at hand.

Firstly, color opponent signals at the earliest stages of the ventral stream provides one putative mechanism. Differences between L, M, S cone signals are computed by LGN opponent cells, giving rise to red-green and blue-yellow color axes (De Valois et al., 1958; De Valois \& De Valois, 1993). Each type of opponent cell is maximally activated by one color and inhibited by its complementary color. Therefore, this antagonistic circuitry inherently leads to differential processing of color within each opponent pair.

In contrast, Tchernikov \& Fallah (2010) reported hierarchical color effects, instead of differences between opponent pair colors. They demonstrated that in the absence of any task demands, which colored random-dot-kinematograms (RDKs) surface was selected and pursued with eye movements, depended on a hierarchy of colors, with red selected and tracked over > green> yellow> blue. They have suggested that this color hierarchy may drive differences in attentional capture and allocation, resulting in the modulation of attentional resources during a visual task. Tchernikov \& Fallah's (2010) attentional hierarchy provides yet another putative mechanism for color- dependent modulations.

Lastly, color- dependent modulations of cognitive functions may also arise due to learning of specific color associations and meanings (Elliot \& Maier, 2007). Given that color processing computations can be modulated by top-down influences from the prefrontal cortex (Koida \&

Komatsu, 2007), learning and experience-based changes to visual processing can underly color modulations of various behavioural tasks.

In sum, color opponency, attentional hierarchy, and color associations may provide insight and enhance our understanding of how various perceptual and cognitive tasks can be modulated based on color. As much is unknown about the neural mechanisms and circuity involved in color-dependent modulations, many questions are still unanswered. For example, which of the three proposed mechanisms is supported by empirical data? What are the neural correlates for each mechanism? Are these mechanisms task-dependent? Is the color-dependent modulation of a given task a result of one mechanism or an interplay of multiple mechanisms? Is there a different mechanism entirely?

### 2.3 BAYESIAN MODELS OF PERCEPTION

Sensory input feeding into the visual system can be ambiguous and noisy. For example, different stimuli can result in the same retinal image or the same stimulus can generate different retinal images depending on viewing angle. A small retinal image of a tree can be interpreted as a large tree in the distance or a small tree closer to the observer. Despite the ambiguity, the human visual system is quite good at creating accurate representations of objects and object properties in our visual field. One central question that arises is how? Helmholtz (1867) offered a solution suggesting that our brain generates accurate perceptions by unconsciously inferring or assuming information based on prior experience or knowledge. For example, the same object may appear a different color under different illumination conditions, but our brain can discount the effects of illumination by inferring properties of light.

There is growing support for the theory that visual perception is based on such Bayesian inferences, where sensory input is integrated with prior experience or knowledge to create accurate representations about the world around us. Bayesian models of perception are derived from Bayes Rule, a mathematical formula for calculating conditional probabilities (i.e. the probability that event A occurs given event B). Bayesian models can be used to estimate object properties under ambiguous or uncertain conditions conditioned on the sensory input (i.e retinal image) (Kersten \& Yuille, 2003; Kersten et al., 2004; Feldman, 2012). Given sensory data, D, that can be interpreted as a variety of distinct possible perceptions or perceptual alternatives $\left(\mathrm{A}_{1}\right.$, $A_{2} \ldots . . A_{n}$ ), the probability of a given perception, $A_{i}$, being true based on the sensory input, called the posterior probability, $\mathrm{p}\left(\mathrm{A}_{\mathrm{i}} \mid \mathrm{D}\right)$, is proportional to the likelihood, which is the probability of the data, $D$, given $A_{i}$ is true, $p\left(D \mid A_{i}\right)$, multiplied by the prior probability, which is the probability of a given perceptual belief, $\mathrm{A}_{\mathrm{i}}$, being true, $\mathrm{p}\left(\mathrm{A}_{\mathrm{i}}\right)$.

$$
p(\mathrm{Ai} \mid \mathrm{D}) \alpha \mathrm{p}\left(\mathrm{D} \mid \mathrm{A}_{\mathrm{i}}\right) \mathrm{p}\left(\mathrm{~A}_{\mathrm{i}}\right)
$$

Simply put, the posterior probability is the product of the likelihood, which arises from fit of the image data and the priors, which represent prior knowledge or predispositions about object regularities independent of the sensory input (Kersten et al., 2004) (Figure 2). For example, when viewing shaded objects, we typically assume illumination from above. This light source prior may be the result of our experience with the sun's natural placement in the sky as well as the typical placement of artificial lights (Kersten et al., 2004). As more sensory data accumulates or as the data becomes less ambiguous, the posterior probability is biased towards the likelihood function, whereas, insufficient, highly ambiguous or noisy sensory data biases the posterior probability towards the prior distribution (Feldman, 2012). The observer then selects the most
likely interpretation or perception for that sensory stimulus based on posterior probability of each interpretation/perception.

Bayesian models have been used to understand and gain insights into various aspects of feature processing such as color (Brainard \& Freeman, 1997; Brainard et al., 2006; Brainard, 2009), motion estimations (Weiss et al., 2002), as well as, the integration of different features within one sensory modality or the integration of multisensory signals from different modalities (Battaglia et al., 2003; Deneve \& Pouget, 2004; Sundberg et al., 2006). For example, when localizing the position of a stimulus in space, visual and auditory localization signals may get integrated together in a Bayesian manner (Battaglia et al., 2003; Deneve \& Pouget, 2004). The optimal or predicted location of the object is the product of the location estimate based on visual signals and location estimate based on auditory signals (Deneve \& Pouget, 2004), however, the predicted location (posterior probability function) is more dominated by the visual information due to our bias towards using visual cues to localize objects, thus the visual signal distribution has a higher prior weighting (Battaglia et al., 2003). Similar Bayesian approaches have also been applied to the integration of visual and proprioceptive cues when reporting hand location (van Beers et al., 1996, 1998, 1999, 2002). Recently, Sundberg et al. (2006) applied a Bayesian approach for the integration of motion and color information within one sensory modality, vision.

As underlying mechanisms are currently unknown, a Bayesian perceptual framework, which in the field refers to incorporating prior information with sensory input to produce the perceptual experience, may be helpful in understanding how the color of a visual signal can differentially influence visual processing, resulting in color dependent modulations of attentional or perceptional processes in the visual system. The color of a visual signal may vary the weights of
the priors such that the prior distribution is weighted more during the calculations of posterior probability. The posterior probability may be shifted based on the differential weightings of the color priors, thus resulting in differential outcomes based on color alone. For example, previous work has demonstrated a bias for red such that red facilitates stopping (Blizzard et al., 2017; Ghasemian et al., 2021). This modulatory effect of red is possibly due to stronger priors for red stop signals due to our experience with red, given that in our modern world, red is commonly used to signal stopping (traffic signs, red traffic light etc.). Therefore, different weighting of priors based on the color of the signal may provide a basis for color-dependent modulations reported in the literature. This Bayesian framework can be used as a foundation for colordependent modulations reported in the literature.


Figure 2. Schematic depicting a basic Bayesian framework for perception. Within a Bayesian framework, sensory input from the retina (likelihood) is integrated with previous learned or innate predispositions about objects and object properties (priors) to create accurate perceptions of the world, as the sensory input can be ambiguous, noisy or incomplete.

### 2.4 COMPARATIVE COLOR PREFERENCES ACROSS SPECIES

In addition to humans, many other animals also see the world in color. The mechanisms behind vertebrate color vision are diverse, allowing for animals to adapt to their respective environments. Despite the differences, all color systems require a minimum of two different types of cones/cone pigments and a neural circuit to compare their relative activations which allows for wavelength discriminability. In general, the more types of cones with slightly different spectral sensitivities, the better the color discrimination capabilities. Comparative genetics have revealed that cone photopigments in modern vertebrates evolved from the ancestral jawless fish some 500 million years ago (Bowmaker, 2008), where four cone types; long-wavelength (red,

490-570 nm), middle-wavelength (green, 480-535 nm), short-wavelength (blue-violet, 410-490 nm ), and UV-selective (355-440 nm); evolved from a single photopigment through a series of gene duplications (Bowmaker, 2008). Modern vertebrates have retained these cone families, with some lineages losing cone classes, while others have gained cone classes to better suit the demands of their environments.

From an ecological perspective, color discrimination is advantageous for many tasks such as detecting prey or predators, mate selection, and foraging, therefore, animal species may also have color preferences or innate color biases similar to humans. The subsequent sections provide an overview of evidence for such color preferences in three different lineages; non-human primates, birds, and fish.

### 2.4.1 Non-human primates

The mammalian lineage lost UV-selective and middle-wavelength cone classes and became dichromatic (Wakefield et al., 2008), and therefore most mammals today are dichromatic with only two functional cone classes: short-wavelength selective (blue) and long-wavelength selective (red). However, primate ancestors re-evolved a third cone pigment to gain trichromatic vision (Hunt et al., 1998). Old word monkeys (and humans) developed trichromacy through a duplication of the ancestral X-linked long-wavelength opsin gene (LWS). The LWS opsin gene duplicated and diverged into two spectrally distinct photopigments, creating $L$ (red-sensitive) and M (green-sensitive) photopigments, in addition to the evolutionarily conserved short-wavelength selective opsin gene (blue) located on autosomal chromosome 7 (Carvalho et al., 2017).

Therefore, in old word primates, trichromacy was achieved through each cone expressing one of three distinct opsin genes $(S, M, L) . L$ and $M$ opsin genes are located on the X -chromosome in a tandem array, sharing $98 \%$ sequence homology (Carvalho et al., 2017), differing only at three
key amino acid sites (Neitz et al., 1991), which underlies the shift in spectral sensitivity of the two photopigments. This homology increases the likelihood of recombination errors at the L and $M$ gene locus during meiosis, resulting in red-green color deficiencies, especially in males as males only have one copy of the X chromosome (Carvalho et al., 2017).

In contrast, the molecular mechanisms underlying trichromacy in new world monkeys (Americas) are slightly different as the two ancestral groups evolved separately from one another after the landmass split 65 MYA. In new world monkeys, the LWS gene is polymorphic with different alleles of the gene having slightly different spectral sensitivities (Carvalho et al., 2017). As a result, male monkeys are dichromatic as only one type of LWS allele is expressed per X chromosome. Females, heterozygous at the LWS locus, are trichromatic as they express two different alleles of the LWS gene, in addition to the short-wavelength opsin gene.

The evolutionary drives which underlie this re-evolution of trichromacy in primates are debated. Some researchers have argued that primates developed trichromacy for communication using skin colorations (Changizi et al., 2006). Hiramastus et al. (2017) provided empirical support for this hypothesis, showing that trichromatic color vision is useful for detecting changes in skin coloration compared to dichromatic vision, thus aiding communication among primates. Several studies have shown that red facial coloration is used for intrasexual dominance and status signalling in many different non-human primate species (Gerald, 2001; Bergman et al., 2009; Marty et al., 2009; Grueter et al., 2015; Petersdorf et al., 2017). Furthermore, there is evidence to suggest that skin coloration may also be used in intersexual signalling. For example, Dubuc et al. (2014) reported that red facial coloration in males is attractive to female macaques (Macaca mulatta), such that more proprioceptive behaviours were exhibited towards redder male monkeys and by a greater number of females. Despite the behavioural evidence, phylogenetic studies
(Fernandez \& Morris, 2007) suggest that red-green color vision evolved before the use of skin color signalling in primates. Therefore, color signalling/communication may not have driven the emergence of trichromacy, instead, color vision and the improved ability to discriminate between long-wavelengths of light may have acted as a prerequisite for red color signalling. In light of this emerging evidence, improved foraging has been proposed as an alternative to the color signalling theory. The development of improved red-green discrimination may have evolved to help primates forage, to better differentiate between red fruits against green foliage (Surridge et al., 2003; Gerl \& Morris, 2008). Skalnikova et al. (2020) demonstrated evidence for this forging hypothesis by investigating color preferences in macaques. Their results show that monkeys had stronger preference for red colored food items compared to other colored foods, but no such preference for red non-food items. Moreover, in the context of food, red coloration usually indicates fruit ripeness, therefore this bias for red food items may also be explained through context dependent learning and association. More recently, Ghasemian et al. (2021) provided evidence for an innate color-stopping bias in monkeys, where red stop signals were shown to facilitate stopping faster than other colors, similar to the red response inhibition bias observed in humans (Blizzard et al., 2017). However, the test subjects (monkeys) had no previous experience with red as a stop signal (i.e stop signs, traffic lights etc), therefore these results suggest that nonhuman primates developed color associations through innate, evolutionarily conserved color preferences, which is not surprising given the similarities between human and non-human primate color vision and color processing.

### 2.4.2 Birds

Similarly, many species of birds have been known to use color for food preferences and mate selection. Most birds are dimorphic, where the males have bright coloration on their feathers and
plumage, whereas the females are generally lighter in color. Given these differences, male plumage has been hypothesized to play a key role in mate selection by female birds (Hill, 2006). For example, a field study (Siefferman \& Hill, 2003) revealed that male eastern bluebirds (Sialia sialis) with brighter UV-blue plumage paired earlier in the mating season and produced more offspring, suggesting that plumage coloration is correlated with reproductive success. This relationship has also been observed in red-capped robins (Petroica goodenovii) where male robins with red plumage have highest number of offspring in a season (Dowling \& Mulder, 2006), as well as house finch (Hill, 1990), cardinals (Wolfenbarger, 1999) and widowbirds (Pryke et al., 2001). Some researchers have suggested that plumage coloration is an indicator of mate health and quality (Doucet, 2002), therefore acts as an intraspecific signal to females, who associate brighter coloration with better mate health. Red, yellow and orange plumage colorations are produced by carotenoid pigments which are supplemented through diet and cannot be synthesised in the body (Olson \& Owens,1998). Given the role of carotenoids in immune and antioxidant responses (Bendich, 1993; Paiva \& Russell,1999), only healthy males with good nutrition should be able to divert such an important resource to plumage coloration, therefore acting as a reliable health signal.

In addition to mate selection, birds have also been shown to use color for food preferences. Rothery et al. (2017) reported a higher preference for silver and green seed feeders in several species of garden birds, measured by the number of bird visits. More interestingly, when birds are presented with the same food differing in color, a strong preference for red colored foods have been observed in three North American bird species (Willson et al., 1990), as well as New Zealand robins (Hartley et al., 1999), perhaps due to the association of red with ripe fruits. Stronger evidence for associative learning in birds comes from an experimental study
investigating flower preference in hummingbirds (Meléndez-Ackerman et al., 1997). MeléndezAckerman and colleagues (1997) reported that hummingbirds have a bias for selecting red colored Ipomopsis flowers over white. Through their investigations, the authors discovered that the red flowers contain more nectar, explaining hummingbird preferences. In their subsequent experiments, they manipulated the flowers so that nectar reward for red and white flowers was equal, and still observed a preferential bias of hummingbirds for red flowers because of their past experience with red flowers and high nectar reward. However, when the nectar reward was switched such that white flowers contained more nectar, the birds quickly learned the new color association and visited more white flowers. Therefore, suggesting that flower color preference in hummingbirds is associated with nectar reward based on prior learning and experience.

These color preferences in birds are made possible by high acuity color vision. Birds have more advanced color discrimination capabilities due to the presence of four types of cones (UV, S, M, L), (tetrachromatic) (Bowmaker, 2008; Kelber, 2019), whose spectral sensitivities are further fine tuned by colored oil droplets in the inner segments of the photoreceptors (Vorobyev, 2003; Bowmaker, 2008). These oil droplets further filter light to reduce the effective overlap between cone spectral sensitivities therefore improving color discrimination. Some bird species such as raptors also have high acuity, rod-free zones in the retina similar to the human fovea (Mitkus et al., 2017). Although the retinal organization of photoreceptors and their sensitivities are well documented in birds, color processing at the cortical level is not yet well understood.

### 2.4.3 Fish

Similar to birds, many species of fish have also been known to use carotenoid coloration for sexual signaling and mate selection as carotenoids are costly and diet dependent (Sefc et al., 2014), therefore acting as a reliable signal for mate health in fish as well (Milinski, 2014). Color
preferences have been well studied in teleost fish such as cichlids, where female cichlids have been shown to prefer red-yellow colored males (Kodric-Brown, 1985; Maan et al., 2004) with females spending more time and mating more often with the red-yellow males compared to other males (Bourne et al., 2003). In a freshwater teleost fish, Puntius titteya, both males and females have been shown to use red-yellow carotenoid colorations for mate selection (Mieno \& Karino, 2009), where females with redder carotenoid coloration spawned larger eggs, suggesting that males may also use carotenoid coloration of females to assess mate health. Other studies have suggested that red-yellow colorations in males is also used for intrasexual dominance signaling in male-male competitions (Evans \& Norris, 1996; Dijkstra et al., 2005; Ogita \& Karino, 2019), in addition to intersexual signaling, as observed in other animal species. Generally, most fish species are tetrachromatic, with four types of cone classes, however, within the teleost family, gene duplication events and subsequent divergence of opsin genes have expanded the number of cones classes especially in the long-wavelength range (Bowmaker \& Loew, 2008), providing a physiological link for red-yellow sexual selection, as the divergence of the long-wavelength detecting opsin genes confers improved color discrimination in the red-orange range (Watson et al., 2011).

More recently, innate color biases have been reported for another species of fish, zebrafish (Danio rerio), possessing tetrachromatic color vision (UV, S, M, L) (Nawrocki et al., 1985), similar to many other fish species. Park et al. (2016) placed zebrafish larvae in acrylic mazes with different colored sections, and measured the location of the free swimming larvae every two minutes for 30 minute periods. Their results revealed a hierarchy of color preference, with zebrafish larvae preferring blue regions over red, red over green and green over yellow ( $B>R>$ G> Y). This pattern of results was corroborated by a second study (Peeters et al., 2016), where
both zebrafish adults and larvae preferred blue and avoided yellow, with red and green falling in between. Furthermore, the avoidance for yellow was mitigated with the administration of antianxiety drugs suggesting that yellow may evoke fear or anxiety in zebrafish, however the exact reasoning behind this blue-approach and yellow-avoidance preference is currently not well understood.

In summary, color preferences, biases and associations have been observed in many other vertebrate species, reflecting the importance of color cues in ecological contexts. These observations further suggest that the differential processing of color signals is not unique to humans. And finally, given differences in ecological pressures, retinal and visual system circuitry, the neural mechanisms behind such color processing may be different across species.

## CHAPTER 3

## MOTION INDUCED POSITION SHIFTS

### 3.1 THE FLASH-LAG EFFECT

Motion-induced position shifts, first reported by Ramachandran \& Anstis (1990), are perceptual illusion of motion wherein the movement of an object influences its perceived location. The flash-lag effect is one such well known example. A static object is momentarily "flashed" in physical alignment with a moving target (i.e. rectangular bar). Although, both the moving and stationary targets are in veridical alignment, observers perceive the moving target ahead of the stationary object at the time of flash onset (Figure 3A). In other words, the flashed object appears to "lag" behind the moving target.

The flash-lag effect was first reported by Wolfgang Metzger (1932), but it was Romi Nijhawan (1994) who sparked widespread scientific interest in this motion illusion. After Nijhawan's rediscovery, literature devoted to understanding the mechanisms and variables that affect the flash-lag illusion increased exponentially. A large number of studies have investigated the effects of different observer and stimulus variables on the perception of the flash-lag illusion (for a review, see Hubbard, 2014). For example, Nijhawan (2001) reported that the illusion is eliminated if the observers track the moving target, thus fixation is necessary for the illusion to occur. Moreover, various stimulus properties such as distance (Vreven \& Verghese, 2005), speed (Nijhawan, 1994; Krekelberg \& Lappe, 1999; Wojtach et al., 2008) and presentation timing (Eagleman \& Sejnowski, 2000; Watanabe, 2004) have also been reported to influence the magnitude of the perceived lag. For example, as the speed of the moving target increases, the magnitude of the illusory shift also increases (Nijhawan, 1994; Krekelberg \& Lappe, 1999;

Wojtach et al., 2008). The timing of the stationary flash relative to the moving target is another well investigated variable. When the onset of the flashed object terminates the motion of the moving target, such that the flashed object and the moving target disappear simultaneously, this presentation is called flash-terminated. When the flashed element appears at a point during the moving object's trajectory, such that it does not align with the moving target's onset or offset, this condition is called flash-continuing (depicted in Figure 3A). Eagleman \& Sejnowski (2000) reported that the flash-lag effect is abolished or reduced in the flash-terminated condition, but persists in the continuing condition. This important finding has been corroborated with many versions of the flash-lag effect (Moore \& Enns, 2004; Watanabe, 2004; Kessler et al., 2010).


Figure 3. Illustration of the (A) flash-lag and (B) flash-jump effects. The discrepancy between the actual presentation of stimuli versus perception is depicted. The black arrows represent the direction of motion and trajectory of the moving target. The red arrows depict the magnitude of the illusory shift or mislocalization (exaggerated for the purpose of illustration). A)

The flash-lag effect occurs when a stationary target (i.e. grey square) is briefly presented in physical alignment with a moving target (i.e grey bar), resulting in a forward illusory shift in the perception of the moving target's location when the flash occurred (note the flash itself is not mislocalized). B) The flash-jump effect occurs when a moving target (i.e grey bar) changes color at a single position along its trajectory, and the color change is misperceived to occur further along the bar's trajectory at a later occurring bar position.

### 3.2 THE FLASH-JUMP EFFECT

The flash-jump effect, sometimes called feature-flash, is another phenomenon related to motioninduced position shifts. When a moving target (i.e. rectangular bar) changes color at a single
position along its trajectory of motion, the color flash is perceived to occur farther along the target's trajectory (Cai \& Schlag, 2001a, 2002) (Figure 3B). In other words, the color change appears to "jump" forward in the direction of motion. The presentation timing of the flashed element can be manipulated to give rise to the flash-terminated or flash-continuing conditions, similar to flash-lag. In the flash-terminated sequence, the onset of the color flash results in the termination of the motion sequence of the bar such that both the color change and the bar disappear simultaneously. Therefore, the flashed bar is the last bar in the apparent motion sequence. In the flash-continuing condition (depicted in Figure 3B), the color change appears at one location during the bar's motion sequence, then the bar reverts back to its original color and continues along its trajectory. Behavioural data indicates that observers report less of a mislocalization or diminished illusory shift (therefore, more veridical location estimates of the flash) in the flash-terminated condition (Cai \& Schlag, 2001a \& b; Sundberg et al., 2006), similar to studies on the flash-lag effect.

This mislocalization has been proposed to be a result of feature integration (Cai \& Schlag, 2001b; Sundberg et al., 2006). Given that this illusion involves features within one object (i.e. motion and color), the location of the color flash is estimated through the integration of color and motion signals, which are processed in different visual pathways. Cai and Schlag (2001b) proposed that the motion and color systems operate at different rates; therefore, information relevant to these features is processed at different times, resulting in asynchronous feature binding. As the color change of the flashed element is processed later (Moutoussis \& Zeki, 1997a \& b; Viviani \& Aymoz, 2001) it is integrated to a later occurring bar position in the motion sequence, ultimately giving rise to the flash jump effect. In the flash-terminated condition, the absence of motion cues after the flash allows for a more veridical prediction of
flash location as there are no subsequent bars to misbind color to. Sundberg and colleagues (2006) replicated the findings of Cai \& Schlag (2001a) in human observers and monkeys. In recording the response of color selective V4 neurons in monkeys, Sundberg et al. (2006) report neural correlates of this flash-jump illusion in area V4, as the receptive fields of color selective V4 neurons shifted forward along the direction of motion for both the flash-terminated and flashcontinuing conditions. Although a physiological retinotopic shift in V4 activity was observed for both conditions, behavioural human data indicated the absence of a perceptual shift, thus, more veridical estimation of flash location in the flash-terminated compared to flash-continuing condition. The authors propose a Bayesian framework to explain this perceptual discrepancy between the two conditions. The authors suggest that the mis-localized representation of the flash, observed as retinotopic shifts in V4 neurons (red curve, Fig. 4), is integrated with a representation of all the possible bar locations (dotted curve, Fig. 4) through a later stage Bayesian process likely occurring in a color-insensitive area. This Bayesian process determines the location of the shifted flash (from V4 responses) relative to the presented bar locations (from a color-insensitive area). In the continuing condition, all bar locations were presented, therefore, the resultant joint probability function (black curve, Fig. 4) is shifted forward, resulting in our perception of a large flash "jump". However, in the terminating condition, bars after the flash are not presented as the motion sequence terminates, therefore the color-insensitive area represents bar locations before the flash only. When the shifted flash representation from area V4 is integrated with this representation of terminated bar locations, the resultant joint probability estimate is constrained to the veridical location, resulting in the absence of a perceptual shift, thus explaining the perceptual discrepancy between the two motion conditions, although mislocalized V4 responses were observed for both.


Figure 4. Schematic of Bayesian framework proposed to underlie the flash-jump illusion.
The red curve depicts the estimate of flash location at the onset of the flash in area V4. Note that this estimate is shifted forward due to the mis localized responses of color selective V4 neurons, as reported by Sundberg et al. (2006). A second non-color selective area such as area MT, represents the distribution for the motion of the bar at all presented bar locations (dotted curve). It has been previously proposed that the shifted V4 responses (red curve) are integrated with the representation of presented bar positions (dotted curve), giving a joint probability estimate of the color flash relative to all bar locations (black curve), which corresponds to our perception of an illusory shift in the continuing condition, and the absence of an illusory shift in the terminating condition. Note that this illustration depicts the flash-continuing condition with the bar moving in the rightward direction. Adapted from "A motion-dependent distortion of retinotopy in area V4," by Sundberg, K.A., Fallah, M., \& Reynolds, J.H, 2006, Neuron 49 (3), 447-457. © 2006

Elsevier Inc. Used with permission of copyright owner.

### 3.3 PROMINENT THEORIES

Over the years, various alternatives have been proposed to explain motion induced position shifts, most of which have been based on studies investigating the flash-lag effect. Despite years of debate, a complete, all encompassing theory is absent from the literature, as many of major hypotheses fail to adequately explain all conditions or variables. A list of prominent theories is summarized in Table 1.

In rediscovering the flash-lag effect, Nijhawan (1994) revealed an important real-world implication of motion based mislocalization errors. When we observe a moving object such as a ball, it takes several milliseconds for the retinal information to reach the visual cortex (axonal delay). Furthermore, it takes additional time for processing and the subsequent generation of a motor output to catch the ball (processing delay). By the time the visual information about the position of the ball is transmitted and processed, the ball would have changed locations, resulting in a catching error. Without any compensatory mechanisms in place, this would result in mislocalization of moving objects in the real-world. To compensate for such delays, Nijhawan (1994) proposed that the visual system extrapolates the position of the moving object forward based on its previous course. In relation to the flash-lag effect, this extrapolation creates the percept of the moving bar as farther ahead. Since the flashed object has no previous course or motion history, its position is not extrapolated, leading to our perception of the flash-lag effect. The motion extrapolation account fails to explain the observed presence of a lag during random changes in direction (Whitney \& Murakami, 1998; Eagleman \& Sejnowski, 2000), because unpredictable or random changes in the direction of the moving target cannot be extrapolated accurately. In addition to random directional changes, Nijhawan's hypothesis also fails to explain the absence of flash-lag effect in the terminated conditions. The motion of the moving target
terminates with the onset of the flash, however, due to neural delays in processing, this termination is processed after a short delay, meanwhile the compensatory extrapolation mechanisms overshoot the location of the moving target forward, beyond the termination point, predicting a perceptual illusory shift even in the terminated condition, which is inconsistent with empirical data (Eagleman \& Sejnowski, 2000; Moore \& Enns, 2004; Watanabe, 2004; Kessler et al., 2010).

Whitney and Murakami (1998) proposed another alternative explanation, called the differential latency hypothesis which posits that latency differences between moving and stationary objects underlie the flash-lag effect. This theory suggests that moving objects are processed faster, with shorter neural delays, than static objects (Cai and Schlag, 2001b; Jancke et al.,2004; Subramaniyan et al., 2018), therefore, at the time of the flash, the flashed object is processed slower compared to the moving object. And by the time the flashed object is perceived, the moving bar is perceived to be farther along its trajectory. The differential latency theory also isn't without its inconsistencies. For example, some studies have reported no such latency difference between moving and static objects (Chappell et al., 2006; Fouriezos et al., 2007), furthermore, some researchers have argued that flashed objects are actually processed faster than moving objects (Nijhawan et al., 2004). The differential latency account also fails to explain the presence of the illusory shift in flash-initiated conditions, where the time of onset for the flashed and moving targets is the same, thus they come into view at the same time. At the time of the flash, $\mathrm{t}=0$, when both the moving and static targets are presented together at the beginning of the motion sequence, it is unlikely that the visual system is able to distinguish which of the two stimuli is the moving target vs. the static object, and subsequently process the moving target faster, leading to a illusory position shift.

The post-diction or motion-biasing hypothesis, proposed by Eagleman \& Sejnowski (2000, 2007) postulates that position information of a moving target continues to be collected for a brief period after the flash, and the triggering event (i.e. the flash) resets the integration of target positions. In other words, at flash onset, the position of the moving target is computed based on motion signals that continue to arrive over the next $\sim 80 \mathrm{~ms}$ following the flash. Therefore, the prediction of target location at an instance (i.e. onset of flash) is biased forward by motion information that is collected after the flash, resulting in the flash-lag effect. Recently, Eagleman \& Sejnowski (2007) extended the post-diction theory to provide a unified explanation of other motion-induced position shifts such as flash-jump. They demonstrated that Cai \& Schlag's (2001b) asynchronous feature binding theory cannot account for the flash-jump effect, as observers mislocalized the color change of a moving bar to a later position which was not physically presented in the motion sequence (i.e a position somewhere between two actual bar positions). Thus, mis-binding of the color change to a later occurring bar position, misaligned in time, was ruled out. Instead, they suggest that the instantaneous position judgement of the color change is shifted forward by motion signals that follow the triggering event (i.e. color change), offering a spatial rather than a temporal mechanism. Critics of the post-diction hypothesis have argued that if the triggering event (i.e. flash) resets the integration of target position, then the presentation of a flashed object every 80 ms along the motion sequence of a moving target should result in the moving object not being perceived at all since its location estimate is reset each time (Whitney \& Cavanagh, 2000). Furthermore, given that the post-diction hypothesis is contingent on events after the flash, pre-flash cues or information should not affect the position estimate, however this is not the case (Baldo et al., 2002; Chappell \& Hine, 2004).

More recently, the discrete sampling hypothesis, by Schneider (2018), suggests that visual input is sampled into discrete moments or time intervals, each with a time duration, D. The position of a given object is recorded as its last known position at the end of each sampling interval, comparable to still images taken in rapid succession. A moving object's last known position corresponds to its most recent, updated position within the moment. Therefore, if a static object is flashed at the beginning of the sampling interval, there is a large time gap between the registered position of the moving vs. static stimuli, leading to a large flash-lag effect. If the static flash is presented towards the end of the sampling window, the registered position of the flash algins with the position of the moving target thus, no perceptual shift is observed. Schneider (2018) argued that the flash-jump effect is also a consequence of discrete sampling. Within one sampling interval, the color change of the moving object is registered at a single point in time, however, the position of the moving object is recorded as its final position within that interval, leading to a displacement of the color change by $\mathrm{D} / 2$ from its onset time. Although discrete or periodic sampling has been implicated in some aspects of visual perception (Chakravarthi \& Vanrullen, 2012; Chota \& Vanrullen, 2019), future studies of flash-lag or flash-jump, which directly test Schneider's predictions are needed in order to evaluate the empirical validity of this new model.

Table 1. Prominent theories of the flash-lag effect.

| Theory | Summary | Exemplary Evidence |
| :--- | :--- | :--- |
| Motion Extrapolation | Perceived location of moving <br> target is extrapolated forward |  <br> Nijhawan, 2008; <br> Nijhawan, 2008 |
| Differential Latency | Moving target processed <br> faster compared to static <br> target, the moving target is <br> perceived farther along | Whitney \& Murakami, 1998; <br> Whitney et al., 2000; <br> Ögmen et al., 2004 |
| Post-diction | Instantaneous position of a <br> moving target is biased by <br> motion information collected <br> after the triggering event | Eagleman \& Sejnowski, <br> 2000, 2007 |
| Discrete Sampling | Visual information is sampled <br> periodically, therefore flash- <br> lag is the result of a <br> discrepancy between the real <br> vs. sampled position of the <br> stimuli | Schneider, 2018 |

## CHAPTER 4

## OBJECTIVES AND HYPOTHESES

Previously, color has been shown to influence higher level visual processing (Lindsey et al., 2010; Tchernikov \& Fallah, 2010; Fortier-Gauthier et al., 2013; Pomerleau et al., 2014; Blizzard et al., 2017; Ghasemian et al., 2021), suggesting that color can intrinsically modulate attentional and cognitive processes and drive differences in later stage decision making processes. For example, previous investigations have provided evidence for color dependent modulation of executive functions in the prefrontal cortex such as response inhibition, where red stop signals were shown to facilitate stopping more than green (Blizzard et al., 2017), likely due to our associations of red with stopping. Similarly, the processing of information in the parietal cortex has also been shown to be modulated by color information. Studies investigating the influence of color on oculomotor processes have reported hierarchical color differences in pursuit target selection, and saccade execution (Tchernikov \& Fallah, 2010; Kehoe et al., 2018). However, color differences in the ventral visual pathway have not been investigated. Although there is strong evidence for color modulation of higher stages of the visual processing hierarchy (i.e. prefrontal and parietal processes), whether or not these color differences can be found earlier in the visual system is currently unknown. As higher-level visual functions require complete objects representations, its is unclear whether color influences the processing of information after objects are fully represented in the visual system, (as the prefrontal and parietal color studies may suggest) or it can influence visual processing before an object is represented fully. For example, if color can modulate the processing of visual information before complete representations of objects are formed, this would suggest that these color effects are ubiquitous from the earliest stages of the visual processing hierarchy and feedforward into higher level
processing, thus modulating later stage visual functions as reported previously. The overarching goal of this current thesis is to investigate the effects of color on low-level visual processes, i.e. whether or not color can influence low level perception before objects are fully represented in the visual system.

To test this, we explored feature integration, a low-level visual process wherein various object features are first processed independently of one another and then integrated together to create the perception of an object as a whole (Treisman \& Gelade, 1980). Specifically, we investigated the integration of color and motion signals using the flash-jump paradigm, a visual illusion composed of both color and motion features (Chapter 5). We hypothesized that the color of the flash would differentially affect the magnitude of the illusory shift observed in the flash-jump illusion, indicating that the integration of color and motion information, at the earliest stages of visual processing is modulated by color. Furthermore, the pattern of findings would distinguish which of the three proposed neural mechanisms drives color-dependent modulation of feature integration, and low -level visual processes in general. For example, color opponency suggests processing differences within each opponent pair, such that red and green signals are processed differentially, as well as blue and yellow signals, thus we would expect to see significant differences in illusory mislocalizations between red and green flashes, as well as blue and yellow flashes. The attentional hierarchy (Tchernikov \& Fallah, 2010), in contrast, predicts a hierarchical pattern of mislocalizations, where the illusory shift for every flash color is significantly different from one another. Lastly, visual or learned associations predict a significant difference between red and green flashes. As red and green colors are commonly associated with stop or go-signals, they may effectively advantage or disadvantage the observer's
prediction of the flash location. In sum, all three mechanisms predict different patterns of color effects, allowing for an effective way to empirically distinguish between them. .

Given that many aspects of visual perception follow a Bayesian framework, we also sought to determine how color processing integrates into a Bayesian framework, ultimately giving rise to color dependent modulations of visual processing (Fig. 5). Bayesian models of perception have previously suggested that visual information from the retina is incorporated with our prior knowledge or predispositions about objects and object properties to create our perception of the world. From this Bayesian perspective, we proposed that differential behavioural outcomes based on color (color dependent modulations) are likely a result of different prior weightings given to each color, which are automatically incorporated into the computations for a given cognitive or perceptual task, producing different behavioural outcomes. In consideration of the flash jump effect, specifically, we hypothesized that colors associated with stronger attentional capture, i.e., red (Tchernikov \& Fallah, 2010; Fortier-Gauthier et al., 2013), would have stronger weights. The resultant estimation for flash location would be biased towards the veridical location of the flash, resulting in a decrease in the mislocalization error of the flash. We proposed an extension of Sundberg et al.'s (2006) Bayesian model to describe how differential weighting of color priors may explain the color-dependent modulation of the flash-jump effect, and feature integration in general (Chapter 5).


Figure 5. Venn diagram illustrating the overlap between color processing in the visual system and Bayesian perception. The inherent processing of color within the visual system can produce modulatory effects on perception as a result of color dependent modulations through differentially weighted color priors. Priors, based on innate or learned color differences get integrated into visual processing and modify a given perceptual or cognitive process.

The results from our first study (Chapter 5) implicated color opponent mechanisms in the modulation of visual processes at the low-level stage and given the hierarchical nature of the visual processing pathway, this would suggest that color processing mechanisms also build on one another, with color opponency influencing the earliest stages of color processing in the visual cortex (see Fig. 6 for overview). Color opponent cells in LGN compute the relative activations of cone photoreceptors to compare red versus green and blue vs yellow signals. This opponent information would then feed into a color space representation in V4, which in turn leads to the formation of color associations in the prefrontal cortex. Therefore, these three mechanisms can modulate different stages of the visual processing hierarchy in a feedforward manner. However, current studies on color dependent modulations have not applied this
feedforward approach to explain how and where color differences arise in the visual system. In our second paper (Chapter 6), we attempted to place all reported color effects in the attention and perception literature into this feedforward color modulation model based on the predictions made by each color processing mechanism. To our knowledge, this is the first attempt to organize and evaluate the empirical validity of the proposed mechanisms. Based on the functional and structural organization of the visual system, we proposed putative brain areas and underlying neural circuitry that may provide a physiological basis for each mechanism. Furthermore, we developed a theory on how each color mechanism may get incorporated into a Bayesian framework of perception to modulate various processes in the visual system (Chapter 6).


Figure 6. Schematic depicting the interplay between the three -color processing
mechanisms. Color information from the three cone types is computed into relative activations of red versus green, and blue versus yellow, giving rise to the two color-opponent channels. Color opponent information is transformed into a color space representation, giving rise to the attentional hierarchy, which is used to build visual color associations.

In summary, the purpose of the current research was to answer the following questions: Are low level visual processes also modulated by color? If so, by which mechanism? From a Bayesian perspective, how do visual processes get modulated by color? And lastly, how do these color processing mechanisms underlie or contribute to color dependent modulation of the visual system more generally?
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### 5.1 ABSTRACT

Bayesian models of object recognition propose the resolution of ambiguity through probabilistic integration of prior experience with available sensory information. Color, even when taskirrelevant, has been shown to modulate high-level cognitive control tasks. However, it remains unclear how color modulations affect lower-level perceptual processing. We investigated whether color affects feature integration using the flash-jump illusion. This illusion occurs when an apparent motion stimulus, a rectangular bar appearing at different locations along a motion trajectory, changes color at a single position. Observers misperceive this color change as occurring farther along the trajectory of motion. This mislocalization error is proposed to be produced by a Bayesian perceptual framework dependent on responses in area V4. Our results demonstrated that the color of the flash modulated the magnitude of the flash-jump illusion such that participants reported less of a shift, i.e. a more veridical flash location, for both red and blue flashes, as compared to green and yellow. Our findings extend color-dependent modulation effects found in higher-order executive functions into lower-level Bayesian perceptual processes. Our results also support the theory that feature integration is a Bayesian process. In this framework, color modulations play an inherent and automatic role as different colors have different weights in Bayesian perceptual processing.
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### 5.2 CONTRIBUTION TO FIELD STATEMENT

Studies have reported that color modulates higher-level cognitive processing, e.g. we respond to red stop signals faster than non-red stop signals. We investigated how ubiquitous color effects could be by reaching back down to the level of feature integration, examining whether the color of an object influenced its binding of non-color features.

Observers commonly mislocalize a feature change at a single position of an apparent motion stimulus, reporting that it occurred further along the motion path (flash-jump illusion). We found that the color (red, green, blue, yellow) influenced both the magnitude of the illusion and the precision of its spatial representation. This is the first report of between-color differences in their integration with another feature (i.e. motion), and that these automatic color modulations occur in an early stage of object processing, long before higher order executive functions.

We propose a Bayesian perceptual framework as the underlying mechanism for color and motion integration, providing a new approach to the understanding of color influences on perceptual representations and attentional processes. This has implications for computational and cognitive models of feature integration and selection of objects, and the role of colour in interface design, accessibility, and neuromarketing.

### 5.3 INTRODUCTION

Our ability to recognize and interact with objects relies heavily on visual perception. However, images of real-world stimuli can be highly complex and ambiguous. Despite ambiguous, incomplete or noisy input, the human visual system is able to perceive objects and object properties with great accuracy. Helmholtz (1867) theorized that the visual system makes unconscious deductions or "inferences" about object and scene properties to resolve this ambiguity, resulting in accurate perception. In recent decades, Helmholtz's theory of unconscious inference has been formalized into models of Bayesian perception. Bayesian models of visual perception suggest that the resolution of ambiguity occurs through probabilistic integration of prior experience or knowledge (priors) with available sensory information (likelihood), giving rise to a probability distribution of the object property in question. With noisier sensory input, there is increased reliance on prior knowledge (Kersten et al., 2004).

Color is an important source of information in a wide variety of daily tasks ranging from object perception to response control. The specific color of an object aids in object recognition, such as the color of an apple distinguishing between varieties. When driving, a red traffic light alerts the driver to stop the vehicle. However, recent studies have shown task-irrelevant color can also intrinsically modulate cognitive functions such as attentional selection (Tchernikov \& Fallah, 2010), visual search (Lindsey et al. 2010), and response inhibition; (Blizzard et al., 2017). Tchernikov and Fallah (2010) demonstrated that smooth pursuit target selection was dependent on an intrinsic attentional hierarchy of red (strongest), followed by green, then yellow, and blue (weakest) when saccading to two superimposed random-dot kinetograms. In the absence of any task demand to follow a particular color, red was automatically selected and pursued over other colors; green was marginally selected and pursued over yellow and blue, and yellow was
selected and pursued over blue; whereas, blue was not selected over any of the other colors. Similarly, Lindsey et al. (2010) reported that red targets were faster to find in a visual search task compared to other colored targets. Blizzard et al. (2017) reported that response inhibition was facilitated by red more than green stop signals in a stop-signal task (SST). Electrophysiological studies have also provided support for color modulations of executive functions. In a visual search task, red and blue targets evoked earlier N2pc waveforms compared to other colors, suggesting that the deployment of attention may occur faster for red and blue (Fortier-Gauthier et al., 2013; Pomerleau et al., 2014). In addition, Racey et al. (2019) performed an fMRI study which demonstrated that the posterior midline cortex (PMC), which is involved in preferences and value judgements of stimuli (Kable \& Glimcher, 2007; Grueschow et al., 2015), was modulated by color features, even if color was irrelevant to the orientation judgment task, which supports different colors having different values or weights. Taken together, these investigations suggest that the color of visual input can intrinsically modulate attentional and cognitive processes, driving differences in later stage decision making processes which ultimately modulate behavioral control. We propose that this color dependent modulation of visual processing can be explained by Bayesian models of perception. In a Bayesian framework, the relative strength of a given color would vary the weight of the priors, biasing the joint probability distribution, and potentially produce different behavioural outcomes based on color.

In the present study, we sought to investigate whether such color-dependent modulations are dependent on Bayesian perceptual processes in the visual processing streams. We focused on feature integration using the flash-jump effect, a visual illusion of color and motion integration first described by Cai and Schlag (2001a). Sundberg et al. (2006) found neural correlates of the flash jump effect in area V4 and propose that a Bayesian framework for motion and flash
integration underlies this illusion. In the flash jump illusion, a moving stimulus such as a rectangular bar changes color at a single position along its trajectory. Observers perceive the flash as occurring farther along the trajectory of motion, than at its veridical position, thus mislocalizing the flash to a later occurring bar in the sequence. This is a mislocalization of feature integration between color and motion information. If the flashed element is the last element in the sequence (terminating condition), the flash location is perceived veridically. Sundberg et al. (2006) recorded the responses of color selective V4 neurons as monkeys viewed the flash jump illusion. In the classic continuing motion condition, the receptive fields of V4 neurons that were selective for the color of the flash shifted along the trajectory of motion, which matched psychophysical data in humans viewing the same stimuli. Interestingly, when the flash terminated the motion sequence, the retinotopic shift in V4 persisted, supporting a mislocalization of the color and motion feature integration. However, humans reporting the flash location in the terminating condition did not mislocalize the flash. Previous studies have used Bayesian frameworks to account different aspects of real and illusory motion processing (Jacobs, 1999; Weiss et al., 2002; Lisi \& Cavanagh, 2015, Gershman et al., 2016; Hui et al., 2020; Yang et al., 2021). Building on those studies, Sundberg et al. (2006) suggest that this motion dependent mislocalization in the continuing but not terminating condition is consistent with a Bayesian model of sensory integration (see: Knill, 2007; Vilares \& Kording, 2011), supported by the retinotopic mislocalization in area V4 neurons. The position of the color flash in area V4 and the positions of the moving bars in motion areas such as MT are integrated together to give a joint probability estimate of the color flash in relation to the motion sequence. Sundberg et al. (2006) posit that the presence or absence of a shift, observed in the continuing and terminated conditions is a result of this integration, where the representation of the flash (V4 responses) biases the joint
estimation in the continuing condition resulting in large perceptual shifts. However, in the terminating condition, there are no representations for any further bar positions and thus the joint estimation results in a veridical representation of the flash location.

In the present study, we investigated whether varying the isoluminant color (red, green, yellow, or blue) of the flash affected its mislocalization. We hypothesized that in a Bayesian framework, colors associated with stronger attentional capture, i.e., red (Tchernikov \& Fallah, 2010; FortierGauthier et al., 20132, would have stronger weights resulting in a decrease in the mislocalization error of the flash. Furthermore, the pattern of color shifts would distinguish which underlying mechanism drives perception: the intrinsic color hierarchy (Tchernikov \& Fallah, 2010) which requires color space representation, or 'pop-out' visual search color advantages for red and blue (Pomerleau et al., 2014), which are likely dependent on color opponency effects.

### 5.4 METHODS

### 5.4.1 Participants

Twenty-four undergraduate students ( 17 females and 7 males; 18-43 years) completed the study for course credit. The study was approved by the York University Human Participants Research Committee. All participants were naïve to the purpose of the study, had normal or corrected-tonormal acuity and normal color vision (Ishihara, 2006). All participants gave written informed consent prior to participation.

### 5.4.2 Paradigm

Participants were seated in a dimly lit room with their heads resting on a chin rest 84 cm from an 18 ' CRT monitor ( 60 Hz refresh, $1024 \times 768$ ). Eye position was tracked using an infrared eyetracking system (ISCAN, Inc. ETL-400), and experimental control was handled by Presentation
(Neurobehavioral Systems). The background was dark gray (CIE $x=0.35, y=0.56 ; 0.365 \mathrm{~cd} / \mathrm{m}^{2}$ ) with a light gray fixation cross $\left(0.34^{\circ}\right.$ by $\left.0.34^{\circ} \mathrm{CIE} x=10.83, y=16.25 ; 11.93 \mathrm{~cd} / \mathrm{m}^{2}\right)$ at the center of the display.

The stimulus consisted of an array of 20 bars $\left(3.3^{\circ}\right.$ by $\left.0.3^{\circ}\right)$, spaced $0.8^{\circ}$ apart, presented $4^{\circ}$ below the fixation cross (Fig.7). Apparent motion sequences were produced by bars sequentially appearing for 2 frames, with 2 frames of blank time in between, moving either leftwards or rightwards. The inducing bars were light gray, matching the fixation cross, (CIE $x=10.83, y$ $=16.25 ; 11.93 \mathrm{~cd} / \mathrm{m}^{2}$ ). The target, a colored bar selected from one of four photometrically isoluminant colors ( $12 \mathrm{~cd} / \mathrm{m}^{2}$; Red $x=27.57, y=1.804$; Green $x=6.007, y=2.516$; Yellow $x=$ 12.24, $y=2.379$; Blue $x=27.08, y=139.3$ ) appeared at one of the 11 central positions (Fig. 7A). Consistent with prior studies of color modulations of visual or cognitive processing, photometric isoluminance was necessary to determine the modulatory effects of individual colors as, perceptual isoluminance would have incorporated these effects (as well as others) into the resulting perceptual luminance for each color.

In the terminating condition, once the colored bar appeared, the motion sequence was terminated such that this flashed element was the last bar presented (Fig. 7B). In the continuing condition, the bar appeared at all 20 positions (Fig. 7B). If the participant broke fixation during stimulus presentation, the trial was terminated with an auditory warning and shuffled back into the same block.


Figure 7. Stimulus schematic and sample trial presentation. (A) An apparent motion sequence comprised of 20 grey, rectangular bars, moved either in a leftward (not depicted) or rightward direction. One of the central 11 positions was presented in one of 4 isoluminant colors (red, green, yellow, and blue). (B) Experimental protocol of trials depicting sample terminating vs. continuing motion path trials. For each motion path (terminating or continuing), each of the 11 central bar positions were tested, using both directions, and all 4 colors. Participants reported the colored flash location by clicking with a mouse, that could only move horizontally along the motion path. Note that the dotted white lines did not appear on the screen.

At the end of the apparent motion sequence, if fixation was maintained successfully, a light grey cursor bar $\left(0.55^{\circ}\right.$ by $\left.0.3^{\circ}\right)\left(\operatorname{CIE} x=10.83, y=16.25 ; 11.93 \mathrm{~cd} / \mathrm{m}^{2}\right)$ appeared $4^{\circ}$ below fixation. The mouse could shift the cursor horizontally, but not vertically. The cursor's initial location was randomized along the length of the stimulus array $\left(-12.29^{\circ}\right.$ to $\left.+12.29^{\circ}\right)$. Using the mouse, participants reported the position of the colored target flash by moving the cursor to the perceived location and clicking. Participants did not receive any feedback on the accuracy of their responses.

Participants completed 4 blocks of trials with eye-tracking calibration at the beginning of each block, and as required during the experiment. In each block, participants completed 176 trials, one for each of the 11 target flash locations crossed with each of the 4 target colors, 2 motion paths (terminating vs. continuing), and both motion directions (leftward vs. rightward).

### 5.4.3 Data Analysis

To examine the effects of color on the magnitude of the flash jump effect, the horizontal distance (dva) of between the location the target flash and the perceived location was computed such that a positive discrepancy was forward, and a negative discrepancy backward along the direction of apparent motion. The discrepancy between target location and response was collapsed separately for terminating vs. continuing conditions across all 11 possible flash positions and both directions of motion. Population means were derived from median shifts in perceived flash locations for each participant. One-sample, one-tailed t-tests, corrected for multiple comparisons using an incremental application of the Bonferroni method (Benjamini \& Hochberg, 1995), were used to investigate whether mean flash location shifts were significantly mislocalized forward from zero. To investigate color differences in the precision of localization responses, we computed $95 \%$ confidence intervals $(\mathrm{CI})$ of the distribution of position responses (horizontal position) for each motion path and flash color, by participant, as has been done previously in eye movement and reach targeting studies (Henriques et al., 2003; Khan et al., 2005; Ren et al., 2006; Blohm \& Crawford, 2007). The upper bound was subtracted from the lower bound of the 95\% CI to give an estimated width or range as a metric of response precision. See Fig. 8 for a schematic depiction of analytical metrics. Mean differences in mislocalization shifts and precision metrics were analyzed separately using 4 flash color (red, green, yellow, blue) X 2
motion path (terminating, continuing) repeated measures ANOVAs. Benjamini-Hochberg (1995) corrections were applied to post-hoc tests to control for multiple comparisons.


Figure 8. Analytical metrics. For each motion path and flash color, response accuracy was measured as the mean shift between the real location (solid line) and the perceived location (dashed line) of the flash. Response precision was measured as the mean range (upper- lower bound) of $95 \%$ confidence intervals for the perceived shifts. Accuracy and precision depicted here is based on mean metrics for yellow flashes in the continuing condition. Note that spacing between bars is exaggerated for illustration.

### 5.5 RESULTS

The mean difference between the veridical and participants' perceived locations were calculated for each flash color in the continuing and terminating conditions, listed in Table 2 and shown in Figure 9. One-sample one-tailed t-tests showed that the reported flash locations were consistently and significantly mislocalized forward along the path of motion for all colors in the continuing path condition (all large effect sizes by Cohen's d ) as well as the terminating path condition (all corrected p 's $<.05$, red and yellow: small effect sizes, green and blue: medium effect sizes).

Table 2. Mean shift (dva) in flash location and significance values (corrected p-value, Cohen's d) for each motion path.

|  | Flash color | Mean shift (dva) | T-test Sig.(1-tailed) | Cohen's d |
| :---: | :---: | :---: | :---: | :---: |
| Continuing <br> (1.33 dva) | Red | 1.23 | < . 001 | 1.490 |
|  | Green | 1.43 | < . 001 | 1.595 |
|  | Yellow | 1.45 | < . 001 | 1.809 |
|  | Blue | 1.21 | < . 001 | 1.493 |
| Terminating (0.2 dva) | Red | 0.14 | . 043 | . 366 |
|  | Green | 0.21 | . 01 | . 575 |
|  | Yellow | 0.19 | . 029 | . 434 |
|  | Blue | 0.27 | . 006 | . 690 |

To determine whether the magnitudes of the flash-jump mislocalizations were modulated by color, a 4 (Flash Color: red, green, blue, yellow) X 2 (Motion Path: terminating, continuing) repeated measures ANOVA was carried out.

Consistent with prior studies of the flash-jump illusion, we found a significant main effect for motion path $\left[\mathrm{F}_{(1,69)}=60.504, \mathrm{p}<.001, \eta_{p}^{2}=0.725\right]$, with a much smaller mislocalization in the terminating $(M(S D)=0.20(0.39))$ compared to the continuing $(M(S D)=1.33(0.83))$ motion condition. Supporting our hypothesis, there was a main effect for flash color $\left[\mathrm{F}_{(3,69)}=7.709, \mathrm{p}\right.$ $\left.<.001, \eta_{p}^{2}=0.251\right]$, showing that the isoluminant color of the flash affected the magnitude of the jump. There was a significant interaction between motion path and flash color $\left[\mathrm{F}_{(3,69)}=9.731, \mathrm{p}\right.$
$\left.<.001, \eta_{p}^{2}=0.297\right]$, resulting from a stronger color modulation on flash localization in the continuing motion path than in the terminating motion path.

To investigate this further, separate one-way ANOVAs were carried out on each motion path condition. In the continuing path condition, there was again a significant main effect of flash color, $\mathrm{F}_{(3,69)}=11.000, \mathrm{p}<.001, \eta_{p}^{2}=0.324$. Mislocalization was smaller for red $(M(S D)=1.23$ $(0.82)$ ) and blue $(M(S D)=1.21(0.81))$, than for green $(M(S D)=1.43(0.90))$ and yellow $(M$ $(S D)=1.45(0.80))$ flashes. Planned pairwise comparisons with Benjamini- Hochberg corrections show no significant differences between red and blue (corrected $\mathrm{p}=.86$ ) or green and yellow (corrected $\mathrm{p}=.822$ ), but all other color differences were significant (corrected p 's $<.003$ ) (Fig. 9). This pattern of results was robust across individuals, as 19 out of 24 participants produced smaller shifts for red compared to green flashes, and 21 out of 24 participants produced smaller shifts for blue compared to yellow flashes.

In the terminating path condition, where the overall flash-jump effect was small $(M(S D)=0.20$ (0.39)), there was still a significant main effect of flash color, $\left[\mathrm{F}_{(3,69)}=4.190, \mathrm{p}=.009, \eta_{p}^{2}=\right.$ $0.154]$. The smallest shift was observed for red $(M(S D)=0.14(0.37)$ ), followed by yellow ( $M$ $(S D)=0.19(0.43))$, green $(M(S D)=0.21(0.37))$, and blue $(M(S D)=0.27(0.39))$ flashes. Planned pairwise comparisons show a significant difference between red and both green (corrected $\mathrm{p}=.009$ ) and blue flashes (corrected $\mathrm{p}=.009$ ). None of the other contrasts were significantly different (all corrected p's > .05) (Fig. 9). Therefore, the pattern of results across the four colors differed between the continuing and terminating conditions (see Fig. 10 for a summary of color differences).


Figure 9. Perceived shifts. The mean $\pm$ SEM shift (dva) in the perceived flash location for both terminating and continuing motion paths. Positive values correspond to a forward shift along the direction of motion. Corrected ${ }^{* *} \mathrm{p}<.01,{ }^{* * *} \mathrm{p}<.001$.


Figure 10. Perceived shifts in flash location relative to bar positions. The mean shift (colored bar) and mean 95\% CI range (colored dashed line) for each flash color and overall average for both (A) continuing and $(\mathbf{B})$ terminating motion paths. Note that the flash appears at bar position 0 and the apparent motion sequence moves rightwards. Spacing between bars is exaggerated for illustration purposes.

To examine the effect of flash color on the variability of responses, i.e. participants' precision in localizing the flash, mean 95\% CI ranges were calculated for each flash color in the terminating and continuing conditions (Fig. 11). A 4 (Flash Color: red, green, blue, yellow) X 2 (Motion Path: terminating, continuing) repeated measures ANOVA was conducted on this precision metric. There was a significant main effect of motion path $\left[\mathrm{F}_{(1,69)}=89.269, \mathrm{p}<.001, \eta_{p}^{2}=0.795\right]$,
with larger $95 \%$ CI ranges for the continuing $(M(S D)=0.72(0.24))$ compared to the terminating $(M(S D)=0.46(0.21))$ motion condition, suggesting more precise representation of the flash location in the terminating condition. Unlike in the perceptual shifts, there was no statistically significant differences in mean $95 \%$ CI ranges based on flash color $\left[\mathrm{F}_{(3,69)}=2.283, \mathrm{p}=.087, \eta_{p}^{2}=\right.$ $0.090]$ or a statistically significant interaction between motion path and flash color $\left[\mathrm{F}_{(3,69)}=\right.$ 2.256, $\left.\mathrm{p}=.09, \eta_{p}^{2}=0.089\right]$.

As with the perceptual shift analysis, we next carried out separate one-way ANOVAs for each motion path. In the continuing path condition, there was a significant main effect of flash color, $\left[\mathrm{F}_{(3,69)}=2.879, \mathrm{p}=.042, \eta_{p}^{2}=0.111\right]$, with less response variability for red $(M(S D)=0.695(0.25))$ and blue $(M(S D)=0.690(0.23))$ flashes, versus more response variability for green $(M(S D)$ $=0.77(0.25))$ and yellow $(M(S D)=0.74(0.25))$ flashes. Qualitatively, the pattern of color effects matches the pattern observed in the perceptual shifts, wherein, red and blue flashes resulted in more precise representations of the flash location, compared to green and yellow. This pattern of results was robust across individuals as 17 out of 24 participants produced more precise estimations of flash location for red compared to green flashes, and 18 out of 24 participants produced more precise estimations for blue compared to yellow flashes. Post-hoc tests with Benjamini-Hochberg corrections for multiple comparisons revealed no significant difference in $95 \%$ CI ranges for all flash colors (all corrected $\mathrm{p} \geq .054$ ). Given the significant main effect of flash color on response precision, how the pattern qualitatively matches the perceptual shifts, and the higher variability in the precision metric itself, uncorrected pairwise comparisons were also conducted to discern the role of statistical power. We found a significant difference in $95 \% \mathrm{CI}$ ranges between red and yellow (uncorrected $\mathrm{p}=.043$ ) and green and blue flashes (uncorrected
$\mathrm{p}=.009$ ), while all other contrasts were not significant (uncorrected $\mathrm{p}>.05$ ), supporting the qualitative pattern of color modulations (Fig. 11).

For the terminating motion path, the main effect for flash color on response variability was not statistically significant $\left[\mathrm{F}_{(3,69)}=1.481, \mathrm{p}=.227, \eta_{p}^{2}=0.061\right]$. We conducted planned pairwise comparisons finding no significant difference between the mean 95\% CI ranges for all color contrasts (corrected p's >.05) (Fig. 11). Similar to the perceptual shift results, the pattern of color modulations on response variability differed between the two motion paths.


Figure 11. Color modulation of response variability in the flash jump illusion. Precision in responses was measured as the mean $95 \%$ CI range $\pm$ SEM and plotted as a function of flash color for each motion path. Lines represent color differences unadjusted for multiple comparisons.

### 5.6 DISCUSSION

We found a larger shift in the flash mislocalization in the continuing compared to the terminating condition, consistent with a prior study of the flash jump effect (Sundberg et al, 2006). These findings are consistent with other studies of motion-induced position shifts such as the related flash-lag illusion, where the effect is not observed or reduced in the flash-terminated condition, but persists if the flash occurred at the beginning or during the motion sequence (Khurana \& Nijhawan, 1995; Eagleman, \& Sejnowski, 2000; Kanai et al., 2004; Nijhawan et al., 2004;

Watanabe, 2004). The absence of motion cues after the flash in the terminating condition allows for a more veridical prediction of flash position as there are no subsequent bars. Previously reported color modulations of cognitive functions have suggested that color can intrinsically modulate attentional and cognitive processes in the absence of a task demand (Tchernikov \& Fallah, 2010; Lindsey et al. 2010; Blizzard et al., 2017; Fortier-Gauthier et al., 2013; Pomerleau et al., 2014). In the current study, we sought to investigate whether such color-dependent modulations are dependent on Bayesian perceptual processes in the visual system or whether these color modulations are a result of associative learning for specific higher-order executive functions only. We hypothesized that if different colors had different weights in terms of Bayesian priors, then color would modulate the strength of the flash jump effect.

Consistent with this hypothesis, the color of the flash had a significant impact on its perceived location. Participants demonstrated both improved accuracy (i.e., more veridical reports of the flash location) and improved precision (i.e., less variability in responses) in localizing the flash when it was red or blue compared to green and yellow. Comparing across the colors, the smaller the mislocalization the greater the precision in determining where the flash occurred, suggesting that the color of the flash modulated the strength of its representation in the visual system. This proposed advantage in representational strength is consistent with the advantage found for red or blue pop-out targets in visual search (Lindsey et al., 2010). There was also a slight advantage of terminating red flashes over other colors such as blue and green, as participants were more veridical in reporting their location as well. This small improvement in accuracy for red flashes in the terminating condition may arise from a stronger weight for red signals in stopping, as has been shown in studies investigating response inhibition (Blizzard et al., 2017; Ghasemian et al., 2021). The lack of significant differences between the other colors in the terminated condition
may be due to the smaller magnitude of the perceptual shifts when the flash terminates the motion sequence. Overall, red and blue flashes in the continuing motion condition produce more precise and veridical representations of the flash location than green or yellow, which is the focus of subsequent discussion sections.

### 5.6.1 Underlying mechanism for color modulation effects

Next, we consider various mechanisms that could give rise to the color modulation of the flash jump effect. Tchernikov and Fallah (2010) described an intrinsic color hierarchy, where when participants automatically pursued one of two superimposed surfaces differing in isoluminant color, the color determined which surface was selected and the speed of the smooth pursuit. For target selection, the strength of the colors is greatest with red, followed by green, yellow, and blue, while pursuit speed was based on the distance between the two colors in color space, a property of the color representation in area V4 (Li et al., 2014). As the flash jump illusion is also reflected in the responses of area V4 neurons (Sundberg et al., 2006), it would not be surprising to find that the color hierarchy determines the perceptual shift and precision of localizing the flash in the flash jump illusion. However, participants in the current study showed a different pattern than the color hierarchy, as their perceptual shifts were smaller for both red and blue than for green and yellow continuing flashes. Therefore, the color hierarchy does not reflect the differential strengths of the colors when integrated with motion in the flash jump illusion.

As both red and blue produce more veridical and precise localization of the flash over green and yellow, this may instead reflect opponent-process theory (Hering, 1964), based on opponent color channels; red versus green and blue versus yellow, where each color of the pair inhibits the other. However, color opponency does not inherently predict which color of each pair would be the stronger. The results of this study are consistent with opponent-process theory, and further
suggest that red is dominant over green and blue over yellow. Consistent with this finding, the advantage for red over green has previously been found for response inhibition in the stop-signal task (Blizzard et al., 2017), however green and yellow were not tested. It is interesting to note that the ratio in perceptual shifts between red and green (0.86) is qualitatively similar to the difference between blue and yellow ( 0.83 ) suggesting that each opponent pair may be weighted similarly. However, future studies will be necessary to fully understand the relative weightings of the colors in each opponent pair. Since V4 is the last stage that receives color opponency information (Conway, 2009), this input is likely modulating the color-selective neuronal responses giving rise to the perceptual shift in the flash jump illusion.

### 5.6.2 Motion-induced position shifts

The flash jump illusion is one of many phenomena related to motion-induced position shifts; other related examples include the flash-lag (Nijhawan, 1994; Whitney \& Murakami, 1998; Eagleman \& Sejnowski, 2007; Khoei et al., 2017), flash-grab (Sinico et al., 2009; Cavanagh \& Anstis, 2013), flash-drag effects (Whitney \& Cavanagh, 2000; Murai \& Murakami, 2016). Multiple explanations have been proposed to explain such motion-based mislocalization errors, including the differential latency, discrete sampling, motion biasing, and motion extrapolation hypotheses; for a review of prominent theories, see, Nijhawan, 2002; Hubbard, 2014. The results of the current study provide an opportunity to distinguish between these hypotheses, supporting those that could integrate color modulation effects and refuting those that could not.

The differential latency hypothesis proposed by Whitney and Murakami (1998) posits that moving targets are processed faster, with shorter neural delays, than stationary flashed targets (Cai and Schlag, 2001b; Jancke et al.,2004; Subramaniyan et al., 2018). In consideration of the flash-lag effect, by the time the static flash is perceived, the moving bar is perceived to be further
along its trajectory. Previous studies have reported temporal processing differences between color and motion systems (Moutoussis \& Zeki, 1997a \& b; Viviani \& Aymoz, 2001). However, for the differential latency hypothesis to explain color modulation of the flash- jump effect, the latency difference between color and motion would need to vary depending on the color of the flash, which would require that different colors be processed with different latencies. Indirect evidence contrary to this account comes from Blizzard et al. (2017), where it was demonstrated that reaction times were not differentially modulated based on the color of the go signal, both when the color was task-irrelevant or color was used as the discriminator for response selection. The range of mislocalization differences between red/blue and green/yellow flashes is $0.2-0.24^{\circ}$, which corresponds to latency differences between the colors of $\sim 17-20 \mathrm{~ms}$. While neurophysiological approaches have revealed no differences of that magnitude in neuronal latencies for different colors in area V4 (e.g. Chang et al., 2014), future neurophysiological studies would need to precisely measure color latencies in multiple areas along the ventral visual stream to further test the differential latency hypothesis.

More recently, Schneider (2018), proposed the discrete sampling hypothesis which posits that the visual system samples input into discrete moments or time windows, each with a duration, D. This discrete sampling hypothesis suggests that, during the flash-jump illusion, the color change occurs at a point in time during one moment or sampling window; however, the location of the moving target is recorded as its final position within that time window. By this hypothesis, the color flash would be displaced by $D / 2$ from its actual time of onset. The discrete sampling hypothesis is a modification of the differential latency theory, as both suggest temporal processing differences for color and motion information. However, the discrete sampling hypothesis compartmentalizes color and motion information into discrete moments based on
these latency differences. If the latency difference between two events (i.e. color change and motion) is small, they are registered in the same moment, thus perceived together, but, if there is a large latency difference between color and motion, then these two events are registered into different moments, leading to the flash jump effect. Based on the speed of the apparent motion sequence, the average flash jump effect of $1.33^{\circ}$ corresponds to a latency difference of $\sim 111 \mathrm{~ms}$, which would be consistent with discrete sampling. However, the discrete sampling hypothesis does not currently predict differences in perceived position shifts based on flash color, as the sampling differs between modalities, rather than between individual colors. For this theory to explain color-dependent modulation of the perceived shift in flash location, as the duration of each perceptual moment would not vary based on the color of the flash, there would need to be latency differences between the different color flashes that would shift green and yellow into a later discrete moment than red and blue. While there is no current evidence for varying latencies for the different colors (Chang et al., 2014; Blizzard et al, 2017), if future neurophysiological studies find latency differences in color opponent areas, and those differences are large enough to cause different color flashes to fall into different moments, then the discrete sampling hypothesis could potentially account for the color dependent modulation of the flash-jump effect.

Temporal integration theories of motion-induced position shifts in the flash-lag illusion (Brenner \& Smeets, 2000; Eagleman \& Sejnowski, 2000) suggest that position estimates are computed based on information that is collected over a period of time after the flash. This post-diction or motion-biasing hypothesis postulates that the flash triggers the start of the motion integration window where information about the position of a moving target is collected for another $\sim 60 \mathrm{~ms}$ (Brenner \& Smeets, 2000) to ~80 ms (Eagleman \& Sejnowski, 2000, 2007) after the flash. Therefore, the final position of the colored flash is shifted along the trajectory of motion by
signals that arrive in the next $\sim 60-80 \mathrm{~ms}$. For this hypothesis to account for color-dependent modulations of the flash jump effect, different colors would need to either initiate the start of the integration window at different times or produce different integration window durations. Given that colors have been shown to modulate attentional resources (Tchernikov \& Fallah, 2010), the attentional strengths of different colors could similarly modulate the integration window. In terms of the attentional color hierarchy, red is the strongest and blue is the weakest of the four colors tested (Tchernikov \& Fallah, 2010). A color-dependent attentional modulation of the integration window would then predict less of a shift for red than green or yellow, as was found in this study, but also that blue would produce the largest shift. In contrast, the current study showed that blue (as well as red) produced smaller shifts than green and yellow. Therefore, the incorporation of the attentional color hierarchy into the postdiction hypothesis cannot explain the current results.

The motion extrapolation account posits that the perceived position of a moving target is extrapolated forward along its trajectory, based on its previous history, to compensate for neural delays in processing (Nijhawan, 1994). More recently, Bayesian frameworks for object localization have been used to explain motion extrapolation (Lisi \& Cavanagh, 2015; Khoei et al., 2017; Hui et al., 2020). For example, Lisi \& Cavanagh (2015) proposed that the previously perceived location of a moving object becomes a Bayesian prior for the estimate of its upcoming motion. Similarly, the parodiction hypothesis proposes that the visual system predicts an object's final position as its most probable position (Khoei et al., 2017). These are both Bayesian models, which integrate sensory information with an internal a priori distribution to give a probability distribution function of the object's position. Next, we will describe how extensions of these

Bayesian models provide a framework by which color can modulate the degree of the flash-jump effect.

### 5.6.3 Bayesian framework

Bayesian models of perception suggest that if the input is sparse, variable, or noisy (visual or perceptual noise), the visual system makes a prediction by biasing its perception towards typical objects or representations based on priors (Knill \& Richards, 1996; Rao et al., 2002; Kersten \& Yuille, 2003; Kersten et al., 2004; Feldman, 2012). As there is already work supporting Bayesian frameworks for motion processing (Jacobs, 1999; Weiss et al., 2002; Lisi \& Cavanagh, 2015, Gershman et al., 2016; Hui et al., 2020; Yang et al., 2021), Sundberg et al. (2006) proposed a similar Bayesian approach for the estimation of flash location relative to bar locations in the flash-jump paradigm. The authors observed a retinotopic shift in color-selective V4 neurons for both the terminating and continuing conditions and proposed that this retinotopic shift in V4 cells provides a physiological basis for our perception of the flash- jump effect. Although a retinotopic shift was observed for both conditions, perceptually, human observers do not report large mislocalizations in the terminating condition. Therefore, to explain this discrepancy, Sundberg et al. (2006) proposed a Bayesian model of sensory integration, wherein the shifted representation of the flash (V4 responses) is integrated with a representation of all presented bar positions (likely occurring in a later stage color-insensitive area), giving rise to a joint probability estimate of the flash relative to actual bar locations. In the continuing condition, color-insensitive areas maintain the location of all bars in the sequence, since all locations were presented, therefore, the resultant joint probability function represents the shifted position signaled by the mislocalization in the V4 neurons. However, in the terminating condition, bars beyond the flash are not presented, therefore there are no representations for any further bar positions in color-
insensitive areas. When the shifted flash representation from area V4 is integrated with this representation of the terminated condition bar locations, the resultant joint probability estimate is restricted to the veridical location, resulting in the absence of a perceptual shift in the terminating condition.

We propose a modification of this Bayesian framework to explain how the representation of the flash in the color selective area (e.g. area V4) is mislocalized and how color modulates the magnitude of this shift. We propose that the V4 mislocalization reported by Sundberg et al. (2006) is produced by an earlier Bayesian framework for feature integration, where the motion extrapolation signal is combined with the color signal that is weighted differently depending on the color priors.

Figure 12 shows hypothetical probability distributions for the flash locations in the continuing condition for red, green, blue, and yellow flashes. The dashed black curve illustrates the estimate for motion position at the onset of the flash, arising from a motion selective area such as MT. Note that the estimate for motion position is further ahead along the direction of motion at the time of the flash due to the motion extrapolation prior (Nijhawan, 1994; Sundberg et al., 2006; Lisi \& Cavanagh, 2015; Khoei et al., 2017; Hui et al., 2020). Anterograde and retrograde tracer studies have confirmed the presence of bidirectional connections between area MT and V4 (Ungerleider \& Desimone, 1986; Ungerleider et al., 2008). This motion information feeding into V4 has also been shown to modify the selectivity and responses of V4 neurons (Tolias et al., 2005). Therefore, we suggest that the mislocalization in V4 responses (Sundberg et al., 2006) arises from the integration of incoming motion signals with incoming weighted color opponency information. At flash onset, a representation of the bar's motion (from motion selective areas) which is shifted forward due to motion extrapolation (black dashed curve in Figure 12) is
integrated with a representation of the color flash (from color opponent cells) at its veridical location (colored dashed curve in Figure 12), giving rise to a posterior probability distribution (solid colored curve in Figure 12) that is shifted forward. The color-dependent modulation of the flash jump effect is dependent on the representation of the flash (color dashed curve) being weighted differently by color. The dashed colored curve illustrates the estimation of the flash location (i.e. color selective area) at the onset of the flash for each of the red, green, blue, or yellow flashes, with the height of the curve representing the weighting of that representation. Based on our results, a higher weighting is given for the stronger colors (red and blue) than the weaker ones (yellow and green). The difference in weighted priors for these colors are likely due to color opponency input, wherein red in red vs green, and blue in blue vs yellow are the stronger colors of the pairs, even at isoluminance. The resultant probability density function (depicted as solid colored curves in Figure 12) is less shifted forward for red and blue resulting in a predicted flash location closer to its veridical location, but is more shifted for yellow and green, resulting in a larger mislocalization or jump of the flash. The integration of the motion and color opponency signals thus produces the mislocalized responses in area V4 neurons, meaning that the integrated probability distribution functions from our model (solid-colored curves) correspond to the shifted V4 color signal in the model proposed by Sundberg et al (black curves in Figure 5 of Sundberg et al., 2006). As Sundberg and colleagues proposed, this shifted V4 signal is then integrated with actual bar locations (represented in a later stage color-insensitive area) in a second Bayesian process to give an estimate of flash location relative to the continuing or terminated conditions. As we observed small mislocalizations in the terminated condition as well, we propose that similar to the continuing condition, the representation for the final bar position in the terminated condition would also be slightly shifted forward due to motion
extrapolation (Lisi \& Cavanagh, 2015; Khoei et al., 2017). Then, when the color weighted flash information is integrated with this motion estimate, the probability density function would be color modulated around a slightly shifted mislocalization, consistent with our perceptual results. Since the flash-jump mislocalization is found in the responses of area V4 neurons (Sundberg et al., 2006), this proposed mechanism predicts that color modulation would also be reflected in area V4, where the mislocalization would vary based on the color of the flash, although further studies would be needed to confirm it. More generally, these results provide further support that perception and feature integration follow a Bayesian framework.


Figure 12. Illustration of the Bayesian model of color modulation. The dashed black curve depicts the motion extrapolation-dependent position representation for the moving bar at the onset of the flash. The dashed colored curve depicts the estimation of the flash location at the onset of the flash for red, green, blue, and yellow flashes, with the height representing the weight of that estimation. The integration of these two signals is depicted by the solid-colored curve, which represents the probability density function for the mislocalization of the flash, as represented by V4 neuronal responses. Note that this illustration depicts the flash-continuing condition with the bar moving in the rightward direction and the spacing between bars has been exaggerated for illustration purposes.

### 5.7 CONCLUSION

These results show that the color of the flash modulates its perceived location in the flash jump illusion, affecting both accuracy and precision metrics. Specifically, red and blue flashes in the continuing motion path are localized both more precisely and with less of an illusory shift than green and yellow, likely based on color opponent mechanisms which provide input into area V4, an area previously shown to encode the mislocalized position of the flash. We propose a Bayesian framework that integrates color opponency priors and motion extrapolation priors to give rise to the flash jump illusion. The color of the flash biases the weight of the priors; resulting in different levels of mislocalizations based on inherent strengths of different colors, where red and blue have stronger representations than green and yellow. This is further support for perception and feature integration being dependent on Bayesian mechanisms.
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### 6.1 ABSTRACT

Considerable recent work has demonstrated the influence of color on cognitive functions, suggesting that the color of a stimulus can modify attentional or perceptual processes, resulting in different behavioral outcomes. For the first time, we propose how three separate putative neural mechanisms; color opponency, attentional hierarchy, and visual associations explain how and where such color-dependent modulations occur in the visual system. Furthermore, we describe a novel theoretical approach to understanding how these color mechanisms can modulate visual processing through Bayesian frameworks, wherein, the modulatory effect of color on a cognitive or perceptual process is due to differences in prior weights for each color, set by one of the underlying color processing mechanisms.
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### 6.2 INTRODUCTION

Over the course of millions of years, the primate visual system evolved from achromatic to color vision. From an evolutionary standpoint, color is an important characteristic of human vision, allowing us to differentiate between food items, detect predators, and recognize visual targets (Mollon, 1989; Osorio \& Borovyeb, 1996). Recent developments in the field of color research have also demonstrated the modulatory effects of color on human cognitive and psychological functioning. There is strong evidence to suggest that different colors can intrinsically alter visual processing in the brain, ultimately modulating behavioral outcomes, even if object color is irrelevant to the task at hand. Therefore, it is critical to consider the impact of everyday color decisions on various aspects of psychological functioning. Much of the research in this field has focused on answering applied questions such as the link between color and consumer behavior (for a review see, Paul \& Okan, 2011), food consumption (Shankar et al., 2009; for reviews, see Shankar, Levitan, \& Spence, 2010; Spence et al., 2010), productivity (Kwallek, Lewis, \& Robbins,1988; Hatta et al., 2002; Kwallek, Soon, \& Lewis, 2007; Küller, Mikellides, \& Janssesn, 2009, for a review, see, Savavibool, 2016) and attraction (for a review see, Elliot \& Maier, 2014). Previous review articles on color and psychological functioning have focused on specific areas of research, such as attraction, providing evaluations of theoretical and empirical developments, as well as recommendations for future research (Elliot \& Maier, 2014; Elliot, 2015, 2019), but have not taken into consideration possible underlying neural mechanisms or circuitry to explain such modulations. In our present paper, we propose and describe how each of the underlying color processing mechanisms can give rise to color-dependent modulations of visual and cognitive processes, with supporting empirical evidence from prior studies. Due to the
broad encompassing applications of color research, we have limited our focus primarily to research on color and attention.

### 6.3 MECHANISMS OF COLOR-DEPENDENT MODULATIONS

Color-dependent alterations in psychological functioning and cognition may be attributed to differential processing of colors within the visual system. The value of a color may influence different stages of visual processing depending on the task and stage in the visual processing hierarchy. Herein, we propose three mechanisms that allow stimulus color to alter attentional or perceptual processes at various stages of the visual system (see Table 3 for an overview, as well as representative examples).

### 6.3.1 Color opponency

The existence of three cone types, proposed by Young (1802) and Helmholtz (1866), combined with the opponent organization first proposed by Hering (1964) gave rise to the opponentprocess theory, which posits that cone photoreceptors from the retina are arranged together to form three opposing color mechanisms; red versus green, blue versus yellow, and achromatic (black vs white). This theory states that we can detect only one of the opposing color pairs at a time because activation of one member of the pair inhibits the other. Information from cones is projected onto ganglion cells, and ultimately reaches the parvocellular layers of the LGN, where opponent cells compute the relative difference between various cone activations. Short (S) opponent responses are either added or subtracted from medium (M) and long-wavelength (L) units to give rise to the red-green and yellow-blue axes (De Valois \& De Valois, 1993). Parvocellular axons from the LGN terminate in V1 (Hubel \& Wiesel, 1972; Blasdel \& Lund, 1983), having influence on early visual processing stages. Opponent mechanisms would allow
for color-dependent modifications of early visual processes by advantaging one color from its competitive pair, while simultaneously disadvantaging the other. Therefore, we would expect to find differential processing of colors within opponent pairs, but no differences between pairs as the opponent channels are independent of one another. In other words, color opponency would predict a significant difference between red and green as well as between blue and yellow signals.

Based on recent studies where the contribution of hue on attention and perception was evaluated, there is some empirical evidence supporting the modulatory effects of color opponent mechanisms. Recent studies employing visual search tasks have reported differences in task performance based on the hue of targets (Lindsay et al., 2010; Fortier-Gauthier et al., 2013; Pomerleau et al., 2014). When comparing electrophysiological responses between red and green targets in a visual search task, Fortier- Gautheir et al. (2013) reported that red targets evoked an earlier N2pc waveform, and faster detection responses than green targets, indicating a processing difference between isoluminant red and green signals, as predicted by color opponency theory. A second study also evaluated lateralized event-related potentials (ERPs) of various colored targets during a comparable visual search task (Pomerleau et al., 2014). Their analyses revealed that the N 2 pc waveform occurred earlier for red or blue, compared to green or yellow targets, further corroborating previous ERP findings (Fortier-Gauthier et al., 2013) and the color opponency theory. Based on the link between the N 2 pc waveform and contralateral attention deployment (Luck, 2014), and its neural correlate in intermediate visual processing areas such as the extrastriate cortex (Hopf et al., 2000), these results suggest that in a visual search task, attention may be deployed to red and blue stimuli faster than other colors, based on color opponency input.

Further support for opponent processes comes from Saini, Jordan \& Fallah (2021), where they investigated the effect of task-irrelevant color on motion-induced position shifts (i.e., flash jump effect). In their study, an apparent motion sequence composed of grey rectangular bars flashed a color at one position along its trajectory, and subjects were tasked with reporting the location of this color change. Results from this study revealed a significant effect of flash color on the perceived location of the flash, such that observers were more accurate and precise in their predictions of flash location for red and blue, compared to green and yellow flashes. The authors posit that the color dependency observed in the flash jump paradigm may arise as a result of color opponent mechanisms, wherein red and blue appear to be the advantaged opponent colors in their respective pairs.

Although color opponency predicts a significant difference within opponent color pairs, it does not make predictions about the relative weighting of colors in their respective pairs, i.e., which color from the pair is advantaged. Current studies (Fortier- Gautheir et al., 2013; Pomerleau et al., 2014; Saini et al., 2021) suggest that red signals are advantaged over green and blue signals are advantaged over yellow, however, future investigations are necessary to fully understand how and why these opponent weightings arise, and whether this pattern of color effects (red > green and blue > yellow) is supported by other low-level visual tasks as well.

### 6.3.2 Attentional color hierarchy

In 2010, Tchernikov \& Fallah demonstrated that color features intrinsically bias target selection and pursuit speed when observers execute smooth pursuit eye movements to two superimposed random-dot-kinematograms (RDKs), segmented by color, and moving in opposite directions. The selection and subsequent pursuit of one of two isoluminant colored surfaces was modulated by an intrinsic hierarchy of red, followed by green, yellow and blue. Furthermore, the authors
reported an increase in pursuit speed as the distance in color space between the two isoluminant colors increased. The attentional color hierarchy assigns relative weights to each color, wherein red signals $>$ green $>$ yellow $>$ blue. Therefore, depending on the color of a visual signal, this attentional color hierarchy drives differences in attentional capture and allocation, resulting in changes in the strength or speed of processing of that signal, giving rise to different outcomes based on color alone.

More evidence for the attentional color hierarchy comes from studies investigating the effect of color on additional oculomotor behaviors. Kehoe et al. (2018) investigated color space representations in the oculomotor system by measuring saccade curvatures during a memoryguided saccade task with color targets and distractors. They demonstrated that saccade curvatures were modulated by CIE ( $\mathrm{x}, \mathrm{y}$ ) color space distances between the colored target and distractors. More importantly, their analyses revealed hierarchical differences between color targets for various metrics of saccade target selection and encoding such as color selection, saccadic reaction times, precision and proportion of errors. Similar to the hierarchical color effects reported by Tchernikov and Fallah (2010), Kehoe and colleagues report a hierarchy of selection for specific colors such that red targets were selected more frequently compared to green and yellow, and marginally selected more frequently than blue, regardless of task instructions. Moreover, the authors reported that saccades directed to red targets were faster, more precise, and performed with less errors compared to green and yellow. In sum, these findings suggest a hierarchical structure of inherent priority given to various colors. Studies exploring the link between color and attentional adhesion have also revealed an attentional biasing effect for red, wherein, red targets increase attentional capture, resulting in greater
attentional adhesion, especially in an emotionally valanced context (Buechner et al., 2014; Kunjecki et al., 2015; Xia et al., 2018).

It should be noted that evidence for the color hierarchy comes from various aspects of dorsal stream processes involving the oculomotor system such as target selection, saccade accuracy, saccadic reaction time, and pursuit speed (Tchernikov and Fallah, 2010; Kehoe et al., 2018). As the dorsal stream is not in itself selective for color (Baker et al., 1981; Maunsell \& Van Essen, 1983; Dobkins \& Albright, 1994; Gegenfurtner et al., 1994), that color information must arrive from elsewhere. There is strong empirical evidence suggesting that color information from the ventral stream gets incorporated into dorsal stream processes, as color can influence various aspects of motion processing. For example, Croner \& Albright (1997) reported that discrimination of motion direction of randomly moving dots is improved when the distractor dots are segmented by a known color. More recently, Perry \& Fallah (2012) demonstrated that segmentation of two RDK surfaces by color reduced the time needed to process and encode the motion direction of the two surfaces. Therefore, these color effects can be explained by feature integration of color space representations from V4 into dorsal stream object files used by areas MT, MST, and LIP (for review see, Perry \& Fallah, 2014). We propose that V4 neurons establish a color hierarchy, which is then integrated into dorsal stream object representations (red arrow, Figure 13), resulting in observable color differences in dorsal stream processes. We hypothesize that similar attention color hierarchy effects will be seen for ventral stream visual processing. However, the attentional color hierarchy is yet to be corroborated for ventral stream processes directly, which should be the focus of future studies.

### 6.3.3 Visual associations

As we grow and experience the world around us, we learn to "form implicit associations between repeated pairings of colors and specific messages" (Elliot \& Maier, 2007). Some researchers posit that color associations may be physiologically defined (Goldstein, 1942; Ott, 1979), or may have evolved to reflect emotion through changes in skin coloration (Changizi, Zhang, \& Shimojo, 2006; Hill and Barton, 2005), while others suggest that they are a result of both biological and social sources (Elliot \& Maier, 2012). In the modern context, red is most commonly utilized as a stop signal in stop signs and traffic lights, alerting us of danger. In contrast, green is associated as a go-signal, communicating safety or success. A driver approaching a red traffic light will bring their vehicle to a sudden stop, whereas a driver approaching a green signal on the same traffic light will continue driving. Therefore, associative learning arising from experience can modulate our cognitive and behavioral response differentially based on the color of a visual signal.

Several studies have demonstrated evidence for color-dependent modulations of higher-order executive functions. Blizzard and colleagues (2017) evaluated task performance on the classic stop-signal task (SST) by varying the color of the go and stop- signals. In studies 1 and 2, the color of the go-signal varied to investigate the influence of color on response execution. The authors report no significant difference in reaction times or response accuracy for task-irrelevant or task-relevant go-signal colors. In a third study, the authors examined the effect of stop-signal color on response inhibition. Participants were tasked with responding to the direction of a white go -signal arrow, which was followed by an iso-luminant color change to either red or green, signaling participants to withhold their response. Mean reaction times for red stop signals were faster than green, suggesting that response inhibition, but not response execution (i.e.,
experiments $1 \& 2$ ), networks are sensitive to the color of the visual signal, with red stop signals facilitating response inhibition more than green stop signals. This work was extended by Asare et al. (in review-a), where they used a modified SST with a spatially separated stop signal. Their results revealed faster reaction times for red stop signals than green, corroborating previous SST findings (Blizzard et al., 2017). Furthermore, the study reported no significant difference in reaction times for blue and yellow stop signals, suggesting that response inhibition modulation is specific to red and green only. Even though red and green have strong associations (i.e., red = stop, green $=$ go) in our modern world, the faciliatory effect of red on response inhibition could arise either from nature or nurture.

Recent work has provided insight into this nature versus nurture argument. Ghasemian and colleagues (2021) have found evidence for evolutionarily persevered visual associations, suggesting that meaningful connections between visual stimuli can be innate. They replicated the color SST task (Blizzard et al., 2017), in macaque monkeys and similarly found that red stop signals facilitated response inhibition compared to green, corroborating the findings in human studies. The discovery of color dependent modulations in monkeys demonstrates an inherent, evolutionarily preserved bias for red as a stop signal, where red may have evolved to be associated with danger or threat as it is the color of blood and many venomous or poisonous animals/fruit. It should be emphasized that, experience dependent learning may modify such innate biases. In this case, humans have supported the relationship between red and stopping by incorporating this association into our modern world (i.e. red stop signs, red traffic lights), thus reinforcing this red-stopping bias with experience. However, other innate color biases may diminish over time as they are weakened or "overridden" by new experiences and associations when their use in the modern world is incongruent. It is worth noting that the aforementioned
study provides evidence for an innate red-stopping bias only, whether other color associations are learned or innate is currently unknown, thus requiring future investigations.

In contrast, evidence supporting the nurture argument, i.e. role of experience, environment and learning comes from other studies investigating the effect of red on cognitive performance. In the Chinese stock market, red signifies an increase, whereas green signifies a decrease in stock prices. Due to their unique experience with red and green, stockbrokers associate red with financial gain/success, and green with financial loss/failure, which is contrary to typical associations for red and green. Zhang and Han (2014) demonstrated that a red stimulus, compared to green, impaired performance on an IQ test in college students. In contrast, the opposite was true for stockbrokers, where red improved test performance, consistent with its positive learned association from their work experience. Therefore, color-dependent modulations can also result from learned color associations, based on unique personal experiences, which affect higher-level cognitive functions differently.

## Color-in-Context theory

Some researchers have theorized that contextual information also plays a vital role in the formation of learned associations. The physical or psychological context of a colored signal can give rise to diverse learned associations, resulting in different meanings and behavioral responses for the same visual signal (Elliot \& Maier, 2012). The color red is a particularly good example. Despite mixed results (Mehta \& Zhu, 2009; Elliot \& Arts, 2011; Meyer \& Bagwell, 2012; Steele, 2014; Shi, Zhang \& Jiang, 2015; Rezaeian, Motealleh, \& Etemadi, 2015; Arthur, Cho, \& Muñoz, 2016), proponents of this theory argue that red undermines cognitive performance in achievement contexts due to its association with failure and avoidance motivation (Elliot et al. 2007; Maier et al., 2008; Elliot et al., 2009). A recent meta-analysis (Gnambs, 2020) reported a
small negative effect of red on reasoning tests, while performance on anagram and knowledge tests was not impaired. Color-in-Context theory suggests a negative effect of red in achievement contexts; however viewing red in a romantic context has a favorable attraction enhancing effect (Elliot \& Niesta Kayser, 2008; Elliot et al., 2010; Niesta Kayser, Elliot, Feltman, 2010; Pazda, Elliot, \& Greitemeyer, 2012), again with mixed results (Schwarz \& Singer, 2013; Young, 2015; Peperkoorn et al., 2016). It is worth noting that methodological differences may account for mixed findings as the studies utilized various methods of stimulus presentation (e.g., computer screens, printer paper) and task types.

In addition to research on achievement and attraction, several studies have investigated the context dependent effect of red on the assessments of emotion and physical health. Specifically, the color red is consistently associated with negative emotions such as anger (Jonauskaite et al., 2019) and facilitates the perception and identification of angry facial expressions (Palmer et al., 2013; Young et al., 2013; Wiedemann et al., 2015; Nakajima, Minami, \& Nakauchi,2017; Minami, Nakajima, \& Nakauchi, 2018; Peromaa \& Olkkonen, 2019) as human and primate faces often flush when angry (Drummond, 1997; Drummond \& Quah, 2001; Montoya, Campos, \& Schandry, 2005). However, when assessing physical health, a red facial tinge is an indicator of good blood flow and oxygenation (Stephen et al., $2009 \mathrm{a}, \mathrm{b}$ ), hence, good health, resulting in different meanings of a flushed face depending on the context that it is viewed under. It is important to note that, the Color- in- Context theory stems from learned associations but hypothesizes differential behavioral outcomes for the same-colored stimuli depending on the context (i.e., achievement vs. romantic).

Table 3. Overview of color-modulation mechanisms and supporting empirical findings.

| Mechanism of color modulation | Summary | Exemplar evidence | References |
| :---: | :---: | :---: | :---: |
| Color opponency | Red vs Green <br> Blue vs Yellow | - Visual search task <br> - Flash-jump paradigm | Lindsay et al., 2010 ; Fortier-Gauthier et al., 2013 ; Pomerleau et al., 2014 ; <br> Saini et al., 2021 |
| Attentional Hierarchy | Red > Green > <br> Yellow > Blue | - Smooth pursuit target selection <br> - Memory-guided saccade task | Tchernikov \& Fallah, 2010; <br> Kehoe et al., 2018 |
| Visual Associations | Implicit associations between repeated pairings of colors and specific messages (learning/experience/ or innate) | - Stop Signal Task <br> - Two-choice discrimination go-no-go task <br> - Negative effect of red on cognitive performance <br> - Positive effect of red on attraction <br> - Facilitatory effect of red on the perception of anger and physical health | Blizzard et al., 2017 ; <br> Ghasemian et al., 2021 ; <br> Asare et al., in review-a ; <br> Elliot et al., 2007 ; <br> Gnambs, 2020 <br> Elliot \& Niesta Kayser, <br> 2008 ; Elliot et al., 2010 <br> Palmer et al., 2013 ; <br> Young et al., 2013 ; <br> Stephen et al., 2009 a , b |

### 6.4 CIRCUITRY AND BRAIN REGIONS

We propose that the value of a color may influence different stages of visual processing depending on the level the task is performed at. The early stages of the visual stream encode color as red-green and blue-yellow opponent cells along a segregated stream from the LGN to

V1 (Chatterjee \& Callaway, 2003) and up to intermediate visual processing areas such as V4 (Conway, 2009). Therefore, color opponent mechanisms provide an opportunity for color to modulate low-level visual processes at the earliest stages of the visual processing hierarchy. Color selective neurons in V4 transform the color opponent input into a color space representation, which gives rise to the attentional color hierarchy. This provides for colordependent modulations of attentional processes based on V4 output at intermediate stages of the visual hierarchy. Finally, visual associations (innate or learned) can influence later stages of the visual processing hierarchy through long-range, top-down signals from the prefrontal cortex (PFC) (Watanabe, 1992; Asaad et al., 1998; Miller, 1999). The PFC is known to have strong feedback connections with the anterior inferior temporal (IT) cortex in particular (Webster et al., 1994), and V4 (through FEF; Pouget et al., 2009), thus it is well positioned to influence visual processing through these connections. Visual associations may also alter processing of other executive functions carried out within the frontal lobe, such as response inhibition (Blizzard et al., 2017; Ghasemian et al., 2021, Asare et al. (in review)). In sum, based on the hierarchical nature of the visual system, we propose that color opponency, attentional hierarchy and visual associations modulate attentional and perceptual processes in a sequential manner (see Figure 13 for an overview). As visual processing is a sequential process, it is possible that more than one color mechanism is at play for a given task/cognitive process, which would require the mechanisms to build on one another.


Figure 13. Mechanisms of color-dependent modulations in the visual system. Colored regions represent the location and stages of visual processing, which are modifiable through one of three mechanisms: color opponency (yellow), attentional hierarchy (orange), and visual associations (green). Connections among brain regions are depicted as dotted blue arrows. Red/green and blue/yellow opponent information from LGN is projected to V1 and then V2, allowing for opponent mechanisms to modulate early visual processing. V4 is both yellow and orange since it receives color opponent information from lower- visual areas and transforms it into a color space representation, giving rise to the attentional hierarchy. This mechanism can modify intermediate stages of the ventral pathway, as well as dorsal stream processing through the integration of color information into dorsal stream object representations (red arrow). Finally, color associations established in the prefrontal cortex can modify later stages of the visual processing hierarchy.

### 6.5 BAYES THEORY OF COLOR-MODULATION

Given the hierarchical structure of the visual system, we propose that these different color mechanisms occur sequentially in the visual system depending on level at which the task is performed and modulate visual processing through a Bayesian framework of perception. In this framework, the visual system can modulate cognitive processes through the probabilistic integration of prior knowledge or predispositions (priors) and sensory input (likelihood) (Kersten \& Yuille, 2003; Kersten et al., 2004; Feldman, 2012). In consideration of color-dependent modulations, the weight of the Bayesian priors being incorporated would change depending on the attentional strength of a specific color. The posterior probability distribution, resultant from this Bayesian computation would be biased differentially, producing different responses or outcomes on the same task depending on object color.

As mentioned previously, bottom-up color opponency information, based on the antagonistic organization of opponent cells advantages one color from its competitive pair, while simultaneously disadvantaging the other. Therefore, from a Bayesian perspective, one color in each opponent pair has a higher prior weighting than the other, driving differences in the resultant posterior probability distribution. This Bayesian approach has been recently used to explain how color-opponent input can modulate perceptual processes such as feature integration.

One such example arises from color modulation of the flash-jump illusion, wherein Saini et al. (2021) proposed a Bayesian framework for the color-dependent modulation of feature integration. In this Bayesian approach, color opponency information defines the weights of the colored stimuli when integrated with other object features such as motion (Figure 14, taken from Saini et al., 2021). The representation of the expected forward motion (black dashed curve in Figure 14) of the moving bar is integrated with the representation of the colored flash (dashed
colored curves, Fig. 14) which is weighted differently based on the color of the flashed bar, as depicted by the height of this curve. Their behavioural results indicate that both red and blue flashes reduce the illusory shift observed in the flash-jump illusion, indicating that both red and blue colors are weighted higher in comparison to their respective opponent pair colors, with green and yellow being the weaker colors. The resultant posterior probability function (solid colored curve, Fig. 14) corresponding to the perceived shift in flash location, is less shifted forward for both red and blue flashes since the higher weighting of the color representation biases the posterior probability curve towards the veridical location of the flash. Although, color opponency theory does not make direct predictions about the relative weighting of each color in a pair; results from the aforementioned study and other previous investigations suggest that red signals are weighted higher than green (Fortier-Gautheir et al., 2013; Saini et al., 2021) and blue signals are weighted higher than yellow (Pomerleau et al., 2014, Saini et al., 2021), which would then differentially bias the Bayesian posterior probability function of a given perceptual or cognitive task.


Figure 14. Illustration of the Bayesian framework of color dependent modulation of feature integration. In relation to the color dependent modulation of the flash jump illusion, the dashed black curve depicts the motion extrapolation-dependent position representation for the moving bar at the onset of the flash, represented in motion selective areas such as MT. The dashed colored curve depicts the estimation of the flash location at the onset of the flash for red, green, blue, and yellow flashes in color selective areas such as V4, respectively. Saini et al. (2021) propose that color opponent input feeding into V4 defines the weight of the colored stimuli, with stronger opponent weights for red and blue flashes compared to green and yellow (as depicted by the height of the dotted colored curves), as red and blue flashes were found to reduce the illusory shift. The integration of these two signals is depicted by the solid-colored curve, which represents the probability density function for the mislocalization of the flash, as represented by V4 neuronal responses. This perceived estimate of flash location is less shifted
for red and blue compared to green and yellow flashes. Note that this illustration depicts the flash-continuing condition with the bar moving in the rightward direction and the spacing between bars has been exaggerated for illustration purposes. Taken from: "Color modulates feature integration," by Saini, H., Jordan, H. and Fallah, M., 2021, Frontiers in Psychology, 12. p. 9 (DOI: 10.3389/fpsyg.2021.680558). © Saini, Jordan, Fallah 2021.

We hypothesize that the attentional hierarchy can also differentially assign weights to various colors based on their location in trichromatic color space. A given point in trichromatic color space would have a prior weight based on its distance to each of the unique hue corners (red, green, yellow, blue) (Figure 15, taken from Kehoe et al., 2018) and cone proportions. For example, a reddish point in color space will be closer to the red corner and given that red has 1.6 times the number of cones as green, the reddish hue will have a higher weight than a greenish point that is the same distance away from the green corner. Therefore, based on the distance and cone proportions in color space, red signals are weighted more than green $>$ yellow $>$ blue signals (Tchernikov \& Fallah, 2010; Kehoe et al., 2018), setting the color dependent weights in the Bayesian model for later stage processes affected by the attentional color hierarchy.


Figure 15. Location of isoluminant red, green, blue, yellow colors in CIE $(x, y)$ color space. The attentional hierarchy assigns prior weights to each color based on the distance of the color from the unique hue corners in color space (depicted as black dots) and cone proportions. In other words, colors closer in distance from its respective corner will have a higher prior weight. Furthermore, given the proportions of cone photoreceptors in the retina, $L>M>S$, reddish colors have the highest weights, followed by green and then blue. Taken from: "Perceptual color space representations in the oculomotor system are modulated by surround suppression and biased selection," by Kehoe D.H, Rahimi, M., and Fallah, M. (2018), Frontiers in System Neuroscience, 12(1). p. 4 (DOI:10.3389/fnsys.2018.00001). © Kehoe, Rahimi, Fallah 2018. The color modulation of a given perceptual task such as pursuit target selection can be best explained using an accumulator model for decision making (Palmer et al., 2005), where the noise and the slopes underlying the walk-to threshold get modulated by stimulus color based on

Bayesian weights (Fig. 16). For example, the pursuit of one of two moving RDK surfaces, segmented by color (Tchernikov \& Fallah, 2010) occurs through the accumulation of motion information in motion selective areas of the dorsal stream. However, the selection of a given surface over the other is modulated by color information (i.e attentional color hierarchy) which is integrated into dorsal stream object files. A higher Bayesian weight for one color over the other would result in a reduction in the noise in the walk-to threshold for that colored surface, compared to the second colored surface. This noise reduction results in the higher weighted color reaching the decision threshold faster. Therefore, based on the Bayesian weights established by the attentional hierarchy, we propose that, a red RDK surface reaches threshold first, followed by green, yellow and then, blue (Fig. 16). When making a perceptual decision between a red and a green RDK surface, the red surface is selected first and pursued over green. Similarly, a green surface would be selected and pursued over yellow, and a yellow surface is selected over blue, which is consistent with the hierarchical pattern of color effects observed for pursuit target selection (Tchernikov \& Fallah, 2010). Furthermore, that study showed the speed of pursuit of a given surface was dependent on the distance in color space between the colors of the two surfaces. This provides further support for weighted color priors, as an unweighted average of the opposite directions would result in no pursuit, but instead the pursuit speed is dependent on color space distance. Therefore, the attentional color hierarchy provides automatic weighting for colors in color space and these attentional weightings for color drive target selection and competitive motion processing.

A similar Bayesian modification of the accumulator model can also give rise to the colordependent modulation of other oculomotor processes such as saccadic eye movements. Recently, Kehoe et al. (2018) have reported that saccade curvatures to colored targets in a memory-guided
saccade task are modulated by CIE ( $\mathrm{x}, \mathrm{y}$ ) color space distances between the colored target and the distractors, with red targets automatically selected more frequently than green and yellow in the absence of any task demands. Furthermore, the authors report faster latencies and fewer errors for saccades directed to red targets compared to green and yellow. This inherent, hierarchical structure of color effects can be explained by faster decision thresholds and noise reduction in the information accumulation process for stronger colors, similar to the color modulation of pursuit eye movements described above (Tchernikov \& Fallah, 2010). Given the relationship between saccade curvatures and CIE ( $\mathrm{x}, \mathrm{y}$ ) color space, it is likely that weighted color input (set by attentional hierarchy established in color space) modulates the decision making process such that red targets reach threshold faster with less interference compared to other colors. Once again, the attentional color hierarchy assigns different Bayesian weights to specific colors which then drives the information accumulation process.


Figure 16. Hypothetical accumulation decision making model. When observers are asked to make pursuit eye movements to one of two colored, moving RDK surfaces, pursuit target selection is modulated by the color of the surfaces. Motion areas in the dorsal stream accumulate information to reach a decision threshold, where the slope and noise in the walk-to threshold is modulated by differentially weighted color priors. Stronger Bayesian priors for one color results in a reduction in the interference in the walk to threshold for that colored surface, resulting in the higher weighted color reaching the decision threshold faster. Based on the Bayesian weights set by the attentional hierarchy, a red stimulus reaches threshold first, followed by green, yellow and blue, resulting in the selection and subsequent pursuit of a given RDK surfaces in a hierarchical manner; red> green> yellow > blue. The walk to decision threshold for red, green, yellow, blue RDK surfaces, depicted as their respective colored curves. Adapted from "Feature integration
and object representations along the dorsal stream visual hierarchy", by Perry, C. J. and Fallah, M. (2014), Frontiers in Computational Neuroscience 8 (84). p. 8.
(DOI:10.3389/fncom.2014.00084). © Perry and Fallah, 2014.

Finally, within a Bayesian framework, top-down visual association circuits can modulate visual processing by changing the weight of priors through learning or innate biases, thus resulting in different cognitive and behavioral outcomes, e.g., response inhibition mediated by prefrontal circuitry. The faciliatory effect of red on response inhibition (Blizzard et al., 2017, Ghasemian et al., 2021, Asare et al. in review-a), arising from learned or innate visual associations can be explained by a modification of the horse-race model of executive control, proposed by Logan and Cowan (1984) (Fig. 17). The authors suggest that response inhibition, and response execution are two independent processes competing to reach a decision threshold. If the delay (SSD) between the go and stop signal is large, the observer responds to the go-signal and executes the action, as they are unable to stop in time (gray curve, Fig. 17A). In contrast, if the SSD is small, the observer is able to stop in time, and withhold responding, therefore response inhibition, instead of execution, reaches threshold first (red and green curves, Fig. 17B). In consideration of the red-stopping bias observed in various SST studies, a red signal is able to reach threshold faster, compared to a green-stop signal, thus facilitating response inhibition faster than green (Fig. 17B). As mentioned previously, this advantage for red as an effective stop signal is likely established through visual associations (innate and learned), resulting in a stronger prior weighting for red in tasks involving response inhibition.


Figure 17. Race-horse model of response execution and response inhibition in SST task.
During a stop signal task, two independent processes, response execution and response inhibition, compete to reach a decision threshold. The process that reaches threshold first wins. The gray line represents the time it takes for the execution of an action, whereas the red and green lines represent the time course for the inhibition of response for a red and green stopsignal, respectively. (A) Given a large delay between the onset of the go versus the stop signal (SSD), response execution reaches threshold first, therefore the action is executed. (B) For smaller SSDs, the participant is able to withhold their response in time, therefore response inhibition reaches threshold first. More specifically, behavioral studies have reported that redstop signals, result in faster response inhibition compared to green-stop signals.

### 6.6 CONCLUDING REMARKS

Advances in the field of vision research have shown that the color of a signal can alter visual processing, affecting resultant cognitive and behavioral outcomes. In reviewing these studies, we have organized the findings into three underlying mechanisms: color opponency, attentional hierarchy, and visual associations. The hierarchical nature of the ventral and dorsal visual pathways allows for color-dependent modifications to occur at various stages of visual processing, depending on the mechanism at play. We have proposed how these three mechanisms are distributed across the visual processing stream, and also that the effects of color on cognitive and perceptual processes occur through Bayesian frameworks.

Therefore, it may be critical to consider the impact of aesthetically based color decisions on various aspects of psychological functioning, as color can influence our cognition and behavior. Furthermore, color modulation of cognitive and perceptual processes has significant implications for the development of human-computer interfaces and other technology. For example, previous work on neurodegenerative diseases (ND) has demonstrated that in people affected with NDs, executive functioning and cognition begin to deteriorate over time. Therefore, colors that bolster different cognitive, attentional, and other executive functions can be used to design appropriate visual inputs, living spaces, applications, and graphical interfaces for people with Alzheimer's and dementia, while avoiding colors that may weaken those processes. Given the influence of color on the human brain, as researchers, we must also carefully design and select appropriately colored stimuli for experimental research and interpret the results accordingly.
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## CHAPTER 7

## GENERAL DISCUSSION AND CONCLUSIONS

### 7.1 GENERAL DISCUSSION

Previous studies have reported that task-irrelevant color can influence high-level visual functions such as attentional selection (Tchernikov \& Fallah, 2010), visual search (Lindsey et al. 2010; Fortier-Gauthier et al., 2013; Pomerleau et al., 2014) and response inhibition (Blizzard et al., 2017; Ghasemian et al., 2021), through driving differences in later stage decision making processes. In the first published research paper (Chapter 5), we investigated whether such color dependent modulations of visual processing can also be observed for low-level perceptual processes such as feature integration, using the flash-jump illusion. Our findings revealed that the color of the object modulates the integration of color and non-color features (i.e. motion), and thus, our perception of the flash-jump illusion. More specifically, red and blue flashes result in both more accurate and precise representations of the flashed object, compared to green and yellow, consistent with the predictions made by color opponency, thus implicating color opponent mechanisms in the color modulation of low-level processes. To our knowledge, this is the first report of object color modulating the integration of other features, as well as, evidence for the color-dependent modulation of low-level visual processes.

Given that prominent theories of motion induced position shifts (Nijhawan, 1994; Whitney \& Murakami, 1998; Eagleman \& Sejnowski, 2000; Schneider, 2018) are unable to fully account for and explain our current findings, we have interpreted the color-dependent modulation of the flash jump illusion in terms of a Bayesian framework, providing a new approach to understanding motion-based position shifts, as well as the integration of color and motion information. We
proposed that the color-dependent modulation of the flash jump effect is dependent on the representation of the flash being weighted differently by color, which is then integrated with motion information, giving rise to a posterior probability distribution corresponding to our perception of the illusion. This posterior probability function is differentially shifted forward based on flash color. In line with our current findings, a higher weighting is given to red and blue which likely arises due to weighted color opponent input where red and blue are the stronger, more advantaged colors from their respective opponent pairs. Therefore, red and blue flashes are less shifted forward than green and yellow.

This conceptual approach to color-dependent modulations is attractive because similar Bayesian frameworks can be applied to other visual processes and cognitive tasks as well to explain color differences. Future studies will be necessary to further test the empirical validity of this framework. Sundberg et al. (2006) report neural correlates of the flash-jump illusion in area V4, where, in response to the flashed stimuli, the receptive fields of V4 neurons were shifted along the direction of motion. However, the neural correlates for this Bayesian color modulation process are currently unknown. Given the previously observed retinotopic shifts in V4 neurons, it is expected that the color modulation would also be reflected within V4, with smaller retinotopic shifts for red and blue flashes. However, further neurophysiological and recording studies, testing the response of V4 neurons to all four colored flashes (i.e. red, green, yellow and blue) are required to confirm this prediction. Furthermore, it is important to note that even if the color modulation of the flash jump illusion is reflected in V4 neuronal responses, it does not necessarily confirm that the Bayesian process also occurs within V4. The Bayesian integration could occur outside of V4, perhaps, IT cortex or other higher level visual areas, which is then relayed back to V4 through feedback connections. Functional or virtual lesion studies may be
employed to elucidate the role of such other cortical areas. For example, persistence of colormodulated retinotopic shifts in V4 neurons after the application of TMS or cooling to the IT cortex would suggest that the Bayesian process occurs at the level of V4 or before it, while the absence of color-modulated retinotopic shifts in V4 suggests the involvement of higher order visual areas.

Furthermore, the current study is limited to four colors, corresponding to the color opponent system. Mixed colors, which are colors composed of two opponent colors may also be tested in future investigations to validate the color opponent weightings established in Chapter 5. We found that both red and blue have stronger Bayesian weights, resulting in more veridical, and less shifted representations of flash location. Therefore, based on these Bayesian weights, a color which is a mix of red and blue, such as purple, would also be less shifted. Similarly, a color which is a mix of a stronger (i.e. red) and a weaker color (i.e. yellow) such as orange would be more shifted compared to purple. Thus, the pattern of shifts for mixed colors, as an extension to our first study can further validate the opponent weights observed.

More generally, future experiments should also investigate the influence of object color on the integration of other object features such as shape, orientation etc., to determine whether the color modulation of feature integration is specific to the binding of motion information only, as demonstrated currently. Illusory conjunctions are errors in feature binding, where features of two different objects are mis combined into one object representation (Treisman \& Schmidt, 1982). For example, color and shape features of a red circle and green square may be mis-combined and reported as a new object, a red square. Given that specific colors have been shown to modulate attention and attentional resources (Tchernikov \& Fallah, 2010), perhaps this advantage is also
reflected in the integration of color and another feature such as shape, where certain colors reduce such illusory conjunctions.

As a result of our findings, in the second manuscript, we attempted to address unexplored questions related to the underlying neural mechanisms involved in color-dependent modulations. Although the effect of color on various aspects of psychological functioning such as attraction, motor performance, and cognitive performance has been reviewed in the past (Elliot \& Maier, 2014; Elliot, 2015, 2019), there are large gaps in the existing literature. For example, much of the research in this field has focused on answering applied questions such as the link between color and consumer behavior (for a review see, Paul \& Okan, 2011), food consumption (Shankar et al., 2009; for reviews, see Shankar, Levitan, \& Spence, 2010; Spence et al., 2010), productivity (Kwallek, Lewis, \& Robbins,1988; Hatta et al., 2002; Kwallek, Soon, \& Lewis, 2007; Küller, Mikellides, \& Janssesn, 2009, for a review, see, Savavibool, 2016), while only a small number of studies in comparison have investigated the effect of color on visual processes, attention and perception. Moreover, existing literature on color and psychological functioning has focused on providing evaluations of empirical advances, and recommendations for future research, however, possible underlying neural mechanisms or circuitry to explain such color modulations have not been adequately addressed. Therefore, to address these gaps, we reviewed different color effects reported for attentional and perceptual tasks to develop a theory of color-dependent modulations which describes three putative neural mechanisms and respective brain regions involved in colordependent modulations of visual processing based on the level or stage that the visual process is conducted at (Chapter 6). Given that many aspects of visual perception follow a Bayesian framework, we also described how each color mechanism may get incorporated into a Bayesian
framework of perception to differentially assign color weights which modulate processes in the visual system at various stages.

Firstly, opponent color mechanisms (red vs green, blue vs yellow) arising from opponent circuitry in the LGN would allow for color-dependent modifications of early visual processes by advantaging one color from its competitive pair, while simultaneously disadvantaging the other. Therefore, our theory predicts that we would expect to find differential processing of colors within opponent pairs, but no differences between pairs as the opponent channels are independent of one another. We would expect to see significant differences between red and green signals, as well as blue and yellow signals, as corroborated by our behavioural experiment. As mentioned previously, current empirical evidence suggests that red signals are weighted higher than green (Fortier- Gautheir et al., 2013; Saini et al., 2021), and blue signals are weighted higher than yellow (Pomerleau et al., 2014, Saini et al., 2021), however, future studies are required to further validate these color opponency weightings by testing other low level visual tasks which may be modulated through color opponent mechanisms.

Next, the attentional color hierarchy (Tchernikov \& Fallah, 2010), suggests a hierarchical structure of attentional advantage give to various colors. This mechanism predicts a significant difference between all colors, wherein red signals are weighted $>$ green $>$ yellow $>$ blue. We propose that color selective neurons in area V4 likely give rise to this attentional hierarchy, modifying intermediate stages of visual processing. It should be noted that current evidence for color dependent modulations via attentional color hierarchy comes from various aspects of dorsal stream processes (Tchernikov \& Fallah, 2010; Kehoe et al., 2018), future studies are needed to confirm the role of the attentional color hierarchy in modulating ventral stream processes.

Lastly, we theorized that visual associations which are implicit associations between repeated pairings of colors and specific messages based on learning, experience, or innate biases may also modulate later stages of the visual processing hierarchy through long-range, top-down signals from the prefrontal cortex (PFC). Current investigations have found strong support the association between red and stopping, which has been shown to differentially modulate various response inhibition tasks (Blizzard et al., 2017; Ghasemian et al., 2021). However, whether or not there are other color associations which modulate visual processing is unknown. Furthermore, the interplay between evolutionary preserved color biases and learning/experience in the formation of strong color associations is not well understood. It may be fruitful to investigate the developmental course of color associations (i.e. from infancy to adulthood) to elucidate the role of evolution versus learning.

More generally, in the second manuscript, we have provided a theoretical framework for understanding and explaining the neural mechanisms which may underlie color dependent modulations. Future studies are required to validate the predictions and the neural correlates of each mechanism. Given that the proposed mechanisms predict different pattern of color effects for a given visual process, this allows for an effective way to empirically distinguish between them. Furthermore, we have theorized the involvement of specific brain regions for each mechanism based on the functional and structural organization of the visual system, however, future neuroimaging or neurorecording studies are required to confirm the exact neural correlates for each mechanism. Moreover, only a handful of studies have directly explored the link between color and visual processing, more studies employing various visual tasks are required to evaluate how ubiquitous these color modulations of visual processing are.

### 7.2 CONCLUSIONS

The manuscripts presented here have met their objectives outlined in Chapter 4 and have provided insight into how object color influences low-level visual processes, specifically, as well as visual processing in general. This thesis contributes to our understanding of inherent and automatic color dependent modulations and the mechanisms that may underlie such modulations. We demonstrated that color of the flash modulates its perceived location in the flash jump illusion, and thus the integration of color with motion information. We have also provided a novel interpretation of these results using a Bayesian framework to explain how the integration of color and motion information gives rise to the flash-jump illusion as well as its modulation based on the color of the flash. In addition, our theory of color-dependent modulations provides a general Bayesian framework for how color intrinsically modulates processing of information in the visual system through three mechanisms; color opponency, attentional hierarchy, and visual associations, as well as, outlining the predicted pattern of color effects and brain regions that may be involved for each mechanism.

Given the accumulating evidence for automatic and inherent color dependent modulations of psychological functioning, it may be critical for us to consider the impact of everyday color decisions such as the color of a dress, a room etc., as color can differentially influence our cognition and behavior. More importantly, seemingly irrelevant decisions regarding the color of experimental stimuli may have confounding effects as color is shown to modulate cognitive processes even when irrelevant to the experimental task. Finally, color research also has significant implications for the development of medical devices and technology, where specific colors which have been shown to reduce illusory shifts, or improve visual processing, executive and cognitive functions can be used to design graphical interfaces and applications for people who suffer with deficits in these domains.

## REFERENCES

Arthur, W., Jr, Cho, I., \& Muñoz, G. J. (2016). Red vs. green: Does the exam booklet color matter in higher education summative evaluations? Not likely. Psychonomic bulletin \& review, 23(5), 1596-1601. https://doi.org/10.3758/s13423-016-1009-6

Asaad, W. F., Rainer, G., \& Miller, E. K. (1998). Neural activity in the primate prefrontal cortex during associative learning. Neuron, 21(6), 1399-1407. https://doi.org/10.1016/s0896-6273(00)80658-3

Asare, G., Jordan, H., \& Fallah, M. (in review-b). Red strengthens response inhibition accuracy in a 2-Choice discrimination task.

Asare, G., Phadke, S., Jordan, H., \& Fallah, M. (in review-a). Red strengthens while green weakens response inhibition in a stop signal paradigm where color change occurs at a spatially separated location.

Baker, J. F., Petersen, S. E., Newsome, W. T., \& Allman, J. M. (1981). Visual response properties of neurons in four extrastriate visual areas of the owl monkey (Aotus trivirgatus): a quantitative comparison of medial, dorsomedial, dorsolateral, and middle temporal areas. J Neurophysiol, 45(3), 397-416. https://doi.org/10.1152/jn.1981.45.3.397

Baldo, M. V., Kihara, A. H., Namba, J., \& Klein, S. A. (2002). Evidence for an attentional component of the perceptual misalignment between moving and flashing stimuli. Perception, 31(1), 17-30. https://doi.org/10.1068/p3302

Battaglia, P., Jacobs, R., \& Aslin, R. (2003). Bayesian integration of visual and auditory signals for spatial localization. J Opt Soc Am A Opt Image Sci Vis, 20(7), 1391-1397. https://doi.org/10.1364/JOSAA.20.001391

Bendich A. (1993). Biological functions of dietary carotenoids. Ann N Y Acad Sci, 691, 61-67. https://doi.org/10.1111/j.1749-6632.1993.tb26157.x

Benjamini, Y., \& Hochberg, Y. (1995). Controlling the False Discovery Rate: A Practical and Powerful Approach to Multiple Testing. J R Stat Soc Series B Methodol, 57(1), 289-300.

Bergman, T.J., Ho, L. \& Beehner, J.C. (2009). Chest color and social status in male Geladas (Theropithecus gelada). Int J Primatol, 30, 791-806. https://doi.org/10.1007/s10764-009-9374-x

Blasdel, G. G., \& Lund, J. S. (1983). Termination of afferent axons in macaque striate cortex. J Neurosci, 3(7), 1389-1413. https://doi.org/10.1523/jneurosci.03-07-01389.1983

Blizzard, S., Fierro-Rojas, A., \& Fallah, M. (2017). Response inhibition is facilitated by a change to red over green in the stop signal paradigm. Front Hum Neurosci,10,655. https://doi.org/10.3389/fnhum.2016.00655

Blohm, G., \& Crawford, J.D. (2007). Computations for geometrically accurate visually guided reaching in 3-D space. $J$ Vis, 7(5), 1-22. https://doi.org/10.1167/7.5.4

Born, R. T., \& Bradley, D. C. (2005). Structure and function of visual area MT. Annu Rev Neurosci ,28, 157-189. https://doi.org/10.1146/annurev.neuro.26.041002.131052

Bourne, G. R., Breden, F., \& Allen, T. C. (2003). Females prefer carotenoid colored males as mates in the pentamorphic livebearing fish, Poecilia parae. Naturwissenschaften, 90(9), 402-405. https://doi-org.ezproxy.library.yorku.ca/10.1007/s00114-003-0444-1

Bowmaker, J. K. (2008). Evolution of vertebrate visual pigments. Vision Res, 48(20), 20222041. https://doi.org/10.1016/j.visres.2008.03.025

Bowmaker, J. K., \& Dartnall, H. J. (1980). Visual pigments of rods and cones in a human retina. J Physiol, 298, 501-511. https://doi.org/10.1113/jphysiol.1980.sp013097

Bowmaker, J., \& Loew, E. (2008). Vision in fish. In: Masland, R., Albright, T.(Ed.) The senses: a comprehensive reference. Elsevier; Boston. pp 53-76

Bradley, D. C., Chang, G. C., \& Andersen, R. A. (1998). Encoding of three-dimensional structure-from-motion by primate area MT neurons. Nature, 392(6677), 714-717. https://doi.org/10.1038/33688

Brainard, D. H. (2009). Bayesian approaches to color vision. In M. S. Gazzaniga, E. Bizzi, L. M. Chalupa, S. T. Grafton, T. F. Heatherton, C. Koch, J. E. LeDoux, S. J. Luck, G. R. Mangan, J. A. Movshon, H. Neville, E. A. Phelps, P. Rakic, D. L. Schacter, M. Sur, \& B. A. Wandell (Eds.), The cognitive neurosciences (p. 395-408). Massachusetts Institute of Technology.

Brainard, D. H., \& Freeman, W. T. (1997). Bayesian color constancy. J Opt S Am A Opt Image Sci Vis, 14(7), 1393-1411. https://doi.org/10.1364/josaa.14.001393

Brainard, D. H., Longere, P., Delahunt, P. B., Freeman, W. T., Kraft, J. M., \& Xiao, B. (2006). Bayesian model of human color constancy. J Vis, 6(11), 1267-1281. https://doi.org/10.1167/6.11.10

Brenner, E., \& Smeets, J. B. (2000). Motion extrapolation is not responsible for the flash-lag effect. Vision Res, $40(13)$, 1645-1648. https://doi.org/10.1016/s0042-6989(00)00067-5

Buechner, V. L., Maier, M. A., Lichtenfeld, S., \& Schwarz, S. (2014). Red - take a closer look. PloS one, 9(9), e108111. https://doi.org/10.1371/journal.pone. 0108111

Cai, R. H. \& Schlag, J. (2001b). Asynchronous feature binding and the flash-lag illusion. Invest Opthalmol Vis Sci, 42:S711.

Cai, R., \& Schlag, J. (2001a). A new form of illusory conjunction between color and shape. J Vis 1(3), 127a. https://doi.org/10.1167/1.3.12

Cai, R. \& Schlag, J. (2002). Temporal misalignment between continuous and abrupt changes. 2002 Meeting on Visual Localization in Space-Time, Sussex, UK.

Caine, N. G., \& Mundy, N. I. (2000). Demonstration of a foraging advantage for trichromatic marmosets (Callithrix geoffroyi) dependent on food colour. Proc Biol Sci, 267(1442), 439-444. https://doi.org/10.1098/rspb.2000.1019

Carvalho, L.S, Pessoa, D.M.A., Mountford, J.K., Davies, W.I.L., \& Hunt, D..M (2017). The genetic and evolutionary drives behind primate color vision. Front Ecol Evol, 5: 34. https://doi.org/10.3389/fevo.2017.00034

Cavanagh, P., \& Anstis, S. (2013). The flash grab effect. Vision Res, 91, 8-20. https://doi.org/ 10.1016/j.visres.2013.07.007

Chakravarthi, R., \& Vanrullen, R. (2012). Conscious updating is a rhythmic process. Proc Natl Acad Sci U S A, 109(26), 10599-10604. https://doi.org/10.1073/pnas. 1121622109

Chang, M., Xian, S., Rubin, J., \& Moore, T. (2014). Latency of chromatic information in area V4. J Physiol Paris, 108(1), 11-17. https://doi.org/10.1016/j.jphysparis.2013.05.006

Changizi, M. A., Zhang, Q., \& Shimojo, S. (2006). Bare skin, blood and the evolution of primate color vision. Biol Lett, 2(2), 217-221. https://doi.org/10.1098/rsbl.2006.0440

Changizi, M. A., Zhang, Q., \& Shimojo, S. (2006). Bare skin, blood and the evolution of primate colour vision. Biol Lett, 2(2), 217-221. https://doi.org/10.1098/rsbl.2006.0440

Chappell, M., \& Hine, T. J. (2004). Events before the flash Do influence the flash-lag magnitude. Vision Res, 44(3), 235-239. https://doi.org/10.1016/j.visres.2003.09.021

Chappell, M., Hine, T. J., Acworth, C., \& Hardwick, D. R. (2006). Attention 'capture' by the flash-lag flash. Vision Res, 46(19), 3205-3213. https://doi.org/10.1016/j.visres.2006.04.017

Chatterjee, S., \& Callaway, E. M. (2003). Parallel colour-opponent pathways to primary visual cortex. Nature, 426(6967), 668-671. https://doi.org/10.1038/nature02167

Chota, S., \& VanRullen, R. (2019). Visual Entrainment at 10 Hz Causes Periodic Modulation of the Flash Lag Illusion. Front Neurosci, 13, 232. https://doi.org/10.3389/fnins.2019.00232

Conway B. R. (2009). Color vision, cones, and color-coding in the cortex. Neuroscientist, 15(3), 274-290. https://doi.org/10.1177/107385840833136

Conway, B. R. (2001). Spatial structure of cone inputs to color cells in alert macaque primary visual cortex (V-1). J Neurosci, 21(8), 2768-2783. https://doi.org/10.1523/JNEUROSCI.21-08-02768.2001

Conway, B. R., \& Livingstone, M. S. (2006). Spatial and temporal properties of cone signals in alert macaque primary visual cortex. J Neurosci, 26(42), 10826-10846. https://doi.org/10.1523/JNEUROSCI.2091-06.2006

Conway, B. R., \& Tsao, D. Y. (2006). Color architecture in alert macaque cortex revealed by FMRI. Cereb Cortex (New York, N.Y. : 1991), 16(11), 1604-1613. https://doi.org/10.1093/cercor/bhj099

Conway, B. R., \& Tsao, D. Y. (2009). Color-tuned neurons are spatially clustered according to color preference within alert macaque posterior inferior temporal cortex. Proc Natl Acad Sci U S A, 106(42), 18034-18039. https://doi.org/10.1073/pnas. 0810943106

Conway, B. R., Moeller, S., \& Tsao, D. Y. (2007). Specialized color modules in macaque extrastriate cortex. Neuron, 56(3), 560-573. https://doi.org/10.1016/j.neuron.2007.10.008

Croner, L. J., \& Albright, T. D. (1997). Image segmentation enhances discrimination of motion in visual noise. Vision Res, 37(11), 1415-1427. https://doi.org/10.1016/s0042-6989(96)00299-4

Croner, L. J., \& Albright, T. D. (1999). Segmentation by color influences responses of motionsensitive neurons in the cortical middle temporal visual area. J Neurosci, 19(10), 39353951. https://doi.org/10.1523/JNEUROSCI.19-10-03935.1999

Dacey, D. M., \& Lee, B. B. (1994). The 'blue-on' opponent pathway in primate retina originates from a distinct bistratified ganglion cell type. Nature, 367(6465), 731-735. https://doi.org/10.1038/367731a0

Dartnall, H. J., Bowmaker, J. K., \& Mollon, J. D. (1983). Human visual pigments: microspectrophotometric results from the eyes of seven persons. Proc R Soc Lond B Biol Sci, 220(1218), 115-130. https://doi.org/10.1098/rspb.1983.0091

De Valois, R. L., \& De Valois, K. K. (1993). A multi-stage color model. Vision Res, 33(8), 1053-1065. https://doi.org/10.1016/0042-6989(93)90240-w

De Valois, R. L., Smith, C. J., Kitai, S. T., \& Karoly, A. J. (1958). Response of single cells in monkey lateral geniculate nucleus to monochromatic light. Science, 127(3292), 238-239. https://doi.org/10.1126/science.127.3292.238

Dean, P. (1979). Visual cortex ablation and thresholds for successively presented stimuli in rhesus monkeys: II. Hue. Exp Brain Res, 35(1), 69-83. https://doi.org/10.1007/BF00236785

Deneve, S., \& Pouget, A. (2004). Bayesian multisensory integration and cross-modal spatial links. J Physiol Paris, 98(1), 249-258. https://doi.org/10.1016/j.jphysparis.2004.03.011

Derrington, A. M., Krauskopf, J., \& Lennie, P. (1984). Chromatic mechanisms in lateral geniculate nucleus of macaque. J Physiol, 357, 241-265. https://doi.org/10.1113/jphysiol.1984.sp015499

DeYoe, E. A., \& Van Essen, D. C. (1985). Segregation of efferent connections and receptive field properties in visual area V2 of the macaque. Nature, 317(6032), 58-61. https://doi.org/10.1038/317058a0

DeYoe, E. A., Felleman, D. J., Van Essen, D. C., \& McClendon, E. (1994). Multiple processing streams in occipitotemporal visual cortex. Nature, 371(6493), 151-154.
https://doi.org/10.1038/371151a0

Dijkstra, P., Seehausen, O., \& Groothuis, T. (2005). Direct male-male competition can facilitate invasion of new colour types in Lake Victoria cichlids. Behav Ecol Sociobiol, 58(2), 136143.

Dobkins, K. R., \& Albright, T. D. (1994). What happens if it changes color when it moves?: the nature of chromatic input to macaque visual area MT. J Neurosci, 14(8), 4854-4870. https://doi.org/10.1523/JNEUROSCI.14-08-04854.1994

Doucet, S. M. (2002). Structural plumage coloration, male body size, and condition in the blueblack grassquit. The Condor, 104, 30-38.

Dowling, D., \& Mulder, R. (2006). Red plumage and its association with reproductive success in red-capped robins. Annales Zoologici Fennici, 43(4), 311-321. http://www.jstor.org/stable/23736849

Drummond P. D. (1997). Correlates of facial flushing and pallor in anger-provoking situations. Pers Individ Dif, 23, 575-582. https://doi.org/10.1016/S0191-8869(97)000779

Drummond, P. D., \& Quah, S. H. (2001). The effect of expressing anger on cardiovascular reactivity and facial blood flow in Chinese and Caucasians. Psychophysiology, 38(2), 190-196. https://doi.org/10.1017/S004857720199095X

Dubuc, C., Allen, W. L., Maestripieri, D., \& Higham, J. P. (2014). Is male rhesus macaque red color ornamentation attractive to females?. Behav Ecol Sociobiol, 68(7), 1215-1224. https://doi.org/10.1007/s00265-014-1732-9

Eagleman, D. M., \& Sejnowski, T. J. (2000). Motion integration and postdiction in visual awareness. Science, 287(5460), 2036-2038. https://doi.org/10.1126/science.287.5460.2036

Eagleman, D. M., \& Sejnowski, T. J. (2007). Motion signals bias localization judgments: a unified explanation for the flash-lag, flash-drag, flash-jump, and Frohlich illusions. $J$ Vis, 7(4), 3. https://doi.org/10.1167/7.4.3

Elliot A. J. (2015). Color and psychological functioning: a review of theoretical and empirical work. Front Psychol, 6, 368. https://doi.org/10.3389/fpsyg.2015.00368

Elliot, A. J. (2019). A historically based review of empirical work on color and psychological functioning: content, methods, and recommendations for future research. Rev Gen Psychol, 23(2), 177-200. https://doi.org/10.1037/gpr0000170

Elliot, A. J., \& Aarts, H. (2011). Perception of the color red enhances the force and velocity of motor output. Emotion (Washington, D.C.), 11(2), 445-449. https://doi.org/10.1037/a0022599

Elliot, A. J., \& Maier, M. A. (2007). Color and psychological functioning. Curr Dir Psychol Sci,16(5), 250-254. https://doi.org/10.1111/j.1467-8721.2007.00514.x

Elliot, A. J., \& Maier, M. A. (2014). Color psychology: effects of perceiving color on psychological functioning in humans. Annu Rev Psychol, 65, 95-120. https://doi.org/10.1146/annurev-psych-010213-115035

Elliot, A. J., \& Niesta, D. (2008). Romantic red: red enhances men's attraction to women. J Pers Soc Psychol, 95(5), 1150-1164. https://doi.org/10.1037/0022-3514.95.5.1150

Elliot, A. J., Kayser, D. N., Greitemeyer, T., Lichtenfeld, S., Gramzow, R. H., Maier, M. A., \& Liu, H. (2010). Red, rank, and romance in women viewing men. J Exp Psychol Gen, 139(3), 399-417. https://doi.org/10.1037/a0019689

Elliot, A. J., Maier, M. A., Binser, M. J., Friedman, R., \& Pekrun, R. (2009). The Effect of Red on Avoidance Behavior in Achievement Contexts. Pers Soc Psychol Bull, 35(3), 365375. https://doi.org/10.1177/0146167208328330

Elliot, A. J., Maier, M. A., Moller, A. C., Friedman, R., \& Meinhardt, J. (2007). Color and psychological functioning: the effect of red on performance attainment. J Exp Psychol Gen, 136(1), 154-168. https://doi.org/10.1037/0096-3445.136.1.154

Elliot, A.J., \& Maier, M.A. (2012). Color-in-context theory. Adv Exp Soc Psychol, 45,61-125. https://doi.org/10.1016/B978-0-12-394286-9.00002-0

Evans, M.R., \& Norris, K. (1996). The importance of carotenoids in signaling during aggressive interactions between male firemouth cichlids (Cichlasoma meeki) Behav Ecol,7,1-6.

Feldman, J. (2012). Bayesian models of perceptual organization. In Wagemans, J. (Ed.), Oxford handbook of perceptual organization. Oxford, England: Oxford University Press.

Felleman, D. J., \& Van Essen, D. C. (1991). Distributed hierarchical processing in the primate cerebral cortex. Cereb Cortex, 1(1), 1-47. https://doi.org/10.1093/cercor/1.1.1

Felleman, D. J., Xiao, Y., \& McClendon, E. (1997). Modular organization of occipito-temporal pathways: cortical connections between visual area 4 and visual area 2 and posterior inferotemporal ventral area in macaque monkeys. J Neurosci, 17(9), 3185-3200. https://doi.org/10.1523/JNEUROSCI.17-09-03185.1997

Fernandez, A. A., \& Morris, M. R. (2007). Sexual selection and trichromatic color vision in primates: statistical support for the preexisting-bias hypothesis. Am Nat, 170(1), 10-20. https://doi.org/10.1086/518566

Fortier-Gauthier, U., Dell'acqua, R., \& Jolicoeur, P. (2013). The "red-alert" effect in visual search: evidence from human electrophysiology. Psychophysiology, 50(7), 671-679. https://doi.org/10.1111/psyp. 12050

Fouriezos, G., Capstick, G., Monette, F., Bellemare, C., Parkinson, M., \& Dumoulin, A. (2007). Judgments of synchrony between auditory and moving or still visual stimuli. Can J Exp Psychol, 61(4), 277-292. https://doi.org/10.1037/cjep2007028

Gegenfurtner K. R. (2003). Cortical mechanisms of colour vision. Nat Rev Neurosci, 4(7), 563572. https://doi.org/10.1038/nrn1138

Gegenfurtner, K. R., \& Rieger, J. (2000). Sensory and cognitive contributions of color to the recognition of natural scenes. Curr Biol, 10(13), 805-808. https://doi.org/10.1016/s0960-9822(00)00563-7

Gegenfurtner, K. R., Kiper, D. C., \& Fenstemaker, S. B. (1996). Processing of color, form, and motion in macaque area V2. Vis Neursci, 13(1), 161-172. https://doi.org/10.1017/s0952523800007203

Gegenfurtner, K. R., Kiper, D. C., Beusmans, J. M., Carandini, M., Zaidi, Q., \& Movshon, J. A. (1994). Chromatic properties of neurons in macaque MT. Vis Neurosci, 11(3), 455-466. https://doi.org/10.1017/s095252380000239x

Gerald, M.S. (2001). Primate colour predicts social status and aggressive outcome. Anim Behav, 61(3), 559-566. https://doi.org/10.1006/anbe.2000.1648

Gerl, E.J., \& Morris, M.R. (2008). The causes and consequences of color vision. Evo Edu Outreach, 1, 476-486. https://doi.org/10.1007/s12052-008-0088-x

Gershman, S. J., Tenenbaum, J. B., and Jäkel, F. (2016). Discovering hierarchical motion structure. Vision Res, 126, 232-241. https://doi.org/10.1016/j.visres.2015.03.004

Ghasemian, S., Vardanjani, M. M., Sheibani, V., \& Mansouri, F. A. (2021). Color-hierarchies in executive control of monkeys' behavior. Am J Primatol, 83(2), e23231. https://doi.org/10.1002/ajp. 23231

Gnambs T. (2020). Limited evidence for the effect of red color on cognitive performance: A meta-analysis. Psychon Bull Rev, 27(6), 1374-1382. https://doi.org/10.3758/s13423-020-01772-1

Goldstein, K. (1942). Some experimental observations concerning the influence of colors on the function of the organism. Occup Ther Rehabil, 21(3),147-151.

Grueschow, M., Polania, R., Hare, T. A., \& Ruff, C. C. (2015). Automatic versus choicedependent value representations in the human brain. Neuron, 85(4), 874-885. https://doi.org/10.1016/j.neuron.2014.12.054

Grueter, C. C., Zhu, P., Allen, W. L., Higham, J. P., Ren, B., \& Li, M. (2015). Sexually selected lip colour indicates male group-holding status in the mating season in a multi-level primate society. $R$ Soc Open Sci, 2(12), 150490. https://doi.org/10.1098/rsos. 150490

Guéguen N. (2012). Color and women attractiveness: when red clothed women are perceived to have more intense sexual intent. J Soc Psychol, 152(3), 261-265. https://doi.org/10.1080/00224545.2011.605398

Harada, T., Goda, N., Ogawa, T., Ito, M., Toyoda, H., Sadato, N., \& Komatsu, H. (2009). Distribution of colour-selective activity in the monkey inferior temporal cortex revealed by functional magnetic resonance imaging. Eur J Neurosci, 30(10), 1960-1970. https://doi.org/10.1111/j.1460-9568.2009.06995.x

Hartley, L., O'Connor, C., Waas, J., \& Matthews, L. (1999). Colour preferences in North Island robins (Petroica australis): implications for deterring birds from poisonous baits. New Zeal J Ecol, 23(2), 255-259.

Hatta, T. I., Yoshida, H., Kawakami, A., \& Okamoto, M. (2002). Color of computer display frame in work performance, mood, and physiological response. Percept Mot Skills, 94(1), 39-46. https://doi.org/10.2466/pms.2002.94.1.39

Helmholtz, H. (1867). Handbuch der Physiologischen Optik. Leipzig: Voss. (English tranl. 1924 JPC Southall as Treatise on Physiological Optics)

Helmholtz, H. V. (1866). Concerning the perceptions in general. Treatise on physiological

Hendrickson, A. E., Wilson, J. R., \& Ogren, M. P. (1978). The neuroanatomical organization of pathways between the dorsal lateral geniculate nucleus and visual cortex in Old World and New World primates. J Comp Neurol, 182(1), 123-136.
https://doi.org/10.1002/cne. 901820108

Hendry, S. H., \& Yoshioka, T. (1994). A neurochemically distinct third channel in the macaque dorsal lateral geniculate nucleus. Science, 264(5158), 575-577. https://doi.org/10.1126/science. 8160015

Henriques, D.Y., Medendorp, W.P., Gielen, C.C., \& Crawford, J.D. (2003). Geometric computations underlying eye-hand coordination: orientations of the two eyes and the head. Exp Brain Res, 152(1), 70-78. https://doi.org/10.1007/s00221-003-1523-4

Hering, E. (1964). Outlines of a theory of the light sense (Translated from German by Hurvich, L. M. and Jameson, D.). Cambridge, MA: Harvard University Press.

Heywood, C. A., Gadotti, A., \& Cowey, A. (1992). Cortical area V4 and its role in the perception of color. J Neurosci, 12(10), 4056-4065. https://doi.org/10.1523/JNEUROSCI.12-10-04056.1992

Heywood, C. A., Shields, C., \& Cowey, A. (1988). The involvement of the temporal lobes in colour discrimination. Exp Brain Res, 71(2), 437-441. https://doi.org/10.1007/BF00247504

Hilimire, M.R, Mounts, J.R, Parks N.A., \& Corballis, P.M. (2011). Dynamics of target and distractor processing in visual search: evidence from event-related brain potentials. Neurosci Lett, 495(3), 196-200. https://doi.org/10.1016/j.neulet.2011.03.064

Hill, G. E. (1990). Female house finches prefer colourful males: sexual selection for a condition-dependent trait. Anim Behav, 40(3), 563-572. https://doi.org/10.1016/S0003-3472(05)80537-8

Hill, G.E. (2006). Female mate choice for ornamental coloration. In: Hill, G.E, McGraw, K.J (Ed.). Bird Coloration Vol II, Function and evolution. Harvard University Press; Cambridge, MA. pp. 137-200

Hill, R.A., \& Barton, R.A. (2005). Red enhances human performance in contests. Nature 435(7040), 293.https://doi.org/10.1038/435293a

Hiramatsu, C., Melin,A.D., Allen, W.L., Dubuc, C., \& Higham, J.P. (2017). Experimental evidence that primate trichromacy is well suited for detecting primate social colour signals. Proc Royal Soc B, 284(1856): 20162458. http://doi.org/10.1098/rspb.2016.2458

Hopf, J. M., Luck, S. J., Girelli, M., Hagner, T., Mangun, G. R., Scheich, H., \& Heinze, H. J. (2000). Neural sources of focused attention in visual search. Cereb Cortex, 10(12), 12331241. https://doi.org/10.1093/cercor/10.12.1233

Horel, J. A. (1994). Retrieval of color and form during suppression of temporal cortex with cold. Behav Brain Res, 65(2), 165-172. https://doi.org/10.1016/0166-4328(94)90102-3

Horwitz, G. D., Chichilnisky, E. J., \& Albright, T. D. (2007). Cone inputs to simple and complex cells in V1 of awake macaque. J Neurophysiol, 97(4), 3070-3081. https://doi.org/10.1152/jn.00965.2006

Hubbard, T.L. (2014). The flash-lag effect and related mislocalizations: Findings, properties, and theories. Psychol Bull, 140(1), 308-338. https://doi.org/10.1037/a0032899

Hubel, D. H., \& Livingstone, M. S. (1987). Segregation of form, color, and stereopsis in primate area 18. J Neurosci, 7(11), 3378-3415. https://doi.org/10.1523/JNEUROSCI.07-1103378.1987

Hubel, D. H., \& Wiesel, T. N. (1968). Receptive fields and functional architecture of monkey striate cortex. J Physiol, 195(1), 215-243.
https://doi.org/10.1113/jphysiol.1968.sp008455

Hubel, D. H., \& Wiesel, T. N. (1972). Laminar and columnar distribution of geniculo-cortical fibers in the macaque monkey. J Comp Neurol, 146(4), 421-450. https://doi.org/10.1002/cne. 901460402

Hubel, D. H., Wiesel, T. N., \& Stryker, M. P. (1978). Anatomical demonstration of orientation columns in macaque monkey. J Comp Neurol, 177(3), 361-380.
https://doi.org/10.1002/cne. 901770302

Hui, J., Wang, Y., Zhang, P., Tse, P. U., \& Cavanagh, P. (2020). Apparent motion is computed in perceptual coordinates. i-Perception, 11(4), 2041669520933309. https://doi.org/10.1177/2041669520933309

Hunt, D. M., Dulai, K. S., Cowing, J. A., Julliot, C., Mollon, J. D., Bowmaker, J. K., Li, W. H., \& Hewett-Emmett, D. (1998). Molecular evolution of trichromacy in primates. Vision Res, 38(21), 3299-3306. https://doi.org/10.1016/s0042-6989(97)00443-4

Huxlin, K. R., Saunders, R. C., Marchionini, D., Pham, H. A., \& Merigan, W. H. (2000). Perceptual deficits after lesions of inferotemporal cortex in macaques. Cereb Cortex,10(7), 671-683. https://doi.org/10.1093/cercor/10.7.671

Ishihara, S. (2006). The Series of Plates Designed as a Test for Color Deficiency: Concise Edition. Tokyo, Japan: Kanehara Trading Inc.

Jacobs R. A. (1999). Optimal integration of texture and motion cues to depth. Vision Res, 39(21), 3621-3629. https://doi.org/10.1016/s0042-6989(99)00088-7

Jancke, D., Erlhagen, W., Schöner, G., \& Dinse, H. R. (2004). Shorter latencies for motion trajectories than for flashes in population responses of cat primary visual cortex. $J$ Physiol, 556(Pt 3), 971-982. https://doi.org/10.1113/jphysiol.2003.058941

Johnson, E. N., Hawken, M. J., \& Shapley, R. (2001). The spatial transformation of color in the primary visual cortex of the macaque monkey. Nat Neurosci, 4(4), 409-416. https://doi.org/10.1038/86061

Jonauskaite, D., Wicker, J., Mohr, C., Dael, N., Havelka, J., Papadatou-Pastou, M., Zhang, M., \& Oberfeld, D. (2019). A machine learning approach to quantify the specificity of coloremotion associations and their cultural differences. $R$ Soc Open Sci, 6(9), 190741.https://doi.org/10.1098/rsos. 190741

Kable, J. W., \& Glimcher, P. W. (2007). The neural correlates of subjective value during intertemporal choice. Nat Neurosci, 10(12), 1625-1633. https://doi.org/10.1038/nn2007

Kanai, R., Sheth, B.R., \& Shimojo, S. (2004). Stopping the motion and sleuthing the flash-lag effect: Spatial uncertainty is the key to perceptual mislocalization. Vision Res, 44 (22), 2605-2619. https://doi.org/10.1016/j.visres.2003.10.028

Kehoe, D. H., Rahimi, M., \& Fallah, M. (2018). Perceptual color space representations in the oculomotor system are modulated by surround suppression and biased selection. Front Syst Neurosci, 12,1. https://doi.org/10.3389/fnsys.2018.00001

Kelber, A. (2019). Bird colour vision- from cones to perception. Curr Opin Behav Sci, 30, 34-40. https://doi.org/10.1016/j.cobeha.2019.05.003

Kersten, D., \& Yuille, A. (2003). Bayesian models of object perception. Curr Opin Neurobiol,13(2), 150-158. https://doi.org/10.1016/s0959-4388(03)00042-4

Kersten, D., Mamassian, P., \& Yuille, A. (2004). Object perception as Bayesian inference. Annи Rev Psychol, 55,271-304. https://doi.org/10.1146/annurev.psych.55.090902.142005

Kessler, K., Gordon, L., Cessford, K., \& Lages, M. (2010). Characteristics of motor resonance predict the pattern of flash-lag effects for biological motion. PloS one, 5(1), e8258. https://doi.org/10.1371/journal.pone. 0008258

Khan, A.Z., Pisella, L., Rossetti, Y., Vighetto, A., \& Crawford, J.D. (2005). Impairment of gazecentered updating of reach targets in bilateral parietal-occipital damaged patients. Cereb Cortex, 15(10), 1547-1560. https://doi.org/10.1093/cercor/bhi03

Khoei, M.A., Masson, G. S., \& Perrinet, L.U. (2017). The flash-lag effect as a motion-based predictive shift. PLoS Comput Biol, 13:1. https://doi.org/ 0.1371/journal.pcbi. 1005068

Khurana, B., \& Nijhawan, R. (1995). Extrapolation or attention shift? Nature, 378 (6557), 566. https://doi.org/10.1038/378566a0

Knill D.C. (2007). Bayesian models of sensory cue integration. In: Kenji Doya, Shin Ishii, Alexandre Pouget, Rajesh P. N. Rao (Eds.). Bayesian Brain: Probabilistic Approach to Neural Coding, The MIT Press, Cambridge, 189-206

Knill, D.C., \& Richards, W., eds. (1996). Perception as Bayesian Inference. Cambridge, UK: Cambridge University Press

Kodric-Brown, A. (1985). Female Preference and Sexual Selection for Male Coloration in the Guppy (Poecilia reticulata). Behav Ecol Sociobiol, 17(3), 199-205.

Koida, K., \& Komatsu, H. (2007). Effects of task demands on the responses of color-selective neurons in the inferior temporal cortex. Nat Neurosci, 10(1), 108-116. https://doi.org/10.1038/nn1823

Kolb, H., \& Lipetz, L.E. (1991). The anatomical basis for colour vision in the vertebrate retina. In P. Gouras (Ed.) Vision and Visual Dysfunction: The perception of colour. (pp. 128145). Macmillan Press, London.

Komatsu, H., Ideura, Y., Kaji, S., \& Yamane, S. (1992). Color selectivity of neurons in the inferior temporal cortex of the awake macaque monkey. J Neurosci, 12(2), 408-424. https://doi.org/10.1523/JNEUROSCI.12-02-00408.1992

Krekelberg, B., \& Lappe, M. (1999). Temporal recruitment along the trajectory of moving objects and the perception of position. Vision Res, 39(16), 2669-2679. https://doi.org/10.1016/s0042-6989(98)00287-9

Küller, R., Mikellides, B., \& Janssens, J. (2009). Color, arousal, and performance-a comparison of three experiments. Color Res Appl, 34(2), 141-152. https://doi.org/10.1002/col.20476.

Kuniecki, M., Pilarczyk, J., \& Wichary, S. (2015). The color red attracts attention in an emotional context. An ERP study. Front Hum Neurosci, 9, 212. https://doi.org/10.3389/fnhum.2015.00212

Kusunoki, M., Moutoussis, K., \& Zeki, S. (2006). Effect of background colors on the tuning of color-selective cells in monkey area V4. J Neurophysiol, 95(5), 3047-3059. https://doi.org/10.1152/jn.00597.2005

Kwallek, N., Lewis, C. M., \& Robbins, A. S. (1988). Effects of office interior color on workers' mood and productivity. Percept Mot Skills, 66(1), 123-
128. https://doi.org/10.2466/pms.1988.66.1.123

Kwallek, N., Soon, K., \& Lewis, C. M. (2007). Work week productivity, visual complexity, and individual environmental sensitivity in three offices of different color interiors. Color Res Appl, 32(2), 130-143. https://doi.org/10.1002/col.20298.

Levitt, J. B., Kiper, D. C., \& Movshon, J. A. (1994). Receptive fields and functional architecture of macaque V2. J Neurophysiol, 71(6), 2517-2542. https://doi.org/10.1152/jn.1994.71.6.2517

Li, M., Liu, F., Juusola, M., \& Tang, S. (2014). Perceptual color map in macaque visual area V4. J Neurosci, 34(1), 202-217. https://doi.org/10.1523/JNEUROSCI.4549-12.2014

Lim, H., Wang, Y., Xiao, Y., Hu, M., \& Felleman, D. J. (2009). Organization of hue selectivity in macaque V2 thin stripes. J Neurophysiol, 102(5), 2603-2615. https://doi.org/10.1152/jn.91255.2008

Lindsey, D. T, Brown, A. M., Reijnen, E., Rich, A. N., Kuzmova, Y. I, \& Wolfe, J. M. (2010). Color channels, not color appearance or color categories, guide visual search for desaturated color targets. Psychol Sci, 21(9), 1208-1214. https://doi.org/10.1177/0956797610379861

Lisi, M., \& Cavanagh, P. (2015). Dissociation between the perceptual and saccadic localization of moving objects. Curr Biol, 25(19), 2535-2540. https://doi.org/1016/j.cub.2015.08.021

Livingstone, M. S., \& Hubel, D. H. (1984). Anatomy and physiology of a color system in the primate visual cortex. J Neurosci, 4(1), 309-356.
https://doi.org/10.1523/JNEUROSCI.04-01-00309.1984

Livingstone, M.S., \& Hubel, D. H. (1988). Segregation of form, color, movement, and depth: anatomy, physiology, and perception. Science, 240(4853), 740-749. https://doi.org/10.1126/science. 3283936

Logan, G. D., \& Cowan, W. B. (1984). On the ability to inhibit thought and action: A theory of an act of control. Psychol Rev, 91(3), 295-327. https://doi.org/10.1037/0033295X.91.3.295

Lu, H. D., \& Roe, A. W. (2008). Functional organization of color domains in V1 and V2 of macaque monkey revealed by optical imaging. Cereb Cortex, 18(3), 516-533. https://doi.org/10.1093/cercor/bhm081

Luck, S. J. (2014). An introduction to the event-related potential technique, 2nd Edn. Cambridge, MA: MIT Press.

Luck, S. J., and Hillyard, S. A. (1994). Electrophysiological correlates of feature analysis during visual search. Psychophysiology, 31(3), 291-308.https://doi.org/10.1111/j.14698986.1994.tb02218.x

Maan, M. E., Seehausen, O., Söderberg, L., Johnson, L., Ripmeester, E. A., Mrosso, H. D., Taylor, M. I., van Dooren, T. J., \& van Alphen, J. J. (2004). Intraspecific sexual selection
on a speciation trait, male coloration, in the Lake Victoria cichlid Pundamilia nyererei. Proc Biol Sci, 271(1556), 2445-2452. https://doi.org/10.1098/rspb.2004.2911

Maier, M. A., Elliot, A. J., \& Lichtenfeld, S. (2008). Mediation of the negative effect of red on intellectual performance. Pers Soc Psychol Bull, 34(11), 1530-1540. https://doi.org/10.1177/0146167208323104

Marc, R.E. (1982). Chromatic organization of the retina. In: LaVail M, Hollyfield J. (eds.). Cell biology of the eye. p.435-473. New York: Academic Press.

Marr, D. (1982). Vision: A computational investigation into the human representation and processing of visual information. San Francisco: W. H. Freeman.

Martin, P. R., White, A. J., Goodchild, A. K., Wilder, H. D., \& Sefton, A. E. (1997). Evidence that blue-on cells are part of the third geniculocortical pathway in primates. Eur J Neurosci, 9(7), 1536-1541. https://doi.org/10.1111/j.1460-9568.1997.tb01509.x

Marty, J.S., Higham, J.P., Gadsby, E.L., \& Ross, C. (2009). Dominance, coloration, and social and sexual behaviour in male Drills Mandrillus leucophaeus. Int J Primatol, 30: 807. https://doi.org/10.1007/s10764-009-9382-x

Masland R. H. (2001). The fundamental plan of the retina. Nat Neurosci, 4(9), 877-886. https://doi.org/10.1038/nn0901-877

Matsumora, T., Koida, K., \& Komatsu, H. (2008). Relationship between color discrimination and neural responses in the inferior temporal cortex of the monkey. $J$ Neurophysiol, 100(6), 3361-3374. https://doi.org/10.1152/jn.90551.2008

Maunsell, J. H., \& Van Essen, D. C. (1983). Functional properties of neurons in middle temporal visual area of the macaque monkey. I. Selectivity for stimulus direction, speed and orientation. J Neurophysiol, 49 (5), 1127-1147.
https://doi.org/10.1152/jn.1983.49.5.1127

Maus, G. W., \& Nijhawan, R. (2008). Motion extrapolation into the blind spot. Psychol Sci, 19(11), 1087-1091. https://doi.org/10.1111/j.1467-9280.2008.02205.x

Mazza,V., Turatto ,M., \& Caramazza, A. (2009a). An electrophysiological assessment of distractor suppression in visual search tasks. Psychophysiology, 46 (4), 771-775. https://doi.org/10.1111/j.1469-8986.2009.00814.x

Mazza,V., Turatto,M., \& Caramazza, A.(2009b). Attention selection, distractor suppression and N2pc. Cortex, 45(7), 879-890._https://doi.org/10.1016/j.cortex.2008.10.009

Mehta, R., \& Zhu, R. (2009). Blue or red ? Exploring the effect of color on cognitive task performance. Science, 323(5918), 1226-1229. https://doi.org/10.1126/science. 1169144

Meléndez-Ackerman, E., Campbell, D., \& Waser, N. (1997). Hummingbird behavior and mechanisms of selection on flower color in Ipomopsis. Ecology, 78(8), 2532-2541. https://doi.org/10.2307/2265912

Metzger, W. (1932). Versuch einer gemeinamen Theorie der Phänomene Fröhlichs und Hazeloffs und Kritikihrer Verfahren zur Messung der Empfindungszeit [An attempt toward a common theory of the phenomena of Fröhlich and Hazelhoff and a criticism of their methods to measure sensation time]. Psychologische Forschung, 16, 176-200. https://doi.org/10.1007/BF00409732

Meyer, M. J., \& Bagwell, J. (2012). The non-impact of paper color on exam performance. Issues Account Educ, 27(3), 691-706. https://doi.org/ 10.2308/iace-50142

Mieno, A., \& Karino, K. (2019). Male Mate Preference for Female Coloration in a Cyprinid Fish, Puntius titteya. Zool Sci, 36(6), 504-510. https://doi.org/10.2108/zs 190042

Milinski M. (2014). Arms races, ornaments and fragrant genes: the dilemma of mate choice in fishes. Neurosci Biobehav Rev, 46, 567-572. https://doi.org/10.1016/j.neubiorev.2014.08.005

Miller, E. K. (1999). The prefrontal cortex: complex neural properties for complex behavior. Neuron, 22(1), 15-17. https://doi.org/10.1016/s0896-6273(00)80673-x

Minami, T., Nakajima, K., \& Nakauchi, S. (2018). Effects of Face and Background Color on Facial Expression Perception. Front Psychol, 9, 1012. https://doi.org/10.3389/fpsyg.2018.01012

Mitkus, M., Olsson, P., Toomey, M. B., Corbo, J. C., \& Kelber, A. (2017). Specialized photoreceptor composition in the raptor fovea. J Comp Neurol, 525(9), 2152-2163. https://doi.org/10.1002/cne. 24190

Molday, R. S., \& Moritz, O. L. (2015). Photoreceptors at a glance. J Cell Sci, 128(22), 40394045. https://doi.org/10.1242/jcs. 175687

Mollon, J. D. (1989). "Tho' she kneel'd in that place where they grew..." The uses and origins of primate color vision. J Exp Biol, 146(1), 21-38.

Mollon, J. D., \& Bowmaker, J. K. (1992). The spatial arrangement of cones in the primate fovea. Nature, 360(6405), 677-679. https://doi.org/10.1038/360677a0

Montoya, P., Campos, J. J., \& Schandry, R. (2005). See red? Turn pale? Unveiling emotions through cardiovascular and hemodynamic changes. Span J Psychol, 8, 79-85. https://doi.org/10.1017/S1138741600004984

Moore, C. M., \& Enns, J. T. (2004). Object updating and the flash-lag effect. Psychol Sci, 15(12), 866-871. https://doi.org/10.1111/j.0956-7976.2004.00768.x

Moutoussis, K., \& Zeki, S. (1997a). A direct demonstration of perceptual asynchrony in vision. Proc Biol Sci, 264(1380), 393-399. https://doi.org/10.1098/rspb.1997.0056

Moutoussis, K., \& Zeki, S. (1997b). Functional segregation and temporal hierarchy of the visual perceptive systems. Proc Biol Sci, 264(1387), 1407-1414. https://doi.org/10.1098/rspb.1997.0196

Murai, Y., and Murakami, I. (2016). The flash-lag effect and the flash-drag effect in the same display. J Vis, 16(11), 31. https://doi.org/10.1167/16.11.31

Nakajima, K., Minami, T., \& Nakauchi, S. (2017). Interaction between facial expression and color. Scientific reports, 7, 41019. https://doi.org/10.1038/srep41019)

Nawrocki, L., BreMiller, R., Streisinger, G., \& Kaplan, M. (1985). Larval and adult visual pigments of the zebrafish, Brachydanio rerio. Vision Res 25(11), 1569-1576. https://doi.org/10.1016/0042-6989(85)90127-0

Neitz, M., Neitz, J., \& Jacobs, G. H. (1991). Spectral tuning of pigments underlying red-green color vision. Science, 252(5008), 971-974. https://doi.org/10.1126/science. 1903559

Niesta Kayser, D., Elliot, A.J. \& Feltman, R. (2010), Red and romantic behavior in men viewing women. Eur J Soc Psychol, 40(6), 901-908.htpps://doi.org/10.1002/ejsp. 757

Nijhawan R. (1994). Motion extrapolation in catching. Nature, 370(6487), 256-257. https://doi.org/10.1038/370256b0

Nijhawan R. (2001). The flash-lag phenomenon: object motion and eye movements. Perception, 30(3), 263-282. https://doi.org/10.1068/p3172

Nijhawan R. (2008). Visual prediction: psychophysics and neurophysiology of compensation for time delays. Behav Brain Sci, 31(2), 179-239. https://doi.org/10.1017/S0140525X08003804

Nijhawan, R. (2002). Neural delays, visual motion and the flash-lag effect. Trends Cogn Sci, 6(9), 387. https://doi.org/10.1016/s1364-6613(02)01963-0

Nijhawan, R., Watanabe, K., Khurana, B., \& Shimojo, S. (2004). Compensation of neural delays in visual-motor behaviour: No evidence for shorter afferent delays for visual motion. Visual Cogn, 11(2-3), 275-298. https://doi.org/10.1080/13506280344000347

Ogita, M., \& Karino, K. (2019). Effect of body coloration on male-male competition in a cyprinid fish Puntius titteya. Zool Sci, 36(2), 141-146. https://doi.org/10.2108/zs180110

Ögmen, H., Patel, S. S., Bedell, H. E., \& Camuz, K. (2004). Differential latencies and the dynamics of the position computation process for moving targets, assessed with the flashlag effect. Vision Res, 44(18), 2109-2128. https://doi.org/10.1016/j.visres.2004.04.003

Olson, V. A., \& Owens, I. P. (1998). Costly sexual signals: are carotenoids rare, risky or required?. Trends Ecol Evol 13(12), 510-514. https://doi.org/10.1016/s0169-5347(98)01484-0

Orban, G. A., Kennedy, H., \& Bullier, J. (1986). Velocity sensitivity and direction selectivity of neurons in areas V1 and V2 of the monkey: influence of eccentricity. $J$ Neurophysiol, 56(2), 462-480. https://doi.org/10.1152/jn.1986.56.2.462

Osorio, D., \& Vorobyev, M. (1996). Color vision as an adaptation to frugivory in primates. Proc R Soc Lond B, 263(1370), 593-599. https://doi.org/10.1098/rspb.1996.0089

Ott, J.W. (1979). The dual function of the eyes. South J Optom, 21,8-13

Paiva, S. A., \& Russell, R. M. (1999). Beta-carotene and other carotenoids as antioxidants. J Am Coll Nutr, 18(5), 426-433. https://doi.org/10.1080/07315724.1999.10718880

Palmer, J., Huk, A. C., \& Shadlen, M. N. (2005). The effect of stimulus strength on the speed and accuracy of a perceptual decision. Journal of vision, 5(5), 376-404. https://doi.org/10.1167/5.5.1

Palmer, S. E., Schloss, K. B., Xu, Z., \& Prado-León, L. R. (2013). Music-color associations are mediated by emotion. Proc Natl Acad Sci USA, 110(22), 8836-8841. https://doi.org/10.1073/pnas. 1212562110

Paul, S., \& Okan, A. (2011). Response to color: literature review with cross-cultural marketing perspective. Int Bull Bus Adm, 11,34-41.

Pazda, A.D., Elliot, A. J., \& Greitemeyer, T. (2012). Sexy red: Perceived sexual receptivity mediates the red-attraction relation in men viewing woman. J Exp Soc Psychol, 48(3), 787-790. https://doi.org/10.1016/j.jesp.2011.12.009

Peperkoorn, L. S., Roberts, S. C., \& Pollet, T. V. (2016). Revisiting the red effect on attractiveness and sexual receptivity: No effect of the color red on human mate preferences. Evol Psychol, 14(4), 1-13. https://doi.org/10.1177/1474704916673841

Peromaa, T., \& Olkkonen, M. (2019). Red color facilitates the detection of facial anger - But how much?. PloS one, 14(4), e0215610.https://doi.org/10.1371/journal.pone. 0215610

Perry, C. J., \& Fallah, M. (2012). Color improves speed of processing but not perception in a motion illusion. Front Psychol, 3, 92. https://doi.org/10.3389/fpsyg.2012.00092

Perry, C. J., \& Fallah, M. (2014). Feature integration and object representations along the dorsal stream visual hierarchy. Front Comput Neurosci, 8, 84. https://doi.org/10.3389/fncom.2014.00084

Petersdorf,M., Dubuc, C., Georgiev, A.V, Winters, S., Higham, J.P. (2017). Is male rhesus macaque facial coloration under intrasexual selection?, Behav Ecol, 28 (6), 14721481. https://doi.org/10.1093/beheco/arx110

Pomerleau, V. J., Fortier-Gauthier, U., Corriveau, I., Dell'Acqua, R., \& Jolicœur, P. (2014). Color-specific differences in attentional deployment for equiluminant pop-out colors: evidence from lateralized potentials. Int J Psychophysiol, 91(3),194205.https://doi.org10.1016/j.ijpsycho.2013.10.016

Pouget, P., Stepniewska, I., Crowder, E. A., Leslie, M. W., Emeric, E. E., Nelson, M. J., \& Schall, J. D. (2009). Visual and motor connectivity and the distribution of calciumbinding proteins in macaque frontal eye field: implications for saccade target selection. Front Neuroanat, 3, 2. https://doi.org/10.3389/neuro.05.002.2009

Pryke, S. R., Lawes, M. J. \& Andersson, S. (2001). Agonistic carotenoid signalling in male redcollared widowbirds: aggression related to the colour signal of both the territory owner and model intruder. Anim Behav, 62 (4), 695-704.
https://doi.org/10.1006/anbe.2001.1804

Racey, C., Franklin, A., \& Bird, C.M. (2019). The processing of color preference in the brain. Neuroimage, 191, 529-536. https://doi.org/10.1016/j.neuroimage.2019.02.041

Ramachandran, V. S., \& Anstis, S. M. (1990). Illusory displacement of equiluminous kinetic edges. Perception, 19(5), 611-616. https://doi.org/10.1068/p190611

Rao, R.P.N., Olshausen B.A., \& Lewicki, M.S., eds. (2002). Probabilistic Models of the Brain: Perception and Neural Function. Cambridge, MA: MIT Press

Regan, B. C., Julliot, C., Simmen, B., Viénot, F., Charles-Dominique, P., \& Mollon, J. D. (2001). Fruits, foliage and the evolution of primate colour vision. Philos Trans R Sic Lond B Biol Sci, 356(1407), 229-283. https://doi.org/10.1098/rstb.2000.0773

Reid, R. C., \& Shapley, R. M. (2002). Space and time maps of cone photoreceptor signals in macaque lateral geniculate nucleus. J Neurosci, 22(14), 6158-6175. https://doi.org/10.1523/JNEUROSCI.22-14-06158.2002

Ren, L., Khan, A.Z., Blohm, G., Henriques, D.Y., Sergio, L.E., \& Crawford, J. D. (2006). Proprioceptive guidance of saccades in eye-hand coordination. J Neurophysiol, 96(3), 1464-1477. https://doi.org/10.1152/jn.01012.2005

Rentzeperis, I., Nikolaev, A. R., Kiper, D. C., \& van Leeuwen, C. (2014). Distributed processing of color and form in the visual cortex. Front Psychol, 5, 932. https://doi.org/10.3389/fpsyg.2014.00932

Rezaeian, N., Motealleh, A., \& Etemadi, Y. (2015). Effect of color on grip strength and fatigue in college students. Int J Public Health Res, 3(5), 300-303.

Roe, A. W., Chelazzi, L., Connor, C. E., Conway, B. R., Fujita, I., Gallant, J. L., Lu, H., \& Vanduffel, W. (2012). Toward a unified theory of visual area V4. Neuron, 74(1), 12-29. https://doi.org/10.1016/j.neuron.2012.03.011

Rothery, L., Scott, G. W., \& Morrell, L. J. (2017). Colour preferences of UK garden birds at supplementary seed feeders. PloS one, 12(2), e0172422. https://doi.org/10.1371/journal.pone. 0172422

Russell, R., \& Sinha, P. (2007). Real-world face recognition: the importance of surface reflectance properties. Perception, 36(9), 1368-1374. https://doi.org/10.1068/p5779

Saini, H., Jordan, H., \& Fallah, M. (2021). Color modulates feature integration. Front Psychol,12:680558. https:// doi.org/ 10.3389/fpsyg.2021.680558

Savavibool, N. (2016). The effects of color in work environment: A systematic review. Environment-Behavior Proceedings Journal, 1(4), 262-270. https://doi.org/10.21834/e-bpj.v1i4.167

Schneider, K.A. (2018). The flash-lag, Fröhlich and related motion illusions are natural consequences of discrete sampling in the visual system. Front Psychol,9, 1227. https://doi.org/10.3389/fpsyg.2018.01227

Schwarz, S., \& Singer, M. (2013). Romantic red revisited: Red enhances men's attraction to young, but not menopausal women. J Exp Soc Psychol, 49(1), 161164. https://doi.org/10.1016/j.jesp.2012.08.004

Sefc, K. M., Brown, A. C., \& Clotfelter, E. D. (2014). Carotenoid-based coloration in cichlid fishes. Comp Biochem Physiol A Mol Integr Physiol, 173C(100), 42-51. https://doi.org/10.1016/j.cbpa.2014.03.006

Shankar, M. U., Levitan, C. A., \& Spence, C. (2010). Grape expectations: the role of cognitive influences in color-flavor interactions. Conscious Cogn, 19(1), 380-390. https://doi.org/10.1016/j.concog.2009.08.008

Shankar, M.U., Levitan, C.A, Prescott, J., \& Spence, C. (2009). The influence of color and label information on flavour perception. Chem Percept, 2, 53-58. https://doi.org/10.1007/s12078-009-9046-4

Shapley, R., \& Hawken, M. (2002). Neural mechanisms for color perception in the primary visual cortex. Curr Opin Neurobiol, 12(4), 426-432. https://doi.org/10.1016/s0959-4388(02)00349-5

Shi, J., Zhang, C., \& Jiang, F. (2015). Does red undermine individuals' intellectual performance? A test in China. Int J Psychol, 50(1), 81-84. https://doi.org/10.1002/ijop. 12076

Shipp, S., \& Zeki, S. (1985). Segregation of pathways leading from area V2 to areas V4 and V5 of macaque monkey visual cortex. Nature, 315(6017), 322-325. https://doi.org/10.1038/315322a0

Shipp, S., \& Zeki, S. (2002). The functional organization of area V2, I: specialization across stripes and layers. Vis Neurosci, 19(2), 187-210.
https://doi.org/10.1017/s0952523802191164

Siefferman, L., \& Geoffrey, E. H. (2003). Structural and melanin coloration indicate parental effort and reproductive success in male eastern bluebirds. Behav Ecol,14 (6), 855-861. https://doi.org/10.1093/beheco/arg063

Sincich, L. C., \& Horton, J. C. (2002). Divided by cytochrome oxidase: a map of the projections from V1 to V2 in macaques. Science, 295(5560), 1734-1737. https://doi.org/10.1126/science. 1067902

Sinico, M., Parovel, G., Casco, C., \& Anstis, S. (2009). Perceived shrinkage of motion paths. J Exp Psychol Hum Percept Perform, 35(4), 948-957. https://doi.org/10.1037/a0014257

Skalnikova, P., Frynta, D., Abramjan, A., Rokyta, R., Nekovarova, T. (2021). Spontaneous color preferences in rhesus moneys: What is the advantage of primate trichromacy? Behavioiral Processes, 174, 104297. https://doi.org/10.1016/j.beproc.2020.104084

Spence, C., Levitan, C. A., Shankar, M. U., \& Zampini, M. (2010). Does food color influence taste and flavor perception in humans? Chem Percept, 3(1), 6884. https://doi.org/10.1007/s12078-010-9067-z

Steele K. M. (2014). Failure to replicate the Mehta and Zhu (2009) color-priming effect on anagram solution times. Psychon Bull Rev, 21(3), 771-776. https://doi.org/10.3758/s13423-013-0548-3

Stephen, I. D., Coetzee, V., Law Smith, M., \& Perrett, D. I. (2009a). Skin blood perfusion and oxygenation colour affect perceived human health. PloS one, 4(4), e5083. https://doi.org/10.1371/journal.pone. 0005083

Stephen, I. D., Law Smith, M. J., Stirrat, M. R., \& Perrett, D. I. (2009b). Facial Skin Coloration Affects Perceived Health of Human Faces. Int J Primatol, 30(6), 845-857. https://doi.org/10.1007/s10764-009-9380-z

Subramaniyan, M., Ecker, A.S., Patel, S.S., Cotton, R.J, Bethge, M., Pitkow, X., Berens, P., \& Tolias, A. S. (2018). Faster processing of moving compared with flashed bars in awake macaque V1 provides a neural correlate of the flash lag illusion. J Neurophysiol, 120(5), 2430-2452. https://doi.org/10.1152/jn.00792.2017

Sundberg, K.A, Fallah, M., \& Reynolds, J.H. (2006). A motion-dependent distortion of retinotopy in area V4. Neuron, 49 (3), 447-457. https://doi.org/10.1016/j.neuron.2005.12.023

Surridge, A.K, Osorio, D., \& Mundy, N.I. (2003). Evolution and selection of trichromatic vision in primates. Trends Ecol Evol, 18(4),198-205. https://doi.org/10.1016/S0169-5347(03)00012-0

Takechi, H., Onoe, H., Shizuno, H., Yoshikawa, E., Sadato, N., Tsukada, H., \& Watanabe, Y. (1997). Mapping of cortical areas involved in color vision in non-human primates. Neurosci Lett, 230(1), 17-20. https://doi.org/10.1016/s0304-3940(97)00461-8

Tchernikov, I., \& Fallah, M. (2010). A color hierarchy for automatic target selection. PloS one, 5(2), e9338. https://doi.org/10.1371/journal.pone. 0009338

Tolias, A. S., Keliris, G. A., Smirnakis, S. M., \& Logothetis, N. K. (2005). Neurons in macaque area V4 acquire directional tuning after adaptation to motion stimuli. Nat Neurosci, 8(5), 591-593. https://doi.org/10.1038/nn1446

Treisman, A. M., \& Gelade, G. (1980). A feature-integration theory of attention. Cogn Psychol, 12(1), 97-136. https://doi-org.ezproxy.library.yorku.ca/10.1016/0010-0285(80)90005-5

Treisman, A., \& Schmidt, H. (1982). Illusory conjunctions in the perception of objects. Cogn Psychol, 14(1), 107-141. https://doi-org.ezproxy.library.yorku.ca/10.1016/0010-0285(82)90006-8

Ts'o, D. Y., Roe, A. W., \& Gilbert, C. D. (2001). A hierarchy of the functional organization for color, form and disparity in primate visual area V2. Vision Res, 41(10-11), 1333-1349. https://doi.org/10.1016/s0042-6989(01)00076-1

Ungerleider, L. G., \& Desimone, R. (1986). Cortical connections of visual area MT in the macaque. J Comp Neurol, 248(2), 190-222. https://doi.org/10.1002/cne. 902480204

Ungerleider, L. G., Galkin, T. W., Desimone, R., \& Gattass, R. (2008). Cortical connections of area V4 in the macaque. Cereb Cortex, 18(3), 477-499. https://doi.org/10.1093/cercor/bhm061
van Beers, R. J., Sittig, A. C., \& Denier van der Gon, J. J. (1996). How humans combine simultaneous proprioceptive and visual position information. Exp Brain Res, 111(2), 253-261. https://doi.org/10.1007/BF00227302
van Beers, R. J., Sittig, A. C., \& Denier van der Gon, J. J. (1998). The precision of proprioceptive position sense. Exp Brain Res, 122(4), 367-377. https://doi.org/10.1007/s002210050525
van Beers, R. J., Sittig, A. C., \& Denier van der Gon, J. J. (1999). Integration of proprioceptive and visual position-information: An experimentally supported model. $J$ Neurophysiol 81(3), 1355-1364. https://doi.org/10.1152/jn.1999.81.3.1355
van Beers, R. J., Wolpert, D. M., \& Haggard, P. (2002). When feeling is more important than seeing in sensorimotor adaptation. Curr Biol, 12(10), 834-837. https://doi.org/10.1016/s0960-9822(02)00836-9

Vilares, I., \& Kording, K. (2011). Bayesian models: the structure of the world, uncertainty, behavior, and the brain. Ann $N$ Y Acad Sci, 1224(1), 22-39. https://doi.org/10.1111/j.1749-6632.2011.05965.x

Viviani, P., \& Aymoz, C. (2001). Colour, form and movement are not perceived simultaneously. Vision Res, 41(22), 2909-2918. https://doi.org/10.1016/s0042-6989(01)00160-2

Vorobyev M. (2003). Coloured oil droplets enhance colour discrimination. Proc Biol Sci, 270(1521), 1255-1261. https://doi.org/10.1098/rspb.2003.2381

Vreven, D., \& Verghese, P. (2005). Predictability and the dynamics of position processing in the flash-lag effect. Perception, 34(1), 31-44. https://doi.org/10.1068/p5371

Wachtler, T., Sejnowski, T. J., \& Albright, T. D. (2003). Representation of color stimuli in awake macaque primary visual cortex. Neuron, 37(4), 681-691. https://doi.org/10.1016/s0896-6273(03)00035-7

Wakefield, M. J., Anderson, M., Chang, E., Wei, K. J., Kaul, R., Graves, J. A., Grützner, F., \& Deeb, S. S. (2008). Cone visual pigments of monotremes: filling the phylogenetic gap. Vis Neurosci, 25(3), 257-264. https://doi.org/10.1017/S0952523808080255

Wang, Y., \& Felleman, D.J. (2002). Processing of chromatic and luminance surfaces and contours by V2 thin stripes and interstripes. Soc Neurosci Abstr, 32, 720.11.

Wang, Y., Xiao, Y., \& Felleman, D. J. (2007). V2 thin stripes contain spatially organized representations of achromatic luminance change. Cereb Cortex, 17(1), 116-129. https://doi.org/10.1093/cercor/bhj131

Watanabe, K. (2004). Visual grouping by motion precedes the relative localization between moving and flashed stimuli. J Exp Psychol Hum Percept Perform, 30(3), 504-512. https://doi.org/10.1037/0096-1523.30.3.504

Watanabe, M. (1992). Frontal units of the monkey coding the associative significance of visual and auditory stimuli. Exp Brain Res, 89(2), 233-247. https://doi.org/10.1007/BF00228241

Watson, C. T., Gray, S. M., Hoffmann, M., Lubieniecki, K. P., Joy, J. B., Sandkam, B. A., Weigel, D., Loew, E., Dreyer, C., Davidson, W. S., \& Breden, F. (2011). Gene duplication and divergence of long wavelength-sensitive opsin genes in the guppy, Poecilia reticulata. J Mol Evol, 72(2), 240-252. https://doi-org.ezproxy.library.yorku.ca/10.1007/s00239-010-9426-z

Webster, M. J., Bachevalier, J., \& Ungerleider, L. G. (1994). Connections of inferior temporal areas TEO and TE with parietal and frontal cortex in macaque monkeys. Cereb Cortex, 4(5), 470-83. https://doi.org/10.1093/cercor/4.5.470

Weiss, Y., Simoncelli, E. P., \& Adelson, E. H. (2002). Motion illusions as optimal percepts. Nat Neurosci, 5(6), 598-604. https://doi.org/10.1038/nn0602-858

Whitney, D., \& Cavanagh, P. (2000). Motion distorts visual space: shifting the perceived position of remote stationary objects. Nat Neurosci, 3(9), 954959.https://doi.org/10.1038/78878

Whitney, D., \& Murakami, I. (1998). Latency difference, not spatial extrapolation. Nat Neurosci, 1(8), 656-657. https://doi.org/10.1038/3659

Whitney, D., Murakami, I., \& Cavanagh, P. (2000). Illusory spatial offset of a flash relative to a moving stimulus is caused by differential latencies for moving and flashed stimuli. Vision Res, 40(2), 137-149. https://doi.org/10.1016/s0042-6989(99)00166-2

Wiedemann, D., Burt, D. M., Hill, R. A., \& Barton, R. A. (2015). Red clothing increases perceived dominance, aggression and anger. Biol Lett, 11(5), 20150166. https://doi.org/10.1098/rsbl.2015.0166

Wiesel, T. N., \& Hubel, D. H. (1966). Spatial and chromatic interactions in the lateral geniculate body of the rhesus monkey. J Neurophysiol, 29(6), 1115-1156. https://doi.org/10.1152/jn.1966.29.6.1115

Willson, M., Graff, D., \& Whelan, C. (1990). Color preferences of frugivorous birds in relation to the colors of fleshy fruits. The Condor, 92(3), 545-555. doi:10.2307/1368671

Wojtach, W. T., Sung, K., Truong, S., \& Purves, D. (2008). An empirical explanation of the flash-lag effect. Proc Natl Acad Sci U S A, 105(42), 16338-16343. https://doi.org/10.1073/pnas. 0808916105

Wolfenbarger, L. L. (1999). Red coloration of male northern cardinals correlates with mate quality and territory quality. Behav Ecol,10 (1), 80-90.

Xia, T., Qi, Z., Shi, J., Zhang, M., \& Luo, W. (2018). The early facilitative and late contextual specific effect of the color red on attentional processing. Front Hum Neurosci, 12, 224. https://doi.org/10.3389/fnhum.2018.00224

Xiao, Y., Wang, Y., \& Felleman, D. J. (2003). A spatially organized representation of colour in macaque cortical area V2. Nature, 421(6922), 535-539. https://doi.org/10.1038/nature01372

Xiao, Y., Zych, A., \& Felleman, D. J. (1999). Segregation and convergence of functionally defined V2 thin stripe and interstripe compartment projections to area V4 of macaques. Cereb Cortex, 9(8), 792-804. https://doi.org/10.1093/cercor/9.8.792

Yang, S., Bill, J., Drugowitsch, J., \& Gershman, S. J. (2021). Human visual motion perception shows hallmarks of Bayesian structural inference. Scientific Rep, 11(1), 3714. https://doi.org/10.1038/s41598-021-82175-7

Young, S. G. (2015). The effect of red on male perceptions of female attractiveness: Moderation by baseline attractiveness of female faces. Eur J Soc Psychol, 45(2), 146151. https://doi.org/10.1002/ejsp. 2098

Young, S. G., Elliot, A. J., Feltman, R., \& Ambady, N. (2013). Red enhances the processing of facial expressions of anger. Emotion, 13(3), 380-384. https://doi.org/10.1037/a0032471

Young, T. (1802). Bakerian lecture: On the theory of light and colors. Phil Trans R Soc Lond, 92,12-48. https://doi.org/10.1098/rstl.1802.0004

Zeki S. M. (1973). Colour coding in rhesus monkey prestriate cortex. Brain Res, 53(2), 422-427. https://doi.org/10.1016/0006-8993(73)90227-8 Zeki, S.M. (1983). The distribution of wavelength and orientation selective cells in different areas of monkey visual cortex. Proc R Soc Lond B Biol Sci, 217(1209), 449470. https://doi.org/10.1098/rspb.1983.0020

Zhang, T., \& Han, B. (2014). Experience reverses the red effect among Chinese stockbrokers. PloS one, 9(2), e89193. https://doi.org/10.1371/journal.pone. 0089193

