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ABSTRACT 

 

Agile Methods are characterized as flexible and easily adaptable.  The need to keep up with 

multiple high-priority projects and shorter time-to-market demands could explain their increasing 

popularity.  It also raises concerns of whether or not use of these methods jeopardizes quality.  

Since Agile methods allow for changes throughout the process, they also create probabilities to 

impact software quality at any time.  This thesis examines the process of requirement 

engineering as performed with Agile method in terms of its similarities and differences to 

requirement engineering as performed with the more traditional Waterfall method. It compares 

both approaches from a software quality perspective using a case study of 16 software projects.  

The main contribution of this work is to bring empirical evidence from real life cases that 

illustrate how Agile methods significantly impacts software quality, including the potential for a 

larger number of defects due to poor non-functional requirements elicitation. 

  



 

iii 
 

ACKNOWLEDGMENTS 

 

It has been an enlightening journey from the inception till the completion of this master 

thesis. During all this time of ups and downs, I was encouraged and given a lot of support by a 

lot of people, which I would like to thank with all my heart and sincere feelings. 

I would like to thank my supervisor Professor Luiz Maricio Cysnerios for giving me this 

opportunity and having faith in me.  I am compelled to say that without his encouragement and 

enthusiastic support, this thesis would not have been possible.  I can never thank him enough for 

his academic support and help. 

  



 

iv 
 

TABLE OF CONTENT 

 

ABSTRACT .................................................................................................................................................. ii 

ACKNOWLEDGMENTS ........................................................................................................................... iii 

TABLE OF CONTENT ............................................................................................................................... iv 

LIST OF TABLES ...................................................................................................................................... vii 

LIST OF FIGURES ................................................................................................................................... viii 

CHAPTER 1 INTRODUCTION ............................................................................................................... 1 

1.1 Requirement Engineering: Its Definition and Value in Corporate Settings ..................................... 1 

1.2 Software Quality Assurance: Its Definition and Value in Corporate Settings ................................. 2 

1.3 Various Software Methods .............................................................................................................. 3 

1.4 Purpose of the Research ................................................................................................................. 4 

1.5 Research interest and motivation ................................................................................................... 5 

1.6 Thesis Contribution ......................................................................................................................... 5 

1.7 Thesis Organization ......................................................................................................................... 6 

CHAPTER 2 REVIEW OF RELEVANT LITERATURE ........................................................................ 7 

2.1 Software Development Method...................................................................................................... 7 

2.1.1 Agile Development Method ..................................................................................................... 8 

2.1.2 Waterfall Development Method ............................................................................................ 10 

2.1.3 Comparison of Agile and Waterfall Development Methods .................................................. 11 

2.2 Requirement Engineering (RE) ...................................................................................................... 12 

2.2.1 Types of RE ............................................................................................................................. 13 

2.2.2 RE in Agile ............................................................................................................................... 13 

2.2.3 RE in Waterfall ........................................................................................................................ 14 

2.2.4 Requirement Engineering in Agile Versus Waterfall Methods............................................... 15 

2.3 Software Quality Assurance .......................................................................................................... 17 

2.3.1 Software Quality Assurance in Agile ...................................................................................... 18 

2.3.2 Software Quality Assurance in Waterfall ............................................................................... 20 

2.3.3 Comparison of Software quality between Agile and Waterfall Method ................................ 21 

2.4 Summary ....................................................................................................................................... 23 

CHAPTER 3 METHODOLOGY ............................................................................................................ 24 



 

v 
 

3.1 Rationale for Selecting Case Study Research ................................................................................ 24 

3.2 Types of Case Study Research ....................................................................................................... 25 

3.3 Qualitative and Quantitative Research ......................................................................................... 27 

3.4 Summary ....................................................................................................................................... 28 

CHAPTER 4 RESEARCH METHODS AND DATA COLLECTION .................................................. 29 

4.1 Hypotheses of the Research Project ............................................................................................. 29 

4.2 Data Collection Strategy ................................................................................................................ 30 

4.3 The Organization ........................................................................................................................... 30 

4.4 Formation of the Agile and Waterfall Group ................................................................................ 31 

4.5 The Source of Data ........................................................................................................................ 32 

4.6 Criteria for Case Selection: ............................................................................................................ 34 

4.6.1 Project Size: ............................................................................................................................ 34 

4.6.2 User Stories: ........................................................................................................................... 35 

4.6.3 Work Items: ............................................................................................................................ 36 

4.6.4 Team Size: ............................................................................................................................... 37 

4.6.5 Duration:................................................................................................................................. 38 

4.7 Description of Agile and Waterfall Projects .................................................................................. 40 

4.8 Outcome Variables: ....................................................................................................................... 43 

4.8.1 Defects: ................................................................................................................................... 43 

4.8.2 Number defects: ..................................................................................................................... 44 

4.9 Threats to Validity ......................................................................................................................... 45 

4.9.1 Threats to Internal Validity ..................................................................................................... 45 

4.9.2 Threats to External Validity .................................................................................................... 45 

4.10 Statistical Approach .................................................................................................................... 46 

4.11 Summary ..................................................................................................................................... 47 

CHAPTER 5 RESULTS AND DISCUSSIONS ..................................................................................... 48 

5.1 Analysis of User Stories and Defects in Agile Group ..................................................................... 49 

5.2 Analysis of Work Items and Defects in Waterfall projects: ........................................................... 50 

5.3 Comparison between Agile and Waterfall Projects ...................................................................... 52 

5.3.1 Hypothesis 1: .......................................................................................................................... 52 

5.3.2 Hypothesis 2: .......................................................................................................................... 54 

5.4 Strengths ....................................................................................................................................... 57 



 

vi 
 

5.5 Limitations ..................................................................................................................................... 58 

5.6 Summary ....................................................................................................................................... 59 

CHAPTER 6 CONCLUSION AND FUTURE WORK .......................................................................... 60 

REFERENCE .............................................................................................................................................. 62 

 

  



 

vii 
 

LIST OF TABLES 

 

Table 1: Types of Case Studies ................................................................................................................... 26 

Table 2: Relationship between Year of Project Completion and Group Assignment ................................. 31 

Table 3: Sample report of defects in a project ............................................................................................ 34 

Table 4: Sample format of a user story and acceptance criteria.................................................................. 35 

Table 5: Description of Agile projects ........................................................................................................ 41 

Table 6: Description of Waterfall projects .................................................................................................. 43 

Table 7: Group Statistics of Agile and Waterfall ........................................................................................ 52 

 

 

  



 

viii 
 

LIST OF FIGURES 

 

Figure 1: A comparison of Agile and Waterfall life cycles [32] ................................................................. 12 

Figure 2: The relationship between Agile development methods and quality assurance techniques. [32] . 19 

Figure 3: Stages and SQA activities in Waterfall [3] .................................................................................. 21 

Figure 4: The Empirical Cycle of a Case Study [53] .................................................................................. 25 

Figure 5: Generic query used to execute the report from TFS .................................................................... 33 

Figure 6: Size of selected projects using an Agile method ......................................................................... 37 

Figure 7: Size of selected projects using an Agile method ......................................................................... 37 

Figure 8: Team size, project duration and project size for each Agile project selected for analysis .......... 39 

Figure 9: Team size, project duration and project size for each Waterfall project selected for analysis .... 39 

Figure 10: Agile Projects: Proportion of User Stories and Defects ............................................................ 49 

Figure 11: Agile Projects: Defects with proportion of NFR and FR related defects .................................. 50 

Figure 12: Waterfall projects: Proportion of work items and defects ......................................................... 51 

Figure 13: Waterfall projects: Defects proportion of NFR and FR related defects .................................... 51 

Figure 14: Mean of Number of defects for Agile and Waterfall ................................................................. 53 

Figure 15: Mean of NFR-related Number of defects for Agile and Waterfall ............................................ 55 

 



 

1 
 

CHAPTER 1 INTRODUCTION 

 

In information-intensive societies, such as North America, technological solutions have 

become a popular trend.  Such societies have a high expectation of generating economic growth, 

innovation, and creating new ways to distribute knowledge.  As a result, more efficient ways of 

software development are being applied and evaluated in team settings in companies across the 

globe.  Although the efficiency and faster turnaround are expected, software quality cannot be 

compromised. This chapter provides the background and rationale for this assessment of the 

impact of different software development methods on the quality of its output. 

 

1.1 Requirement Engineering: Its Definition and Value in Corporate Settings 

 

Requirement Engineering (RE) is a process of formulating, documenting and maintaining 

software requirements. In this process, the software need is identified; without this process, 

achieving great success in delivering functional software may be impossible.  Dealing with 

requirements used to be the first order of business and the process took place before design, cost 

estimation, planning or programming to satisfy quality levels [5].  However, in recent times, 

requirements are analyzed throughout the software development life cycle.  Though requirement 

engineering is time consuming, it is the only way to maximize the chances for the delivered 

software to meet the specifications [5].  Thus, RE plays a key role in software development. 

In RE, functional requirements (FR) and non-functional requirements (NFR) are both 

crucial to the success of the project.  While FR refers to features the software should provide, 
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NFR refers to constraints imposed on these features that could be local to one specific feature or 

applied to the overall operations of the system. An example of an FR would be “the system must 

send an email when an order is placed”.  A related NFR would be “emails must be sent with a 

latency of no greater than 1 hour of that activity”.  Though NFR elaborates a performance 

characteristic of the system, it is often ignored in software design [13].  By ignoring key 

requirements, the success of software cannot be accomplished. 

 

1.2 Software Quality Assurance: Its Definition and Value in Corporate Settings 

 

Software Quality Assurance (SQA) is an integral part of any software development 

method.  It refers to a series of procedures that stipulate the desired level of quality in software, 

especially by means of attention to its feature functionalities and overall operations.  As Non-

functional Requirements (NFRs) are often overlooked in RE, their absence tends to result in 

failures and very expensive and difficult to correct [13].  Minimizing mistakes or defects and 

building software to meet the customer’s requirement(s) have always been highly valued and can 

lead to significant savings in software life-cycle costs [43] [7].  Though, the definition of SQA 

has changed over time, meeting the needs of the customers and providing product satisfaction 

has always been a primary consideration in SQA [28].  Software reliability, stability, and 

usability result in greater customer satisfaction. 
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1.3 Various Software Methods 

 

Since the late 1960s, many different software development methods have been introduced 

and used by the software engineering community [32][44].  These methods have been improved 

and refined over time [32].  Some of them have been in existence longer than others and reached 

a more stable level and are referred to as “traditional” software development methods. 

The Waterfall method is one of the many traditional methods and involves a software 

lifecycle that is divided into linear stages [32].  In contrast, the Agile software development 

method is more modern and comprised of a group of activities that encourages dynamic 

planning, development, and frequent delivery of artefacts to meet client satisfaction [4] [25] [18]. 

Since Agile software development methods focus on minimal documentation, Paetsch et 

al. [31] have suggested that Agile and Waterfall software method seem contradictory.  In fact, 

Traditional and Agile RE are similar with respect to the performance of primary activities, such 

as elicitations, management, and validations, but differ in terms of when these activities are 

executed.  More specifically, traditional RE is dependent on documentation for knowledge 

sharing, whereas Agile methods are less document-centric and prioritize face-to-face 

collaboration.  In Agile process, teamwork is conducted within a short timeframe to gather 

requirements, develop, test, and deliver [25].  Overall, abilities such as accommodating changes, 

enhancing customer relationships, greater return on investment, and shorter development periods 

are identified as key factors for the increasing demand for agile practices [45] [31].  Thus, one 

well-recognized benefit of Agile RE has been the ability to create more satisfactory relationships 

with customers due to its quick delivery of high business value features and easier 

accommodation for changes in requirements [45].  Though, in Agile method, validations happen 
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throughout the process to ensure quality [18] [32], the easier accommodation of changes in Agile 

RE is typically completed without sufficient documentation, which may lead to challenges in 

maintaining software quality. 

 

1.4 Purpose of the Research 

 

The aim of this research project was to conduct an empirical test of whether Agile methods 

benefits over Traditional methods in terms of the number of defects, including functional and 

non-functional related defects.  According to anecdotal reports, Agile methods, such as Scrum, 

are unable to produce high-quality products due to its volatile nature, however, the Agile process 

has been described by the Standish group as the “universal remedy for software development 

project failure [46].  To date, there has not been sufficient study regarding the actual practices of 

software professionals for software activities using Agile methods [24].  This project used case 

study methods to examine data from real-life scenarios.  The following research questions were 

asked: 

1. Is there a significant difference in the number of defects/issues produced in Agile 

and Waterfall methods? 

2. Is there a significant difference in the number of NFR-related or FR-related 

defects/issues produced in Agile and Waterfall methods? 
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1.5 Research interest and motivation 

 

Apart from the trend with insufficient research work, being working in a team who 

primarily offers technological solutions to clients and experiencing the shift of methods from 

Waterfall to Agile raises interests to further dive into the topic of whether it is the better solution 

for future of software methods or not. 

 

1.6 Thesis Contribution 

 

This study makes several contributions.  First, although the critical nature of software 

failure and success has been investigated for years, this study makes further contributions by 

providing a detailed analysis of the benefits of Agile vs.  Waterfall methods for a small to mid-

size software team of 30 members.  Second, despite Agile method’s popularity in the real world, 

its benefits and risks have not been empirically tested using real life cases that emerged in real 

life situations.  Until now most of the works addressing Agile methods rely on judgment calls 

made by developers using the method and their experience only.  In fact, some of the aspects are 

still in an exploratory stage.  In order to overcome this gap, this project is one of the first to offer 

empirical evidence of the impact of Agile methods on software quality.  Lastly, since most 

organizations are looking to bring in efficient systems/procedures regarding RE and software, 

these findings may be useful to companies struggling to better understand the complex 

comparisons between Agile and Waterfall methods while deciding whether to adopt Agile 

methods. 
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1.7 Thesis Organization 

 

This thesis is organized into six chapters.  In Chapter 1, an introduction to the issue of 

Software Quality on Agile vs. Waterfall software method and the purpose of the research study is 

presented.  Chapter 2 provides a review of the literature regarding Agile methods, requirement 

engineering in Agile and Waterfall, and software quality, including a summary of all relevant 

terminology.  Chapter 3 elaborates on the quantitative methodology used in this study, its 

rationale, and the method employed in the process of data collection.  The hypotheses and the 

data are analyzed and presented in Chapter 4.  In Chapter 5, the study findings, the findings of 

similar research, strengths and limitations are discussed.  And finally, the thesis is summarized, 

and possible future work is presented in Chapter 6. 
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CHAPTER 2 REVIEW OF RELEVANT LITERATURE 

 

This chapter provides background information about the two software development methods 

(Agile and Waterfall) under investigation in this study.  First, the software development method 

is defined, and then, the characteristics, and benefits of each are described.  Next, the definitions 

of requirement engineering and software quality assurance are introduced, and their application 

in both methods is discussed.  Throughout the chapter, a comparison of the Agile and Waterfall 

method reveals their similarities and differences in each area (e.g., benefits, requirement 

engineering, and procedures for quality assurance). 

 

2.1 Software Development Method 

 

Over the years, many systematic, disciplined and quantifiable methods of software 

development have been introduced.  Each of these methods involves multiple phases and a 

variety of activities.  For example, design, re-factor, re-use, re-engineering, and maintenance are 

some of the common activities employed to accomplish software solutions [31].  The goal of 

these activities is to develop software that meets the customers’ needs. 

In last 50 years, several methods have been introduced to enhance the success in software 

development.  Some of the common methods include Waterfall, Prototyping, Iterative and 

Incremental Development, Spiral, Rapid Application Development, Extreme Programming, and 

Agile.  The selection of a software development method is significant in any software project 

because strengths and weaknesses of the method have an impact on the customer [20].  Some 

researchers have proposed that the choice of a particular method is related to a number of 
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situational factors, including organizational, project-related and team-related factors [36], and 

therefore, a single method is not suited for all software development projects.  The decision of 

using a specific method can be based on the literature and the standards of consistency in the 

industry [51].  In the next section, the characteristics and benefits of Agile and Waterfall 

development method are described. 

 

2.1.1 Agile Development Method 

 

The Agile Development method emerged as the result of a gathering of seventeen 

representatives from the software development industry in Snowbird, Utah in 2001 [2].  Their 

aim was to promote innovative approaches to software development that would enable 

organizations to react quickly and adapt to changing requirements and technologies.  In their 

Agile manifesto [2], they identified the following four priorities: (a) individuals and interactions 

over processes and tools, (b) working software over comprehensive documentation, (c) customer 

collaboration over contract negotiation, and (d) responding to change rather than following a 

plan.  The manifesto as based on twelve principles focusing on gaining customer satisfaction by 

frequently delivering working software and by being in a self-organizing team.  There are many 

types of Agile methods, such as extreme programming, scrum, feature-driven development, 

dynamic system development method, adaptive software development, and crystal and lean 

software development [4] [9] [50] [35].  Common to all methods is the division of clients’ needs 

into multiple release cycles that are presented in smaller portions according to their business 

value [52] [20].  These methods include some of the most recognizable quality factors such as: 

cost-effectiveness, efficiency, extendibility, maintainability, portability, reusability, and 
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robustness [28].  Overall, Agile encourages software development teams to remain as flexible as 

possible while working towards their common goal of producing a successful result. 

Today’s dynamic and fast-paced business environment is increasingly choosing Agile 

methods over other methods due to its benefits [9] [20] [25] [31] [36] [45] [51].  Due to the 

ability to handle volatile requirements throughout the software development life cycle and the 

ability to deliver in a shorter timeframe, agile methods have gained acceptance [32].  The major 

benefits of Agile methods are: 1) reduced risk and 2) increased revenue. 

In Agile methods, risk of failure is reduced by the iterative approach with frequent 

continuous planning and feedback.  While the team needs to remain focused on delivering an 

agreed subset of the product’s features during each iteration, there are opportunities to constantly 

refine and reprioritize the overall product backlog.  New or changed backlog items can be 

planned for the next iteration and provide the opportunity to introduce changes within a few 

weeks’ time.  Regardless of the size of a project, customer response is quick and frequent.  

Though according to the Standish Group, the Agile method is considered one of the factors for 

the success of small projects as it embodies the philosophy of the small projects [46], larger 

projects can also be broken into smaller projects and delivered in an iterative process. 

As the risk is reduced, the revenue increases as well by having clear understanding of 

priorities.  It supports reduced overhead cost in creating, re-doing, and maintaining requirements 

[25] [31] and helps gain more revenue.  The active involvement of the user or business 

representatives during the software development process creates a positive working relationship 

and a more accurate understanding of project goals.  For example, Liu et al.ʼs [27] survey of 377 

participants from Chinese software companies and researchers revealed that the three reasons for 
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major failures were an unclear understanding of the systems, not understanding constant change, 

and not having enough interactions with customers. Apart from delivering portions of products 

more frequently, the Agile method supported working features as the most important measure of 

progress throughout the project life cycle to bring more revenue in a shorter timeframe [7].  For 

example, re-prioritizing, adding and modifying existing requirements are common in Agile 

because they are viewed as contributing to cost minimization [7] [25].  Agile brings efficiency in 

the process to make the most of the resources and maximize profit. 

 

2.1.2 Waterfall Development Method 

 

Over the years, many software development methods have been refined and referred to as 

“traditional” methods.  One of oldest of these traditional methods is Waterfall, which was first 

described by Winston Royce in 1970 [40] and is still widely practiced in both small and large 

projects [3].  The Waterfall development method consists of sequential phases, including 

requirement analysis, software design, implementation, testing, integration, deployment, and 

maintenance. Typically, in this model, activities are seen as more steadily flowing downward, 

and more emphasis is given to planning, time schedules, target dates, budgets, and 

implementation of an entire system at once.  This model prioritizes that the team has an 

understanding of the complete requirements of a project before beginning because plans are not 

re-evaluated during the development process. 

Historically, there have been many successful projects completed under Waterfall. It has 

been used widely in both small and large projects [3], and many benefits have been reported.  
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Some of the key benefits of Waterfall are: promote efficiency with stable project definition and 

easier management of due to the rigidity of the each phase.  Waterfall method is known for its 

more concrete and complete requirements, and these characteristics make this approach more 

stable.  As mentioned earlier, the first of five stages of this method is requirement analysis.  In 

this method, it is believed that spending more time early in the cycle can lead to greater success 

at later stages.  Also, management of Waterfall method is easier due to the linear approach. 

 

2.1.3 Comparison of Agile and Waterfall Development Methods 

 

Agile and Waterfall methods differ in terms of the types of activities and when they are 

used within the development process.  According to Huo et al. [32], the Agile approach turns the 

traditional software process “sideways”.  Whereas traditional plan-driven development methods 

such as Waterfall use distinct and linear stages such as requirements analysis, system design, 

implementation, testing, and maintenance, the Agile methods involve overlapping processes [3] 

[32] . 

Figure 1[32] shows that the activities in Waterfall, such as ‘Requirement analysis and 

definition’, ‘System and software design’, ‘Implementation and unit testing’, ‘Integration and 

system testing’ and ‘Operation and maintenance’, take place one after another in sequential 

order.  However, in Agile methods, after the ‘creation of user stories’ and ‘release planning’, 

activities such as ‘iteration planning’, ‘create unit test’, ‘develop code’, ‘continuous integration’, 

‘acceptance test’ take place simultaneously. 
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Figure 1: A comparison of Agile and Waterfall life cycles [32] 

 

2.2 Requirement Engineering (RE) 

 

Requirement engineering is a knowledge intensive activity that involves eliciting, 

analyzing, documenting, validating, and managing software requirements [4] [18] [25] [31].  

According to Thayer [49], Requirements Engineering (RE) provides the appropriate mechanism 

to understand what the customer wants [18] and helps to analyze their needs, so that the 
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feasibility of the software can be determined and solutions can be negotiated.  According to 

International Requirements Engineering Board, RE is a disciplined approach that is performed 

by documenting and managing stakeholders’ needs in systematic ways [46]. 

 

2.2.1 Types of RE 

 

Requirements can be classified into two categories: Non-functional requirements (NFR) 

and Functional Requirements (FR). NFR are also known as quality requirements and refer to 

criteria that can be used to qualify the operation of a system and to define how software should 

behave at any given time. Some of the NFR includes reliability, security, accuracy, safety, 

performance, look and feel requirements, as well as organizational, cultural and political 

requirements [13].  On the other hand, FR refers to specific behaviors that are involved with the 

function of the software to define what features and functions it should provide.  For example, 

FR may include calculation, data manipulation, and any specific business rule regarding 

processes.  In the next section, its briefly discussed how RE is performed in Agile and Waterfall 

methods are described. 

 

2.2.2 RE in Agile 

 

In Agile, RE is achieved through continuous collaboration while requirement gathering, 

developing and testing may happen at the same time. Many software development organizations 

now deal with requirements that tend to evolve quickly and become obsolete even before project 
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completion [5].  Hence, the need for continuous RE is considered necessary for successful 

delivery in these cases.  Gallardo-Valencia and Sim [18] mentioned that recent studies have 

shown that requirement engineers prefer short requirements.  In a field study of a company with 

26 members practicing Agile, the requirements were captured incrementally by the teams and 

communicated verbally rather than using a comprehensive document to summarize requirement 

knowledge [18].  In Agile, the business requirements are elicited and documented in the form of 

user stories, which are from portrays user’s perspective [46].  These user stories are used as a 

primary unit of work and continue to grow during the lifecycle of the project.  Cao and Ramesh 

[25] performed a qualitative study of RE practices in 16 organizations that practice Agile and 

reported that its key practices included: face-to-face communication, iterative requirement 

engineering, extreme prioritization, constant planning, test-driven development, reviews, and 

tests.  Though Agile developers insist on directly involving users and delivering “product 

versions” in short increments, the need for requirements is very critical [35].  Validating these 

requirements also continue during RE in Agile. 

 

2.2.3 RE in Waterfall 

 

In Waterfall method, RE takes place in the first phase of the development process and 

makes use of the following five activities: elicitation, analysis and negotiation, documentation, 

validation, and management [31].  In requirement elicitation, consulting with stakeholders 

discovers the process requirements and in requirement analysis, the elicited requirement’s 

consistency and completeness are ensured [7].  Documentation, requirement validation, and 

management are also done systematically. 
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2.2.4 Requirement Engineering in Agile Versus Waterfall Methods 

 

Though the purpose of RE is the same in all software methods, how RE is performed in 

Agile and Waterfall methods is opposing in nature [4] [31].  In this section, RE in Agile and 

Waterfall are discussed in terms of their differences with respect to customer involvement, non-

functional requirements, as well as the use of an iterative approach, prioritization, and 

documentation. 

With respect to customer involvement, RE in both Agile and Waterfall methods place 

importance upon stakeholder involvement, face-to-face collaboration, and delivering high-

quality products [18] [31].  However, while customer collaboration and communication are 

crucial for achieving a good quality product [25] [18] [7], Agile and Waterfall methods differ in 

terms of when customers are consulted.  In Waterfall, customers are involved during the initial 

phases of requirement gathering and analysis, whereas, in Agile, customers are involved 

throughout the entire process [31]. 

Agile and Waterfall methods are also different with respect to their use of Non-

Functional Requirements.  In Agile approaches, NFRs are not properly identified, modelled or 

linked during the early requirement analysis phase [14] [15].  Due to the nature of evolving 

requirements, NFR such as resources, maintainability, portability, safety or performance are 

often overlooked in Agile [31].  In addition, NFRs are not often seen as crucial or highly critical 

by teams using Agile methods [34] [13]. In contrast, there are some approaches to deal with NFR 

that are more likely to be used in waterfall where models and design are carefully developed; 

then NFR might be better handled in Waterfall. 
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The use of an iterative approach in RE in Agile differs considerably from Waterfall 

method.  For example, Cao and Ramesh [50] revealed that one of the key differences between 

Agile and Waterfall methods is that the former employs an iterative approach in discovering 

requirements to satisfy customers. Customers receive working features in shorter timeframes and 

are directly involved in modifying the requirements [25].  In contrast, RE activities are done 

upfront in Waterfall method and not re-visited throughout the project. 

With respect to the prioritization of requirements, Agile and Waterfall make use of 

different techniques. In Agile, techniques are used to enable customers to provide information 

about the business value of features that meet their functional requirements in a particular 

iteration [25].  Hence, prioritization in Agile happens as part of the process of iteration [45].  For 

iterations, the requirements are ranked and maintained as part of a backlog list of user stories.  In 

Waterfall, complete requirements for the entire project are prioritized based on features, 

functionalities, and non-functional related items upfront and the prioritization is maintained 

through the project lifecycle, and reprioritization is difficult [25]. 

Lastly, Agile and Waterfall methods differ in terms of their use of documentation.  Agile 

methods are more code-oriented [28] and therefore requirement knowledge is not captured in 

comprehensive documentation.  According to Chapin [12], the vast majority of Agile methods 

accomplish software maintenance without documentation.  User stories do not become part of 

the complete documentation of the system [25] [18] and are only used to accommodate change at 

any time during the short development cycle.  In contrast, plan-driven traditional methods such 

as Waterfall do not make such changes during the development cycle [18], and documentation is 

used to share knowledge [4] [31]. 
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2.3 Software Quality Assurance 

 

The objective of any software development process is to implement a quality product with 

no defects. Software Quality Assurance (SQA) is an integral part of this process [19] regardless 

of the software development method employed [21].  Sommerville [44] defines software quality 

as a management process concerned with ensuring the software has a small number of defects 

and that it reached the required standards of maintainability, reliability, portability and so on 

[44].  It also refers to the process of evaluating software to ensure compliance with software 

requirements [4] [43].  There have been many approaches proposed to improve software quality, 

including total quality management, six sigma, capability maturity model, and more [43].  

Quality improvements help operational performance in several ways, such as increased revenue, 

reduced costs, and improved productivity [27].  SQA activities include auditing, testing of the 

software and an awareness checkpoint to examine the project’s status [42].  According to Bohem 

(1984) [6], these activities are usually performed to determine the fitness or worth of a software 

product for its operational mission. 

Due to the nature of software, it is challenging to assess the quality using the same set of 

guidelines for all products in all industries [3].  Many researchers have come up with 

standardized models that use particular dimensions, such as performance, reliability, 

responsiveness, aesthetics, durability, serviceability, and so on, to ascertain quality [43] [3]. The 

International Organization for Standards (ISO) proposed the ISO 9001 standard, which is 

applicable to a range of businesses that deal with software development [3] [43]. Although 

initially, quality was defined as conformance to a standard and specification, this definition was 

changed in the 1990s to keep up with the dynamic business environment.  ISO 9126 was adopted 
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as the standard for evaluating software quality [43].  ISO/IEC 15504 is also known as SPICE 

(Software Process Improvement and the Capability determination) and refers to a “framework 

for the assessment of processes”.  SPICE addresses the process, methods, and overall quality 

management, and also proposes standards for design, documentation, implementation, support, 

monitoring, control, ongoing review, and evaluation of current standards [3].  Different models 

such as CMM (Capability Maturity Model), CMMI (Capability Maturity Model Integration), 

TMM (Testing Maturity Model), TPI (Test Process Improvement) have been proposed to 

increase repeatability, predictability, and manageability of software [19]. 

 

2.3.1 Software Quality Assurance in Agile 

 

Software Quality Assurance (SQA) in Agile is software testing that follows the same 

principles of Agile Software development method.  Two of the most significant characteristics of 

Agile are 1) being able to handle volatile requirement and 2) being able to deliver in a shorter 

timeframe [32].  SQA in Agile also demands testing unstable requirements faster. In order to 

meet the demands, in Agile, the quality of software is maintained by testing and working with 

customer-approved software continuously throughout each iteration of the development cycle.  

Agile quality assurance is used to ensure that the software can respond to change, as the 

customer requires it.  Since requirements in Agile are likely to change at any given time, these 

changes must also be tested.  Huo et al. [32] identified that quality assurance starts at very early 

stages and continues during all stages (Figure 2). 
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Figure 2: The relationship between Agile development methods and quality assurance 

techniques. [32] 

 

In the above figure, it is notable that Agile quality assurance techniques take place at the 

same time as other processes such as requirement definition, user stories, release planning, and 

systems and software design.  It also shows that these processes continue during the 

implementation and integration phases. 

In order for the SQA testing to happen in a shorter time during any phase, all members of 

a cross-functional Agile team participate.  All team members including Quality Assurance 

Analysts’ are involved and encouraged to ensure the delivery of the business value desired by the 

customer at frequent intervals [1].  Agile quality is considered to be a result of practices such as 

effective collaborative work and communication during incremental development and iterative 

development.  In this process, all team members including Quality Assurance Analysts’ are 
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involved and encouraged to ensure the delivery of the business value desired by the customer at 

frequent intervals [1].  This means procedures of quality assurance in Agile Methods are 

dependent upon team collaboration [28], which serves as the focal point for ensuring quality [4] 

in a shorter time. 

 

2.3.2 Software Quality Assurance in Waterfall 

 

As mentioned earlier, the Waterfall model divides the software development lifecycle 

into linear stages with well-defined activities for each stage.  The activities include 1) 

requirement definition 2) system and software design 3) implementation and unit testing 4) 

integration and system testing and 5) operation and maintenance [44].  Since the deliverables of 

one activity are required for the next activity, new stages will not begin until the previous phase 

is completed.  In Waterfall, the traditional validation process includes activities that ensure that a 

software system is being built to the customer’s satisfaction in the presence of a specification 

document [4] and results of the investigation are required as deliverables.  In the testing stage, an 

investigation of whether the requirement provided by the stakeholders match the product 

outcome is performed.  The testing stages of Waterfall method are done after development is 

complete [3] and its purpose is to determine the correctness of the product and the ability to 

move forward in the SQA process.  If the software does not meet the requirements and produces 

errors, issues and defects are created, as a result.  Although the documentation of issues and 

defects signals that the testing stage is complete, the development and testing stages are repeated 

until all issues and defects have been resolved.  Figure 3 illustrates each stage and associated 

SQA activities in Waterfall model. 
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Figure 3: Stages and SQA activities in Waterfall [3] 

 

2.3.3 Comparison of Software quality between Agile and Waterfall Method 

 

The use of SQA in Agile and Waterfall method is different in terms of the initiation, 

frequency and focus of the activities.  In Agile, SQA activities begin from the very beginning 

whereas, in Waterfall, SQA activities do not begin until all developments are completed.  In the 
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field study conducted by Manjunath, Jagadeesh, and Yogeesh (2013) [30], the ability to detect 

issues earlier was noted to provide chances to fix them at an earlier stage. 

A second difference between Agile and Waterfall method lies in how frequently the SQA 

activities are performed.  According to Cao and Ramesh [22], early and constant validation and 

frequent review meetings are used to validate requirements in Agile. Also, Mnkandla and 

Dwolatzky [28] concluded that quality assurance occurs more frequently in Agile method than in 

Waterfall.  Many metrics have been included, such as sprint wise issues, escapes per sprints, 

impediments count per sprint, and sprint health boards have been introduced to measure quality 

in Agile to accommodate its dynamic nature [1].  However, controversies exist with respect to 

the flexibility of these metrics to accommodate the changing requirements and whether the 

quality of the customers is satisfactory or not [21]. 

The focus of SQA activities is also different in Agile and Waterfall methods.  The primary 

focus in Agile testing is to validate only the items for the particular iteration.  In contrast, 

Waterfall method concentrates on the full requirements of the project.  In Agile, unit testing and 

acceptance testing are the primary focus [22].  In general, there seems to be a lack of significance 

put in for Non-functional requirements (NFR) aside from functional requirements software 

solutions [13]. It is more evident in Agile than Waterfall.  According to Taehoon et el., previous 

research with Agile approaches did not focus on non-functional aspects and suggested 

identifying non-functional requirements early can contribute to achieving improved quality [48]. 
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2.4 Summary 

 

The review of the relevant literature in this chapter presented the understanding of the 

software methods such as: Agile and Waterfall method with respect to the process of 

requirements and quality assurance.  This chapter also introduced the comparison of requirement 

engineering and software quality assurance. The next chapter presents the research method used 

in this research project. 
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CHAPTER 3 METHODOLOGY 

 

The purpose of the chapter is to present the approach used in this empirical study, as well as 

the rationale for choosing the case study method.  The rationale for selecting the case study 

approach is described first, followed by a description of the various types of case study methods 

and the reasons for selecting an exploratory, quantitative design.  The research procedures are 

presented in the next chapter (Chapter 4). 

 

3.1 Rationale for Selecting Case Study Research 

 

Empirical research is viewed as a rational approach to solving research problems using 

investigative techniques, designing alternative solutions, as well as validating, implementing, and 

evaluating the results [53].  Case study research methodology is viable in situations where 

individual, group, organizational and social phenomena are investigated [23].  It has the 

capability of examining a phenomenon in its natural setting and utilizing multiple data collection 

methods to gather information from one or more people, groups or organizations.  Also, this type 

of research approach can address the “how” and “why” of a problem, as well as its complexity. 

Figure 4 shows the type of questions and problems that guide the design and execution of 

research studies [53]. 
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Figure 4: The Empirical Cycle of a Case Study [53] 

 

3.2 Types of Case Study Research 

 

Case studies can be accomplished in a single case or multiple cases [55].  Whereas a single 

case study concentrates on a single organization or situation, a multiple case study involves the 

examination of two or more instances of the phenomenon within the same study.  Further, a case 

study can be categorized as exploratory, explanatory or descriptive in nature depending upon 

how it is implemented [55].  An exploratory case study is used to define the question and 

hypothesis for a subsequent study or to determine the feasibility of research procedures.  The 
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purpose of an explanatory case study is to identify cause-effect relationships.  In contrast, a 

descriptive case study first develops and documents the experience, and then answers a series of 

questions based on theoretical constructs [55].  Given the many options for investigation, there 

are at least six possible methods to employ in the case study approach (Table 1). 

 

Type Single-Case Multiple-Case 

Exploratory Exploratory with Single-Case Exploratory with Multiple-Case 

Explanatory Explanatory with Single-Case Explanatory with Multiple-Case 

Descriptive Descriptive with Single-Case Descriptive with Multiple-Case 

   

 

Table 1: Types of Case Studies 

 

In the present study, a multiple-case (completed for multiple organizations) with an 

exploratory method was selected. With respect to the selection of an organization, a business that 

specializes in transaction management for mortgage processing was chosen as the identified 

case.  The primary reason for selecting the organization was because it provided an opportunity 

to examine two RE methods (e.g., Agile and Waterfall) that were employed at different times in 

the history of the company.  This company had undergone a well-demarcated shift from 

Waterfall to Agile method that provided an opportunity to evaluate data from each period clearly 



 

27 
 

in terms of its outcomes, challenges, and benefits.  The transition between methods occurred in 

2012, and, therefore, all projects completed after 2012 followed Agile method, whereas pre-2012 

projects followed Waterfall method. 

 

3.3 Qualitative and Quantitative Research 

 

Qualitative research methods are useful for exploring and understanding any emerging 

research problem. In this particular topic of Agile and Waterfall method, previous studies have 

employed qualitative research methods, such as field observation and interviews, to measure the 

impact of RE in Agile Methods on software quality [18].  Many of the qualitative studies that 

were completed helped gain an understanding of the complex underlying reasons, opinions, and 

motivations for using one method over another [25].  They investigated the why rather than the 

how many [4].  It also provided insights into the research problem for this thesis, and, in 

particular, helped in the formulation of ideas and hypotheses for this quantitative project. In 

contrast, a quantitative approach is used to quantify the problem by way of generating numerical 

data to transform into useable statistics and to evaluate and analyze the findings.  In this 

approach, hypotheses were formulated for research problems/questions and relied on data, which 

were useful when evaluating cause and effect relationships. 

Both qualitative and quantitative approaches have advantages and limitations.  The 

decision of whether to choose a qualitative or quantitative is dependent on the nature of the 

project, the type of information needed, the context of the study and the availability of the data.  

There were a few reasons why a quantitative approach was chosen for this thesis.  First of all, 
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while reviewing the literature, it was evident that there were many studies done to understand the 

characteristics of the Agile and Waterfall software development methods and their nature of 

requirements for quality assurance.  However, no quantitative studies had been found that 

focused on the impact of adoption of Agile method on software quality. 

In addition, a quantitative approach was selected due to the availability of data from an 

organization that had made use of both software methods (Agile and Waterfall) in recent years.  

Since this history had been documented, it provided an opportunity to measure and compare 

certain features of the completed projects. Statistical models could be constructed to test 

hypotheses about Agile and Waterfall method that might have usefulness in real life decision-

making. 

 

3.4 Summary 

 

This chapter described the various types of case studies and research methods available for 

use in this project, as well as the rationale for choosing a case study approach to a quantitative 

research strategy.  Based on the rationale, a case study methodology was considered well suited 

to compare the quality of projects completed under Agile and Waterfall method. 
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CHAPTER 4 RESEARCH METHODS AND DATA COLLECTION 

 

This chapter presents the hypotheses of the research, data sources and case selection criteria, 

as well as the steps involved in collecting the data. 

 

4.1 Hypotheses of the Research Project 

 

The aim of this case study was to determine whether there is a difference between Agile 

and Waterfall methods.  Two hypotheses for this project are described below: 

Hypothesis 1: Number of defects in Agile and Waterfall projects is same. 

µAgile No. of Defects = µWaterfall No. of Defects 

 

Alternative Hypothesis: Number of defects is different in Agile and Waterfall projects. 

µAgile No. of Defects ≠ µWaterfall No. of Defects 

[Where µAgile No. of Defects is population mean for a number of defects on Agile Projects and 

µWaterfall No. of Defects  is the population mean for a number of defects on Waterfall Projects] 

 

Hypothesis 2: Number of NFR-related defects in Agile and Waterfall projects is same. 

µAgile No. of NFR Defects = µWaterfall No. of NFR Defects 

 

Alternative Hypothesis: Number of NFR-related defects is different in Agile and 

Waterfall projects. 

µAgile No. of NFR Defects ≠ µWaterfall No. of NFR Defects 
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[Where µAgile No. of NFR Defects is population mean for a number of NFR-related defects on Agile 

Projects and µWaterfall No. of NFRDefects is the population mean for a number of NFR- related defects 

on Waterfall Projects] 

 

4.2 Data Collection Strategy 

 

This section describes the strategies of data sampling. In the first phase of the study, the 

objective was clearly defined and the data collection method was formalized. It was crucial to 

understanding what data was to be collected, from where and why it was required for testing the 

hypotheses. 

 

4.3 The Organization 

 

A financial organization with a medium-sized software team was selected as the source of 

data.  This organization typically offers support to financial institutions such as banks and 

mortgage lenders, and has a software team known to provide technological solutions to a diverse 

range of clients over a number of years under Waterfall and Agile methods.  This particular team 

worked in an industry that is both fast-paced and dynamic, and so, this selected company was 

perceived to be a good representation of a medium-sized Information Technology organization. 
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4.4 Formation of the Agile and Waterfall Group 

 

A method was needed to identify and form two distinct groups (e.g., Agile, Waterfall) for 

the purpose of testing the hypotheses.  Since, the software team adopted the Agile method in 

2012, any projects that started after 2012 were assigned to the Agile group.  Projects that were 

initiated before 2012 were assigned to the Waterfall group.  The year of initiation of a project 

was used to assign a project to each group as shown in Table 2. 

YEAR PROJECT WAS 

INITIATED 

ASSIGNMENT TO GROUP (AGILE 

OR WATERFALL) 

2014 Agile 

2013 Agile 

2012 Agile 

2011 Waterfall 

2010 Waterfall 

2009 Waterfall 

 

Table 2: Relationship between Year of Project Completion and Group Assignment 

 

Thirty projects completed by the software development team were randomly selected from 

the years 2010 to 2014, with 15 projects from the years 2012-2014, and 15 projects from the 

years 2010-2011, which corresponded to Agile and Waterfall methods, respectively. 



 

32 
 

4.5 The Source of Data 

 

Once the groups had been formed, additional information had to be retrieved.  An 

application lifecycle management system, called Team Foundation Server (TFS), was used to 

track and store the information for this company.  TFS is a product that provides source code 

management, reporting, requirements management, and project management for Agile and 

Waterfall methods.  This system not only kept a detailed history of all projects including the 

number of change requests (combination of user stories or work items and defects), but also held 

hours spent and the final result of testing each change request.  It also kept track of the number of 

defects created for each change request. 

For the purpose of this research, the data from TFS was accessed and collected using 

several steps.  First, the number of requests/changes was captured to understand the size of a 

project.  Then, the time and effort put into each request was also obtained to come up with the 

duration of the project. In this process, the name and number of people involved in completing 

the requests were also recorded.  Lastly, the number of defects found in testing and their nature 

of the problems were also collected.  By creating an appropriate query and report from Team 

Foundation System with the following: ‘Number of Change Request’, ‘Quality Testing Result’, 

and ‘Number of Defects’ were generated.  Figure 5 shows the query used to collect data from 

TFS. 
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Figure 5: Generic query used to execute the report from TFS 

 

The purpose of ‘Number of Change Request’ was used to determine the size of the 

projects and to compare which took longer to complete.  ‘Number of Defects (bugs)’ was used to 

evaluate which projects had produced better quality where better quality was associated with less 

number of defects.  Table 3 shows a sample report of defects from TFS. 

The selected projects enabled comparisons to be made between Agile and Waterfall 

methods to understand the overall impact. Next, data fields had to be selected for analysis; it was 

also important to comprehend the nature of the data that were available for the project first. 

ID Type 

Hours 

Spent Title Found During Scrum Team 

25546 Defect 7.5 <Title 1> Dev/Functional Testing <Team Name> 

25616 Defect 5 <Title 2> 

Stage/Internal 

Acceptance Testing <Team Name> 

26683 Defect 3 <Title 3> Prod/Deployment <Team Name> 

26688 Defect 3.25 <Title 4> QA/Deployment <Team Name> 

25545 Defect 5.75 <Title 5> Dev/Functional Testing <Team Name> 

25547 Defect 4.5 <Title 6> Dev/Functional Testing <Team Name> 

25615 Defect 3.5 <Title 7> 

Stage/Internal 

Acceptance Testing <Team Name> 
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26676 Defect 1 <Title 8> QA/Deployment <Team Name> 

 

Table 3: Sample report of defects in a project 

 

4.6 Criteria for Case Selection: 

 

In order to select the cases, the characteristics of the project and teams were significant. 

According to the survey done by Vijayasarathy and Butler [51], it is evident that organizations 

with methods such as: Agile, Traditional, Iterative, and Hybrid exhibit different characteristics in 

terms of team size, project size, revenues and project criticality.  Since the purpose of the project 

was to compare the quality of Agile and Waterfall methods, three selection criteria were used to 

standardize effort or reduce bias in each of the two groups.  These criteria were: project size, 

team size, and duration of the project. 

 

4.6.1 Project Size: 

 

First, the size of a project was the most important factor when selecting projects for 

inclusion in the analysis.  The size of the project was determined using the number of work items 

or the number of user stories for each project.  Work items and user stories represent the number 

of features/functionalities that a project required throughout the project.  A detailed explanation 

of user stories and work items is presented below: 
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4.6.2 User Stories: 

 

Each project under Agile method was reviewed by the number of requests, called user 

stories, in which software requirements are documented in a less formal way as the primary unit 

[4] [30].  A user story is structured in concise format that describes in natural language the 

“Why” and “How” of a project [17].  The user stories are typically written in the form of “As a 

(Role), I want (Something) so that I can (Benefit)”.  To complement the informal statement of 

the user story, acceptance criteria are also included in order for the software quality to be 

considered fulfilled. ‘Acceptance Criteria’ are written in ‘Given,' ‘When’ and ‘Then’ format 

(Table 4). 

Title Approve New User Request 

User Story As a 'User Admin' role, I want to approve pending 

user request so that new users can access the 

system. 

Acceptance 

Criteria 

Given I want to access pending user request 

When I login to the system and access 'Pending 

User Requests.'  

Then I view a list of users with "Approve" and 

"Decline" option. 

 

Given I want to approve pending user request 

When I am on 'Pending User Requests' screen, and 

I click on "Approve" link 

Then I view confirmation message showing "The 

user has been granted access to login." 

 

Table 4: Sample format of a user story and acceptance criteria 
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4.6.3 Work Items: 

 

In projects completed under Waterfall method, a traditional format was presented that 

included a Business Requirement Specification Document (BRSD).  The BRSD is a written plan 

completed before beginning software design and implementation phase. Requirements in the 

specification documents are broken down into change requests called ‘Work Items’ that are 

primarily based on system feature functionality.  Unlike user stories, work items are not in any 

consistent format, but they are broken down by feature and functionalities.  In some cases, one 

work item can be translated into multiple user stories, whereas, in other instances, one user story 

can be broken down into multiple work items.  In the end, requests in the form of a user story 

represent how a feature will need to be used from a user perspective, and work items represent 

how a feature will be used, in general. 

After collecting the user stories and work items for a project, dispersion graphs were used 

to select cases to analyze projects in the Agile and Waterfall group (Figure 6 and Figure 7). 
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Figure 6: Size of selected projects using an Agile method 

 

Figure 7: Size of selected projects using an Agile method 

 

4.6.4 Team Size: 
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Secondly, it was determined that team size may be a factor that could bias the comparison 

between Agile and Waterfall methods, and, therefore, dispersion measures of this variable were 

also taken into consideration when selecting cases.  Upon inspection, it was determined that the 

software team consisted of 35-40 members, which were broken down into smaller sub-teams to 

complete various projects.  For example, for a medium sized project, a team typically consisted 

of a project manager, a product owner, 2-6 developers, and 1 quality assurance analyst.  It was 

observed that some projects had small teams comprised of 2-4 members while other projects had 

moderate team size (5-11 members), and the rest had large team size (12-18 members).  Thus, 

the goal was to select cases that had similar sized teams given that success with Agile method is 

heavily dependent on team collaboration and communication.  A moderate team size was given 

priority for selecting the projects. 

4.6.5 Duration: 

 

Lastly, project duration was considered an important factor in case selection.  Longer 

durations for a small sized project suggest that more time was permitted to comprehend and 

complete tasks relative to a project completed within shorter timeframes.  Duration was 

calculated by examining the time that elapsed between project initiation and project completion.  

Within the 15 randomly selected projects in both Agile and Waterfall group, duration ranged 

from 1 month to 2 years. Projects that had a duration of 3-9 months were considered suitable for 

inclusion, and cases with a smaller duration (1-2 months) and longer durations (10-24 months) 

were excluded.  Figures 7A and 7 illustrate the similar duration of the projects in the Agile and 

Waterfall groups.  It is also notable that the consistency in the team size and duration across 

projects, with greater variability noted in the project size. 
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Figure 8: Team size, project duration and project size for each Agile project selected for 

analysis 

 

Figure 9: Team size, project duration and project size for each Waterfall project selected 

for analysis 
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4.7 Description of Agile and Waterfall Projects 

 

Tables 5 and 6 describe selected Agile and Waterfall projects for this research: 

 

No. Description 

 

AP1 

 

For this project, team of 6 had completed 19 requests in 4 months in-order for a 

client to access and monitors their status via email notifications. 

 

AP2 

 

This project was initiated to allow employees to self-register to a web portal and 

to access and retrieve mortgage documents for their clients.  It enabled 

managers to approve employees who requested access to the web portal. This 

project involved 9 people (including 1 project manager, 1 product owner, 1 

quality assurance analyst, 1 development team lead, 4 developers, and 1 user 

acceptance analyst) and lasted for 4 months. It was broken into 17 items 

throughout the process. 

 

AP3 

 

The purpose of this project was to improve a specific process of a financial 

company, including enhanced traceability of deals and automated reporting. 

This project started in 2013 and lasted for 7 months. Six team members 

(including 1 project manager, 1 product owner, 1 quality assurance analyst, 1 

development team lead, 1 developer, and 1 user acceptance analyst) were 

involved in the project for a size of 11 user stories. 

 

AP4 

 

For this project, changes were made to existing software that enabled the ability 

to submit multiple orders and cancel orders.  In only 4 months, some 

maintenance work (broken into 12 user stories) of an existing application was 

completed. 



 

41 
 

 

AP5 

 

This project was a small portion of a large project that had many deliverables. 

Only a few items were analyzed and scheduled under this sub-project to deal 

with 3rd party application integration. The project was completed in over 3 

months and started in late 2013. Five team members (1 product owner, 1 

developer, and 1 quality assurance analyst) completed the project size of 7. 

 

AP6 

 

This project was initiated following a request from an existing client.  It 

involved modifying an existing web application to include a brand new role 

with new features and functionalities. The team included 7 members (1 project 

manager, 1 product owner, 3 developers and 1 quality assurance analyst), and 

22 user stories were completed over 5 months. 

 

AP7 

 

This project involved launching a new product for a client. The primary focus 

was to establish communication between systems and to develop/enhance 

system solutions that process and monitor mortgage-related transactions on a 

web portal. This project was completed starting in 2013 for 5 months and 

involved 11 team members for 41 user stories. 

 

AP8 

 

This was the largest project in the group with 46 requests and completed by a 

team of 8 in the span of 4 months. This allowed a mortgage lending institution 

to retrieve data and risk factors from the internal processing system. 

 

Table 5: Description of Agile projects 

 

No. Description 

 

WF1 

 

This project was completed to setup a marketing portal for sending and 

retrieving marketing communication on an existing web portal. A team of 5 

completed this project (19 work items) within 3 months. 
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WF2 

 

This project was to provide application features that offered cost-effective 

programs for flow-through mortgage processing and appraisal management. It 

was completed in 2010 over 4 months with the team of 4, including 1 business 

analyst, 2 developers and 1 quality assurance analyst with total of 21 work 

items. 

 

WF3 

 

This project involved the introduction and implementation of a new web portal 

where existing and new clients could submit instructions and monitor file 

progress to ensure consistency and efficiency. This project was completed with 

34 items over 6 months. A team of 6 people, including 1 project manager, 1 

business analyst, 3 developers, and 1 quality assurance analyst, completed the 

project. 

 

WF4 

 

This project involved the development of a web application that enabled 

submission, tracking, and reporting on real-estate appraisal transactions via an 

online web Portal, as well as the ability to track ‘refinance’ transactions. For 

this project, a team of 9 was used, including 1 business analyst, 6 developers 

and 1 quality assurance analyst were involved to tackle 38 items within one 

month. 

 

WF5 

 

This project enhanced existing program features to give the capability to 

manage the instructing, funding and reporting of ‘Flow Through’ Purchase and 

Refinance requests for a financial institution. This project had a team of 5 

people consisting 1 business analyst, 2 developers and 1 quality assurance 

analyst to work over 5 months to complete 32 items. 

 

WF6 

 

This project involved the construction of an application that enabled clients to 

place orders for Appraisal services, view/track status of Appraisal and retrieve 

the output of the appraisal process via web portal. This project was completed 

over 7 months with 8 team members that consisted of 1 project manager, 1 

business analyst, 4 developers, and 2 quality assurance analyst. The size of this 

project involved 49 items, which was the largest of the selected six waterfall 

projects. 
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WF7 

 

This project was initiated to enhance cost savings by streamlining the process 

for mortgage-related transactions for a client. The focus of the project was to 

reduce the number of manual steps involved in final reporting and 

reconciliation of files through a reduction in the printing o and delivery of 

documents. The size of this project was the second largest of the six waterfall 

cases selected for analysis (52 items). Five people were involved completing 

the project in a 9 month period. 

 

WF8 

 

WF8 project was the largest with 68 requests, completed by a team of 6 over 6 

months. The purpose of this project was for external accounting software to 

integrate with internal software. 

 

 

Table 6: Description of Waterfall projects 

 

4.8 Outcome Variables: 

 

In order to analyze the data and test the hypotheses, the following outcome variables were 

selected based on the particular interests of this research project. 

 

4.8.1 Defects: 

 

The variation between expected and actual results during software quality assurance 

phase is known as defects. Different organizations have different names to describe this 

variation, but commonly used terms to describe defects include bugs, problems, incidents or 
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issues.  All the defects considered were those identified after the deployment of the software and 

not those during the development of the software 

 

4.8.2 Number defects: 

 

This is the number of defects that were found during the quality assurance phase of the 

project and was a measure of quality in the project. More defects meant more issues were found 

and needed to be corrected before the project could be considered completed.  For the purpose of 

this research, only requirement related defects were considered regardless of their severity.  

These defects were then categorized into 2 groups: Non- Functional Requirement (NFR) related 

defects and Functional Requirement (FR) related defects. 

 

4.8.2.1 Number of NFR related defects: 

 

Defects put into NFR related defects category was based on their characteristics. 

 

4.8.2.2 Number of FR Related defects: 

 

Just as mentioned above, FR related defects were also categorized based on the nature of the 

defects. 
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4.9 Threats to Validity 

 

This section focuses on the general validity of the case study research and whether the 

effects observed in this study are due to the manipulation of the independent variable and not 

some other factor. 

4.9.1 Threats to Internal Validity 

 

This section focuses on the general validity of the case study research.  Biased subject 

selection, as a threat to internal validity was controlled by carefully selecting projects based on 

the selection criteria: project size, team size and duration. History as a threat to internal validity 

was minimized by selecting projects from recent years.  Instrumentation as having the projects 

controls a threat to internal validity conducted by the same team and in similar settings. Other 

threats to internal validity such as Experimental mortality, statistical regression, maturation and 

testing are not applicable to this research. 

 

4.9.2 Threats to External Validity 

 

Interactions between selection biases and the independent variable were controlled due to 

the initial random sample selection. Reactive testing, reactive effects of experimental 

arrangements and multiple treatment interference threats are not be applicable to this research 

because there is be no pretesting involved that may have affected reactions to experimental 

variables. 
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The external threats regard the ability to generalize the results outside of the experiment 

setting. Firstly, what would be the difference if this experiment were performed with other 

projects? Further, what would be the results if they were done for different industry? Also, what 

would the results be for much larger sample size?   To ensure this research design is valid, type 

of defects of any severity considered for the project was carefully reviewed.  Only requirement 

related defects were considered and these were reported at the end during user acceptance 

testing. 

 

4.10 Statistical Approach 

 

The study objective was to examine the difference between Agile and Waterfall method 

with respect to software quality.  In order to analyze the data, descriptive statistics were 

calculated (mean, standard deviation and standard error of the mean) for the following variables: 

Project Size (Number of User stories or Work items) and Number of Defects in each of the two 

group (Agile and Waterfall).  Statistical testing was used to determine the significance of the 

difference between the two groups.  A Mann-Whitney U test was performed on two independent 

groups (Agile and Waterfall) for each outcome variable to compare the difference between 

means. For the test, a typical alpha level was chosen (α =0.05). All statistical analyses were 

completed using IBM SPSS Statistics Version 22. 
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4.11 Summary 

 

This chapter discussed the process of case selection, as well the procedures for data 

collection and analysis. Data were collected and compiled based on several selection criteria.  A 

quantitative approach was needed in order to prepare the data for statistical analysis of the Agile 

and Waterfall group.  
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CHAPTER 5 RESULTS AND DISCUSSIONS 

 

The goal of the analysis was to determine whether the quality of projects differed between 

Agile and Waterfall methods.  This chapter describes the empirical findings of the data collection 

and analysis process.  A within-group analysis was performed first to evaluate the project size 

and effort in each of the two groups.  Then, this work examined whether Waterfall and Agile 

software methods differed with respect to quality, using the number of defects as a measure of 

quality. 

Motivation to center this study on the number of defects was driven by the contradictory 

behaviour regarding documentation when comparing Agile and Waterfall methods.  To keep up 

with today’s fast changing needs of the clients; Agile methods promote faster project delivery in 

a shorter timeframe and allow for changes at any time.  However, in this process, assuring the 

quality of software becomes more challenging without knowing and understanding the 

requirements.  Since Agile has almost zero documentation, data related to the length of activities 

and budget implications were considered hard, if not impossible, to compare and should be dealt 

with separately.  Hence, quality comparison from the perspective of duration of the project and 

budget implications was left to be carried out on future work.  Lastly, after discussing the results 

in terms of other studies that have made similar comparisons, the strength and limitations of this 

project are presented. 
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5.1 Analysis of User Stories and Defects in Agile Group 

 

The mean of all Agile projects’ user stories was 21.9 (SD 14.2) and mean of the defects 

was 12.5 (SD 4.9).  Figure 10 illustrates the proportion of user stories and defects for each of the 

Agile projects.  Defects comprised between approx. 30%-60% compared to the user stories in the 

Agile group. 

Further analysis was conducted on the defects related to non-functional and functional 

requirements.  In the Agile group, the mean number of NFR-related defects was 8.6 (SD 3.8), 

whereas 3.9 (SD 1.7) defects were FR-related.  Figure 11 illustrates the proportion of NFR and 

FR defects in each Agile project.  It shows that more than 60% were NFR related defects in this 

group. 

 

Figure 10: Agile Projects: Proportion of User Stories and Defects 
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Figure 11: Agile Projects: Defects with proportion of NFR and FR related defects 

 

5.2 Analysis of Work Items and Defects in Waterfall projects: 

 

The mean of all work items in Waterfall projects was 39.1 (SD 16.5) work items and 8 (SD 

4.2) defects.  Figure 12 shows the proportion of defects in each of the Waterfall projects, which 

fell in the range of 8-33% compared to the user stories and work items. 

Next, when the defects were analyzed and grouped into non-functional and functional 

requirements related categories, in the Waterfall group, the mean number of NFR-related defects 

was 4.1 (SD 1.7), whereas 3.9 (SD 3.7) defects were FR-related.  Figure 13 illustrate the 

proportion of NFR and FR defects in each Waterfall project.  This figure shows that a couple of 

projects did not have any NFR related defects, but on average, more than 50% of the defects 

were made up of NFR related defects. 
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Figure 12: Waterfall projects: Proportion of work items and defects 

 

 

 

 

Figure 13: Waterfall projects: Defects proportion of NFR and FR related defects 
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5.3 Comparison between Agile and Waterfall Projects 

 

This section compares the projects from Agile and Waterfall group in terms of number of 

defects and examines the hypotheses.  Table below shows the group statistics of both Agile and 

Waterfall group. 

 
Group Mean 

Std. 
Deviation 

Std. Error 
Mean 

Project Size Agile 21.9 14.2 5.0 

 
Waterfall 39.1 16.5 5.8 

Number of Defects Agile 12.5 4.9 1.7 

 
Waterfall 8.0 4.2 1.5 

Number of NFR 
Defects Agile 8.6 3.8 1.3 

 
Waterfall 4.1 1.7 0.6 

Number of FR 
Defects Agile 3.9 1.7 0.6 

 
Waterfall 3.9 3.7 1.3 

 

Table 7: Group Statistics of Agile and Waterfall 

 

5.3.1 Hypothesis 1: 

 

There was a significant difference in the number of defects for Agile (M=12.5, SD=4.9) 

and Waterfall (M=8, SD=4.2) (Mann-Whitney U=12, n1 = n2 = 8, P <0.05 two tailed).  Projects 

using Agile method had significantly more defects than projects using Waterfall method.  The 

alternative hypothesis was accepted in this case, and results showed that projects in Agile 

produced higher number of defects.  Below figure shows the both means of number for defects 

for Agile and Waterfall side by side. 
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Figure 14: Mean of Number of defects for Agile and Waterfall 

 

To date, only one prior study could be found showing that Waterfall method provided 

better quality than Agile method.  The Standish Group, which has been collecting case 

information on real-life IT environments and software development projects since 1985, 

examined project success and failure in more than 90,000 IT projects reported that, of the 

projects completed between 2003 and 2012, 48% of Agile projects were ‘challenged’ compared 

to 43% of Waterfall projects. ‘Challenged’ projects were defined as those that were delivered 

late, over budget, and/or with less than the required features and functions [46]. 

In contrast, some studies have suggested that Agile methods have advantages over 

Waterfall method.  For example, in an analysis [32], Ming et al. evaluated the differences in 

quality between Waterfall and Agile methods under conditions of time pressure and an unstable 

requirements environment.  They concluded that the SQA abilities, frequency and the time of 

implementation could contribute to the success of the Agile method under these conditions.  
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They also acknowledge that comparing the quality resulting from the use of Waterfall and Agile 

is difficult due to the difference in initial development conditions and costs [32]. 

In another case study [26] that compared two releases of the same product completed by 

the same personnel revealed that 65% improvement in pre-release quality and a 35% 

improvement in the post-release quality was noted in methods using XP compared to Waterfall.  

Though the number of defects was used as a measure of quality, the size of the new release was 

one fifth of the old release that was compared to this research.  Significantly smaller release may 

have contributed towards quality improvement of XP over Waterfall.  Hence, findings from this 

study suggest that when using a more inclusive and less biased sample, Agile will deliver 

projects with a significant larger number of defects than waterfall. 

Other studies regarding the quality of Agile and Waterfall methods have not shown the 

superiority of one method over another.  No reliable result was found for quality in the study 

done by Benediktsson et al. to investigate the impact of software development approach [10].  F. 

Macias (2004) reported no significant difference when comparing XP and traditional software 

development (pilot study completed by 2
nd

 year undergraduate students) approaches in terms of 

quality and size of the product the time required to produce product [29]. 

 

5.3.2 Hypothesis 2: 

 

The number of NFR related defects for Agile (M=8.6, SD=3.8) was significantly higher 

than the Waterfall (M=4.1, SD=1.7) (Mann-Whitney U=9.5, n1 = n2 = 8, P <0.05 two tailed). Agile 

had more NFR-related defects than Waterfall method that suggested that the non-functional 



 

55 
 

requirements may not be as clearly understood upfront in Agile Method. Hence, the alternative 

hypothesis was selected. In fact, from the literature review, no significant approach could be 

identified where NFRs were dealt with explicitly.    Below figure shows the both means of 

number for NFR related defects for Agile and Waterfall side by side. 

 

Figure 15: Mean of NFR-related Number of defects for Agile and Waterfall 

 

Many works support that Agile method deal less with NFRs compared to Waterfall 

[6][13][14][15][48].  One of the suggested reasons for this is that NFRs are not always apparent 

when dealing with requirements in increments having functionality as the focus.  Although the 

ISO 9126 series provided quality measurement metrics and various quality evaluation guidelines 

for a general software project, these approaches were on the basis of well-defined documents, 

which is not present in Agile [48].  Also, Agile have not adequately modeled Non-Functional 

Requirements (NFRs) and their potential solutions (operationalization) in early development 

phases [14].  However, Farid has supported the idea that Agile processes can still benefit from 
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capturing NFRs as first-class artifacts early on and not treating them as an afterthought process.  

He proposed visualization tools to use to develop the modeling NFR in Agile. 

Though there have not been any empirical research studies that directly compared NFR 

defects in various software development methods, Kassab found from his empirical study [24] 

that 68% of Agile projects reported the use of NFR during estimation compared to 40% for 

Waterfall.  These data suggest that Agile method involve more NFRs than might be expected 

from current understanding when compared to Waterfall method.  However, the results obtained 

in this study, as shown above, seem to contradict the findings of Kassab’s work.  One possible 

explanation may be that even if Agile pays more attention to NFR while estimating size/effort as 

indicated in [24], Agile projects might indeed not deal with NFR as well as waterfall projects do.  

Possible reasons for that could be a) The fast pace of the Agile method do not meet the need for 

carefully eliciting and modelling NFR. b) There are a few approaches to deal with NFR [13] [11] 

[28] [53] that could be applied to Waterfall method, but would be difficult to be used in Agile 

method. c) The fast incremental pace together with the minimal documentation may severely 

impact NFR elicitation and modelling. 

The findings of this work support the need for continued attention to understanding, 

documenting and communicating requirements in the software development process.  As 

mentioned in earlier chapters, the documentation of comprehensive and complete requirements is 

present at the outset of a Waterfall project, but in Agile, the requirements are communicated in 

increments and in a less formal way.  Though Agile methods have gained popularity, many 

practitioners and researchers are unclear about how the requirements are dealt with in Agile [31] 

and doubt the benefits [21].  Although Paetsch [32] suggested that using practices that improve 

the adoption of RE in Agile projects is important, no evidence had been provided to demonstrate 
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that these suggestions have been tested in actual projects.  The findings from this study show that 

the method that employed complete and stable requirements at the outset of a project (i.e., 

Waterfall) produced fewer requirement-related defects, and thus, supports the value of 

understanding requirements early in the software development process. 

5.4 Strengths 

 

Although there are general studies on Requirement Engineering (RE) and Software Quality 

Assurance (SQA) of Agile, there are only a few empirical studies conducted to understand the 

impact RE has on SQA in Agile.  Therefore, these findings contribute to the impact of RE on 

SQA in Agile. 

First, one of the strengths of this work lies in its examination of materials and the real-

world (i.e., ecological validity).  This has practical applications that are relevant and useful to 

life.  This type of research is hard to duplicate in a controlled environment with limited 

resources. The evidence suggests that the process of adopting Agile need to be well thought out 

in ways that enable more attention to requirements. 

Secondly, this study accessed a combination of projects that catered to different clients in 

the financial industry.  While there are research studies available in other sectors, none has been 

performed in a similar organization.  Also, having different clients for each project offers 

feedback from multiple sources. 

Lastly, since the findings of this work suggest that NFR related issues were responsible for 

Agile presenting a larger number of defects than Waterfall, companies that have adopted or are 

considering to adopt Agile method should consider NFR as a mandatory part of RE.  Otherwise, 
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savings due to faster development process and lower budget may end up being reversed after 

deployment as a result of more time and money spent to fix defects that could have been 

avoided. 

 

5.5 Limitations 

 

The aim of this research project was to examine empirically whether Agile method 

produces a better quality product.  The case study method was chosen so that the information 

could be useful in similar settings to better understand which of the two methods, Agile, and 

Waterfall, might be adopted. Limitations associated with the case study are discussed in this 

section. 

The first limitation is related to the selection of the projects.  As it may happen in most of 

the situations where such a study may be carried out, the developers were not the same for all the 

projects.  However, these developers belonged to smaller sub-teams, which were part of a one 

big team under the same management.  This fact may mitigate any selection bias considerations. 

Next, data collection regarding the number of defects might have a little bias towards Agile 

method.  Unlikely in the Waterfall process, during the Agile projects some of the defects may not 

even be registered as such. They might have been detected during an interaction to solve another 

defect and since Agile has a policy of documenting as less as possible, no annotation regarding 

this new defect would have been made.  However, from observing and participating in   similar 

projects in the same organization (not used in this study), it is possible to state that the numbers 
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of defects that might have been not logged would not be significant enough to alter the results.  

In fact, it could only enforce the results obtained in this work. 

In this chapter, the summary of the key findings of this work and the results from other 

similar studies are discussed.  Comparing the results from similar studies and reviewing the 

strengths and weaknesses, it was evident that the influence of lack of requirements and 

inadequate process for including NFR in Agile has resulted in poor quality in this empirical 

study. 

 

5.6 Summary 

 

This chapter presented the results of the statistical testing of the data collected. Also, the 

summary of findings are discussed in terms of what can be learned from the introduction of 

Agile methods into other similar organizations in the information technology industry, and 

possible future opportunities are presented for further research. 
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CHAPTER 6 CONCLUSION AND FUTURE WORK 

 

This study compared the impact of software development methods on quality using 

software development projects worked on by a company comprised of several sub-teams that 

provide innovative solutions for mortgage and loan related services to Canadian Financial 

Institutions.  The company switched from Waterfall to Agile method in 2012.  Thirty projects 

from this organization were initially chosen. To minimize selection bias, medium sized projects 

(i.e., 7-68 user stories or work items) that were worked on by medium sized teams (i.e., 3-11 

team members), and spanned between 3 and 9 months in length were identified as project for 

inclusion.  Two significant findings were noted.  First, Agile projects had significantly greater 

number of defects.  Second, when the defects were categorized into non-functional and 

functional requirements, comparisons between the two groups revealed that Agile projects had 

more NFR-related defects than Waterfall expressively. 

The goal of this thesis is not to advocate one method or another.  The main goal is to use 

data extracted from several real life projects to contribute to understanding if the adoption of the 

Agile method impact quality negatively or not.  It is important to note that since considerations 

regarding budget and time are hard to be generalized, the focus was put on the number of defects 

as a more stable parameter to be measured.  These results suggest that choosing Agile over 

Waterfall may lead to a larger number of defects and, therefore, to lessen the quality possibly due 

to the lack of understanding of the requirements.  This study contributes to other company’s 

decision-making process when choosing what method to adapt and apply for them.  Though 

some perceive that the Agile process may be the universal remedy for software development 
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project failure [46], this research supports that; agility without effective requirements cannot 

bring success [35]. 

As future work, studies using larger sample size will be performed, which may offer 

findings that can help to confirm current findings.  Another possible future work is to collect data 

from various organizations based on company size, team size, and different type of industry. 
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