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Abstract 

Humanitarian needs assessments (HNAs) are used to prioritize and inform the provision 

of humanitarian assistance. HNA data are commonly collected by entering responses into 

computer-assisted personal interviewing (CAPI) tools. Even so, the proper transcription and 

translation of qualitative interview responses is hard to conduct rapidly and at scale during a 

humanitarian crisis, which has resulted in calls for deploying natural language processing (NLP), 

a type of artificial intelligence (AI) to augment CAPI tools. However, data about contemporary 

methodological HNA practices and problems, are lacking. At the same time, the risks to affected 

populations or to organizations providing humanitarian assistance from the processing of such 

data, including through the use of AI, are insufficiently understood. This manuscript-based study 

used a three-stage mixed-methods Design Science Research approach to inform the design and 

empirical evaluation of new features for KoboToolbox, a CAPI tool supported and used by 

humanitarian organizations, to systematically transcribe and translate answers to open-ended 

questions (OEQ) from HNA interviews. The first stage in the research was to conduct interviews 

with international key informants (KIs) to explore contemporary approaches to conducting HNA, 

as well as constraints related to different interview methods. The findings from interviews with 

23 KIs from 13 countries revealed 47 themes. The second stage was a scoping review to map the 

range of ethical issues that have been raised in the academic literature related to processing data 

of people affected by humanitarian crises. The scoping review yielded 100 relevant studies after 

screening 8,387 papers, resulting in 22 themes. Third, new KoboToolbox software features were 

designed and implemented based on a user-centered design approach, and usability testing was 

conducted based on observations and feedback from test users. The two sets of themes from 

stages 1 and 2 were used to inform the iterative design and software implementation process, 
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which was validated through feedback from 14 test users from 10 countries. User testing showed 

strong support for the applicability and usability of new features and user testing results were 

subsequently used to identify and address several usability issues in the software. The tool 

resulting from this research addresses professional requirements and can now be readily 

deployed by humanitarian organizations globally to systematically transcribe, translate, and 

analyze answers to OEQs from HNA interviews. 
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Chapter 1 Introduction 

The resuscitation of a population is similar to the resuscitation of a severely injured 

patient, with needs assessment as the all important primary survey.  

(Redmond, 2005, p. 1320) 

 

A young boy, washed up on a beach in Turkey; hospitals in Aleppo and Mariupol, 

obliterated from the air; an Ebola victim, turned away from the hospital to die in the streets of 

Monrovia: these haunting images illustrate the daunting challenges that humanitarian 

organizations face when trying to help people affected by a growing number of humanitarian 

crises globally. Organizations involved in providing humanitarian assistance work under 

strenuous circumstances and with limited funding to provide life-saving humanitarian assistance. 

However, resources for providing this assistance are far from sufficient. In 2022, donor 

governments provided US $ 27 billion to help 216 million people in 69 countries—a 

significantly smaller amount than the US $ 51.7 billion required to assist all people in need of 

humanitarian assistance for that year (OCHA, 2022, 2023). This considerable shortfall highlights 

the urgent need to better assess humanitarian needs and to do so at minimal cost. 

The purpose of this dissertation is to investigate whether the design of new software 

features for KoboToolbox, a computer-assisted personal interviewing (CAPI) tool, might result 

in the ability to gather better data for humanitarian needs assessments (HNAs) to reflect the 

needs of affected people more accurately. KoboToolbox is an open-source CAPI software tool 

that was created in 2013 as a comprehensive platform for worldwide humanitarian data 

collection with support from the United Nations Office for the Coordination of Humanitarian 
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Affairs (OCHA) and in partnership with the UN High Commissioner for Refugees (UNHCR), 

and has been used by over 14,000 organizations globally to collect interview data (Kobo, 2022). 

This dissertation proposes that new software features should use natural language processing 

(NLP), a type of artificial intelligence (AI) to systematically transcribe and translate responses to 

open-ended questions, while also accounting for the ethical issues in developing and deploying 

such technology.  

This manuscript-based dissertation uses a mixed-method Design Science Research 

approach rooted in pragmatist philosophy and uses key informant interviews, a scoping review of 

the literature, and the collection of observations of and feedback from test users about the tool’s 

usability. 

This introduction begins with an explanation of the background and rationale for the 

study, including definitions used in the dissertation. It then provides a literature review for three 

relevant research areas, the research questions, describes the ethical review of the study, and 

offers an overview of the contents of each of the dissertation chapters. 

1.1. Background 

Humanitarian assistance (sometimes also referred to as humanitarianism, humanitarian 

relief, humanitarian aid, or humanitarian action) as practiced by professionals and volunteers 

today, is typically seen as rooted in human history through expressions of solidarity and 

compassion (Barnett, 2011; Simms & Trim, 2011). These practices can be traced back to cultures 

in many parts of the world—such as, for example, East and Southeast Asia (Yeophantong, 2014), 

the Middle East (Moussa, 2014), or Latin America (Martínez, 2016). Some have described 
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humanitarian assistance as an “insurance of last resort” (Duffield, 2008, p. 151) to people 

without recourse to any regular state or private institutions due to war or disasters. 

Beyond religious groups that have provided humanitarian assistance for centuries, 

multiple layers of national, intra-state, and international humanitarian NGOs have been 

established since the mid-nineteenth century as expressions of humanitarian solidarity (Barnett, 

2013; Bass, 2008; Scholte, 2014). Professional humanitarian assistance was initially governed 

and provided almost exclusively by the International Committee of the Red Cross (ICRC). The 

ICRC was founded in 1863 to provide assistance to injured combatants from all sides of the 

conflict as well as, later, to civilian victims. The ICRC today is recognized in international law as 

the guardian of International Humanitarian Law (IHL), and is recognized by states by the 

granting of diplomatic status for its delegates.  

Oxfam was founded in England in 1942 during World War II and was among the first 

formal non-governmental organizations (NGOs) involved in humanitarian assistance. 

Humanitarian NGOs do not have diplomatic status but claim legitimacy and protection for their 

actions in situations of armed conflict under IHL. The number of actors involved in providing 

humanitarian assistance increased significantly during and after World War II with the 

emergence of many NGOs and the formation of several United Nations Agencies dedicated to 

humanitarian relief and protection under IHL (Barnett, 2011). During the period of post-

colonization conflicts, many NGOs were created with the intention to increase the amount of 

humanitarian assistance or to provide it in a way that was different from the accepted rules set by 

the UN or ICRC. While many NGOs remain limited in scope and regional in focus, some have 

grown to a substantial size: For example, a group of French physicians founded Médecins Sans 
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Frontières (MSF) in 1971, an organization that in 2021 had more than 63,000 staff globally and 

spent US $ 1.8 billion on its humanitarian operations (MSF, 2022).  

As a result, the number of organizations and regimes responding to humanitarian crises 

has increased dramatically over the last 50 years to form an “institutional mosaic composed of 

multiple, partially overlapping institutional forms and regulatory configurations that are neither 

congruent, contiguous, nor coextensive with one another” (Brenner, 2004). While it remains 

central to this mosaic, the nation state is therefore only one of several actors at multiple scales, 

whereas humanitarian organizations can be at once implementers, decision makers, and public 

advocacy groups (Barnett, 2013). Although governments still provide the bulk of funding for 

humanitarian operations today, their influence is usually intentionally limited to ensure the 

independence of implementing organizations (United Nations, 2016).  

Over the last two decades, humanitarian assistance has experienced four significant 

challenges. First, there has been a marked increase in the number of forcibly displaced people 

due to a combination of violent conflicts, food crises, disasters, and weather events. In 2022, 

there were about 103 million displaced people, a figure that was more than double that in 2010 

(OCHA, 2022, p. 15). Disasters, which are responsible for the majority of short-term 

displacement (IDMC, 2022, p. 16), are being exacerbated by climate change which is increasing 

levels of vulnerability and risks to people and countries with the least capacity to respond to the 

growing number of climate-related disasters (IPCC, 2022).  

Second, the sheer scale of humanitarian needs has grown significantly. At the start of 

2023, 339 million people are considered to be in need of humanitarian assistance (OCHA, 2022, 

p. 5), which represents a 44% increase from the start of 2021 (235 million) (OCHA, 2021a, p. 9). 

A considerable driver of this increase is what the United Nations has called the “largest global 
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food crisis in modern history” (OCHA, 2022, p. 22), with more than 222 million people facing 

acute food insecurity and being in need of urgent assistance at the end of 2022 (FAO & WFP, 

2022, p. vii). 

Third, there is a growing gap between humanitarian needs and available funding. 

Although absolute funding for United Nations coordinated appeals and response plans has 

increased significantly—especially since 2012—the proportion of unfunded needs has also 

grown in percentage terms, as shown for the last 20 years in Figure 1.  

Figure 1 - Humanitarian Response Plan/A ppeal Funding and Unmet Requirements 2003-2022 

Humanitarian Response Plan/Appeal Funding and Unmet Requirements 2003-2022 (US $ 

billions) Based on Data Available from the United Nations Financial Tracking Service (OCHA, 

2023) 

 

Fourth, humanitarian organizations are also being increasingly targeted by violence, 

including due to attacks against humanitarian workers and relevant infrastructure. In 2021, 141 

aid workers (Humanitarian Outcomes/Aid Worker Security Database, 2022) as well as 219 

healthcare workers were killed in situations of armed conflict (United Nations, 2022). These 
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increased physical risks, which mark a decreasing respect for IHL, have led to a growing number 

of operations that are being led and monitored remotely. Such remote management of 

humanitarian assistance operations, including remotely-conducted HNA to understand 

population needs, has become even more widespread due to operational restrictions imposed by 

the COVID-19 pandemic.  

Given the mosaic of different humanitarian actors and the confluence of significant 

challenges to the provision of humanitarian assistance described above, accurate HNA can play a 

crucial role in maximizing the effective and efficient delivery of humanitarian assistance. HNAs 

are an important first step toward providing humanitarian assistance because they provide critical 

evidence of population needs in order to guide decisions on the most appropriate interventions 

(Redmond, 2005). Mixed-methods approaches that combine qualitative and quantitative data 

collection methods are often considered optimal for informing relevant humanitarian assistance 

during in-depth assessments (OCHA, 2021b; UNHCR, 2017a).  

Because of handheld CAPI applications developed in the twenty-first century, 

quantitative data can be collected more rapidly than ever before. Like paper-based methods, 

CAPI tools require interviewers or respondents themselves to convert often complex responses 

into categorical or numeric data that can then be objectively analyzed with relative ease and 

speed (Darcy, 2003). More nuanced insights often require the use of qualitative methods, but 

proper transcription and translation are hard to conduct rapidly and at scale during a crisis. 

Instead, most HNAs use predominantly structured surveys with closed-ended response options, 

that are quick to provide data, but that often fail to capture important qualitative nuances. At the 

same time, responses to open-ended questions (OEQ) often contain important contextual 

information not captured with quantitative methods. NLP methods can provide important new 
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opportunities to rapidly transcribe and translate voice responses for proper analysis to inform 

operational decision making in humanitarian crises. However, HNA professionals currently lack 

the tools and approaches to be able to take advantage of this quickly evolving technology 

(Emergency Data Science Workshop, 2018).  

1.2. Rationale for this Study 

The urgent need to identify better solutions for processing qualitative data in HNA was 

first discussed by several leading humanitarian organizations at the International Health 

Emergency Data Science Workshop at York University, 4-5 December 2018, based on a 

presentation given by the International Rescue Committee (IRC) that described the challenge of 

how to quickly and reliably analyze qualitative data at scale in an ongoing humanitarian crisis 

response (Emergency Data Science Workshop, 2018). A working group was then formed at the 

event consisting of humanitarian practitioners, design specialists, and researchers from ACAPS, 

Elrha, the Harvard Humanitarian Initiative (HHI), IRC, NetHope, OCHA, Pivotal, Purple 

Compass, the World Food Programme, and the Dahdaleh Institute for Global Health Research at 

York University. This dissertation author, a male researcher based in Canada who has also been 

serving as the Chief Operating Officer at Kobo, Inc, a non-profit humanitarian organization that 

develops KoboToolbox, was a co-organizer of the workshop and a member of the working 

group. Working group members further defined the problem by examining additional use cases 

and examples. Facilitated by a design specialist using participatory design methods, the group 

then identified potential innovations that would involve the systematic transcription, translation, 

and automated analysis of spoken interview responses for the purposes of HNA surveys using 

CAPI tools and feedback collection. Among these, the working group concluded that the use of 

NLP provided “potentially far-reaching new opportunities to capture qualitative data from voice 
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responses and analyze it for relevant content to better inform humanitarian assistance decisions,” 

while also noting that ethical issues may arise from using such novel tools when processing data 

from vulnerable populations (Dahdaleh Institute for Global Health Research, 2019). Following 

these early ideas, the dissertation author obtained funding from Humanitarian Grand Challenges 

in 2020 to cover the professional design and software development work to address the above 

challenges, which would in turn be informed by the dissertation research. 

This dissertation uses several terms that do not have universally accepted meanings, 

particularly in the humanitarian sector. These terms are defined in the following section for 

better understanding. 

1.3. Definition of Terms 

Humanitarian assistance is understood here to refer to coordinated actions that seek to 

“save lives and alleviate suffering of a crisis-affected population” (UN OCHA, 2003, p. 13). It 

also includes “protection,” which “encompasses all activities aimed at obtaining full respect for 

the rights of the individual in accordance with the letter and the spirit of the relevant bodies of 

law” (IASC, 1999, p. 4).  

Humanitarian crises are defined for the purposes of this study as a “series of events 

representing a critical threat to the health, safety, security or wellbeing of a community, usually 

over a wide area” (WHO, 2007, p. 7). Protracted humanitarian crises are defined as armed 

conflicts that persist over long periods of time (ICRC, 2016). 

Humanitarian needs assessments are understood in this research to be the “set of 

activities necessary to understand a given situation, [which] entail the collection, updating and 

analysis of data pertaining to the population of concern (needs, capacities, resources, etc.), as 
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well as the state of infrastructure and general socio-economic conditions in a given 

location/area” (UNHCR, 2006, p. 4).  

Structured interviews refer to data collection using standardized questionnaires in which 

primarily closed-ended questions are asked in a pre-determined order; whereas semi-structured 

interviews are approaches to data collection based on a list of primarily open-ended questions 

(OEQ) that are used to stimulate and guide discussions (ACAPS, 2014; Creswell, 2014).  

For the purposes of this thesis, data processing is understood as: “Any operation or set of 

operations which is performed on data or on sets of data, whether or not by automated means, 

such as collecting, registering, storing, adapting or altering, cleaning, filing, retrieving, using, 

disseminating, transferring and retaining or destroying” (OCHA, 2019, p. 47).  

Ethical issues are defined here as actions that may not conform to relevant moral 

standards, particularly those moral standards implicit in relevant humanitarian principles, 

because of the risks they present to affected populations or to organizations providing 

humanitarian assistance (Slim, 2015, pp. 47–145). 

Artificial Intelligence (AI) is defined as scientific and technical attempts to build 

machines that act rationally, with the capacity to mimic rational cognitive functions to perceive, 

understand, predict, or manipulate (Russell & Norvig, 2009, pp. 1–30).  

NLP is understood to be “the use of computational methods to analyze and process 

spoken or written statements in a language commonly used by humans” (Assal et al., 2011, p. 2). 

Open-source software is “software with source code that anyone can inspect, modify, and 

enhance” (Opensource.com, n.d.) and that follows the requirements set by the Open Source 

Initiative, which include, among others, allowing anyone to research and inspect the software 
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code, enabling unlimited (including commercial) use, permitting anyone to modify the software, 

and distributing the software code without a licensing fee (Open Source Initiative, 2007). 

The term usability describes “the extent to which a system, product or service can be used 

by specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a 

specified context of use” (International Organization for Standardization, 2018). 

User-centered design (UCD) is defined as a framework for flexibly and iteratively 

creating innovations that are supported by research to become user realities, as well as the 

institutional context in which innovations are intended to be used (Holden & Boustani, 2021). 

UCD approaches typically require 1) a thorough understanding of the eventual users of a new 

artifact (such as new software, goods, or services) in order to take their needs and environment 

into account, 2) empirical evaluations of user interactions, and 3) iterative cycles of designing 

and building new systems or services (Gould & Lewis, 1983). 

1.4. Overview of the Literature  

This section first provides an overview of the literature that relates to the methodological 

challenges of conducting HNAs to inform humanitarian assistance, particularly on the issues 

faced when collecting qualitative information. Second, it briefly outlines the ethical issues of 

processing data from people affected by humanitarian crises that are reported in the literature, 

while also describing how humanitarian organizations have responded to these issues. Third, this 

overview describes what has been published about the methods with which NLP could be used 

and integrated into a CAPI tool to improve HNA. Additional references to the literature are also 

included in each of the manuscript chapters to provide further details specific to each study. 
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1.4.1. Methodological Challenges Conducting HNA  

 HNAs typically provide critical evidence of population needs in order to guide decisions 

on the most appropriate interventions (Gerdin et al., 2014; Redmond, 2005), create a baseline for 

measuring impact (Banatvala, 2000; Spiegel et al., 2001), and help prioritize available funding 

(Cosgrave, 2009). The existing research shows that, depending on the phase of the humanitarian 

response, various methods are appropriate. Most HNAs are conducted through a combination of 

quantitative and qualitative methods (UNHCR, 2017a).  

HNA data from structured interviews, mostly using quantitative methods, are commonly 

collected by entering responses into different kinds of handheld CAPI tools. For example, 

Building Markets and Orange Door Research (2018) has documented that KoboToolbox, is used 

by the majority of humanitarian organizations for HNA and other types of collecting primary 

data in humanitarian crises.  

Guidance documents for humanitarian organizations show that qualitative methods in 

semi-structured or unstructured interviews are used in HNA to capture more nuanced insights, 

often by recording responses to OEQ in audio or text format for later analysis (for example, 

ACAPS, 2012). A review of such documents has shown that qualitative methods are usually 

preferred by humanitarian organizations during the first four weeks of a new or worsening 

humanitarian crisis, whereas a mixed-methods approach of using both qualitative and 

quantitative data collection methods is often considered optimal for informing relevant 

humanitarian assistance after the first month of the crisis, or in the case of protracted crises 

(OCHA, 2021b; UNHCR, 2017a).  

As humanitarian staff from IRC at the Emergency Data Science Workshop (2018) 

indicated, there are numerous challenges that prevent organizations from using qualitative 
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methods for HNA at a larger scale. In practice, current HNA approaches often require 

interviewers to convert complex responses to OEQ in surveys or key informant interviews into 

simplified quantitative data or short notes. Figure 2 shows an example of a question in an HNA 

used by UNHCR that displays a long list of possible precoding response options. This is 

typically done with the use of structured questionnaires in CAPI tools by having interviewers 

code responses in the field, or by writing down short sentences that are then later coded during 

analysis (ACAPS, 2016). Without pre-coded options, the interviewer is required to rapidly take 

notes of what the respondent said, or record the response as an audio recording, which then needs 

to be replayed at a later stage for transcription, possible translation, and analysis. Regardless of 

the method of recording the response to OEQ, the diversity of languages and dialects common in 

many humanitarian crises can make collecting and analyzing qualitative data extremely difficult 

and costly (ACAPS, 2019; Al-Amer et al., 2016; Bowden & Fox-Rushby, 2003; Deutscher, 

2010; Translators Without Borders, 2018a, 2018b, 2019). 

Figure 2 - Example Open-Ended Question from a Water and Sanitation Survey Used by UNHCR 

Example Open-Ended Question from a Water and Sanitation Survey Used by UNHCR (2017b) 
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Practitioner-level efforts to improve the quality and usability of HNA have included 

several recent initiatives. The 2016 Humanitarian Grand Bargain included several workstreams 

aimed at improving HNA (WHS, 2016), which resulted in a review of HNA analytical 

frameworks (Chataigner, 2017), a method of assessing the quality of HNAs (GPPI & INSPIRE 

Consortium, 2019; Okular Analytics, 2021), and the creation of the Joint Intersectoral Analysis 

Framework in 2021 to standardize HNA in protracted crises (OCHA, 2021b). Most of this work 

has focused primarily on improving the use of structured household-level data. To date, however, 

there has been very little focus on documenting the challenges of using qualitative methods in 

HNAs, from either an academic or a practitioner perspective.  

Most available literature about HNA is published by humanitarian organizations 

themselves and generally focuses on how needs assessments should be conducted. There is little 

evidence of any study about the prevailing practices and challenges of applying these normative 

guidelines related to quantitative and qualitative methods, nor are there any studies found that 

empirically identify solutions to these challenges.  

1.4.2. Ethical Issues Related to Processing Data from People Affected by a Humanitarian 

Crisis  

Humanitarian organizations rely on processing increasingly large amounts of data to 

inform their operations (IASC, 2021), much of which is collected directly from affected 

populations through HNA or for other purposes, e.g., through refugee registrations, household 

surveys, or cash disbursements (e.g., Jacobsen, 2017; Thylin & Duarte, 2019; Vannini et al., 

2020). As mentioned above, humanitarian staff are themselves increasingly victims of 

kidnappings and killings in conflict settings, which has led organizations to increasingly resort to 

remote methods of managing operations and collecting data from affected people (Donini & 
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Maxwell, 2013). This combination of factors has led to an exponential increase in the amount of 

personal data that is being collected distributed, stored, and analyzed in various locations around 

the world.  

ICRC and Privacy International (2018) have shown that organizations turning to new or 

existing digital tools to collect, store, or analyze data more efficiently may knowingly or 

inadvertently introduce new ethical issues affecting people who are already vulnerable. As 

Sandvik et al. (2014) have argued, weighing the responsible use of new technologies in 

humanitarian crises comes with a number of ethical issues. Such issues may include, for 

example, confidential refugee registration data that may inadvertently be accessed by conflict 

parties (Jacobsen, 2015), distrust of new tools used in health emergency responses (Perakslis, 

2018), or the loss of dignity due to intrusive use of drones in humanitarian assistance (van 

Wynsberghe & Comes, 2020). Ethical decisions are routinely made in humanitarian assistance 

about what data to collect, which tools to use, or how and with whom to share this information to 

avoid adverse consequences (Raymond et al., 2016; UN Global Pulse, 2016). In light of such 

challenges, organizations rarely choose to forego new tools altogether, such as when Oxfam 

decided to temporarily halt the use of biometrics in its programs (The Engine Room and Oxfam, 

2018). Rather, many organizations are more likely to invest in new innovations without 

appropriately considering, weighing, or fully grasping the long-term ethical issues (Parker, 

2019).  

Because of these ethical challenges, several guidelines have been produced by 

humanitarian organizations with the goal of minimizing or eliminating ethical issues and the 

risks they present to affected populations or to organizations providing humanitarian assistance. 

Notable examples include Data Responsibility in Humanitarian Action by the Inter-Agency 
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Standing Committee (2021), the Handbook on Data Protection in Humanitarian Action by ICRC 

(2020), the Data Responsibility Guidelines by UN OCHA (2019), and the ethical design of new 

tools (Elhra & Humanitarian Health Ethics, 2021). Similarly, regulatory changes in many 

countries (such as the European Union’s General Data Protection Regulation, GDPR) have 

moved many humanitarian organizations to change their approaches to data processing to 

address ethical issues related to data privacy (Bharania, 2017; Gazi, 2020). For example, 

Médecins Sans Frontières in France requires headquarters staff to attend mandatory GDPR 

training (MSF, 2019).  

However, the speed of technological innovation as well as new circumstances (such as 

newly insecure environments or lack of access to populations during the COVID-19 pandemic) 

mean that guidance or regulation in a specific context may quickly become out of date and be 

inadequate to the new circumstances. Tegmark (2017) notes that AI systems that use machine 

learning and other methods for automating data processing are ushering in a completely new set 

of ethical issues that humanitarian organizations will have to confront. For example, some AI 

technologies were less accurate when transcribing speech to text from women (Garnerin et al., 

2019; Tatman, 2017) or from African Americans (Koenecke et al., 2020). When relying on AI 

systems such issues can therefore mean that particular population groups could not be 

represented in survey data and thereby result in what Sarı et al. (2021) termed “fairness gaps.”  

Wang et al. (2021) argue that a distinct challenge for identifying relevant ethical issues is 

the lack of established ethical categories or theories used by studies discussing ethics in the 

humanitarian sector. First introduced by the International Federation of Red Cross and Red 

Crescent Societies (Pictet, 1979), the four humanitarian principles—humanity, impartiality, 

independence, and neutrality—are now widely and normatively used among many humanitarian 
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organizations (see, for example, MSF, n.d.), in international law (OCHA, 2012), as well as in 

ethical codes attempting to guide the actions of the humanitarian sector as a whole (see, for 

example, IFRC, 1994; Sphere Association, 2018). However, previous studies have shown the 

difficulty of applying these humanitarian principles in everyday practice (Hilhorst & 

Schmiemann, 2002), in guiding the use of information technology (Raymond & Card, 2015), or 

in mapping humanitarian organizations’ ethical obligations (Broussard et al., 2019). In particular, 

Slim (2015) has argued that the broad humanity “principle” is better understood as an absolute 

moral value rather than an ethical principle (p. 62), whereas Orbinski (1994) has suggested that 

the humanitarian principles of independence and neutrality can be best understood as 

“mechanisms” (p. 7) for achieving the humanity principle. As a result, a growing number of 

studies use the ethical value categories of autonomy, beneficence, non-maleficence, and justice, 

which are widely used in the fields of bioethics and research ethics (Beauchamp & Childress, 

2019), as better operational terms to reference ethical issues inherent to humanitarian practice 

(Cawthorne & Wynsberghe, 2019; Pham & Vinck, 2012).  

To date, there is little evidence that there has been a comprehensive review of relevant 

ethical issues related to HNAs in the published literature. Previous systematic or scoping reviews 

focusing on humanitarian assistance only addressed more limited contexts, such as natural 

disasters (Tansey et al., 2018), and displaced populations (Makhoul et al., 2018), or did not 

include terms to capture more novel humanitarian activities such as responding to large-scale 

migration or public health emergencies (Pal et al., 2019). The gap in the literature is a catalyst for 

this current study. 
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1.4.3. Potential for and Methods of Integrating NLP in a CAPI tool to improve HNA  

Galanis et al. (2021) point out that NLP has passed several important technological 

milestones over the last years, and Otter et al. (2021) conclude that this success is particularly 

due to breakthroughs in the areas of deep learning and neural networks. The rapid advances in 

these fields have led to an explosion of commercial NLP applications, particularly for automated 

speech recognition (ASR, and also known as speech to text, or STT) and machine translation 

(MT), as well as different types of content analysis, such as natural language understanding 

(NLU) or information extraction (Singh, 2018). Going from an audio recording to a translated 

written version of human speech typically requires first creating a written transcript that may 

then be translated into a target language (such as English)—though direct speech to translated 

text has also been achieved (Bansal et al., 2018; Weiss et al., 2017). High-quality transcription 

and translation software are now widely available through commercially available tools (e.g., 

from Google, IBM Watson, Microsoft Azure, Amazon Web Services). At the same time, open-

source alternatives have been created to replicate or surpass the performances of these 

commercially available tools. Open Source examples are Transformer (Vaswani et al., 2017), 

DeepSpeech (Hannun et al., 2014), and OpenNMT (Klein et al., 2017).  

But despite this progress and a clear need to improve multilingual communication, there 

is little evidence based on the available literature about the adoption of these tools in the 

humanitarian sector to date. One important factor may be that the varying accuracy of ASR and 

MT requires human correction—especially given the wide range of speakers, accents, recording 

quality, as well as the sheer novelty of the technology (Dew et al., 2018). A second challenge, 

particularly for HNAs, is that in some countries currently affected by humanitarian crises, 

commercial tools for ASR and MT do not support the local languages, such as Amharic, Hausa, 
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Rohingya, Swahili, or Fulfulde (Abbott & Martinus, 2018; Gu et al., 2018). As a potential 

alternative, two open-source software tools for ASR exist that can be used to create high quality 

ASR models without the use of commercial providers: Coqui (2022) and Mozilla’s (2022b) 

DeepSpeech. These tools can be trained on training data for any language, including using freely 

available corpuses of language libraries, such as Mozilla’s (2022a) CommonVoice and Tatoeba 

(2022). However, given that such public repositories tend to favor languages spoken in high and 

middle income countries, Translators Without Borders (Ansari & Petras, 2018) has begun 

investing in ASR and MT models specifically for languages spoken in countries that have 

suffered some of the most protracted humanitarian crises.  

Apart from the technical possibilities, Davis (1989) shows that software ultimately needs 

to be designed in a way that is both useful and easy to use. Without proper focus on usability, 

many software innovations fail to deliver the expected impact despite considerable financial 

resources—particularly for publicly funded projects (Anthopoulos et al., 2016; Savoldelli et al., 

2014). Best practices in web and software design therefore follow the user-centered design 

(UCD) approach. UCD is a widely-used framework for flexibly and iteratively creating 

innovations that are supported by research into user realities as well as the institutional context in 

which innovations are intended to be used (Holden & Boustani, 2021). UCD approaches 

typically require 1) a thorough understanding of potential users in order to take their needs and 

environment into account, 2) empirical evaluations of user interactions to measure usability, and 

3) iterative cycles of designing and building new systems or services (Gould & Lewis, 1983). 

Failures to apply UCD during the design and development process can mean that new tools are 

rejected by organizations or professionals, or have the potential to cause harm (Cornet et al., 

2019). These challenges are unique and acute in critical settings such as humanitarian assistance, 



 

 

19 

or in providing healthcare to vulnerable populations by often overstretched humanitarian staff 

(Ben-Zeev et al., 2015; Kushniruk & Nøhr, 2016). Likewise, whereas UCD is often embraced in 

theory, evaluating new tools empirically, based on user testing, has many challenges that can 

dissuade humanitarian innovators from embracing this practice more widely (Cornet et al., 

2020).  

At the time of the research, there is little evidence of any extant studies describing the 

systematic design for applying NLP technology to improve HNAs—while also avoiding 

usability issues and ethical issues in the process.  

In summary, this literature review identified three distinct gaps in the literature:  

1. Prevailing practices and methodological challenges in HNA: Despite the 

critical potential of HNA for informing life-saving humanitarian assistance and 

for prioritizing limited funding, very little research exists about prevailing 

practices, operational constraints, or methodological challenges in conducting 

HNA. 

2. Ethical issues in the design of HNA data processing tools: Designing new data 

processing tools for HNA can lead to many ethical issues, but there is no 

systematic review of what these issues are or how these can be categorized. 

3. Ethically appropriate design of new CAPI features using NLP technologies: 

NLP has had many recent success stories in research and commercial 

applications, but to date there are no studies describing the systematic design for 

applying this technology to improve HNA while avoiding usability issues that 

would limit its implementation or minimizing ethical issues that would present 
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risks to affected populations or to organizations providing humanitarian 

assistance.  

1.5. Research Questions 

There have been insufficient studies of these three gaps. For each of those three areas, 

research questions were developed. 

Regarding the first gap of prevailing practices and methodological challenges in HNA, 

three specific research questions were identified: 

1. What are the current approaches to conducting HNAs in a sample of professional 

staff members of humanitarian organizations with prior experience managing 

HNA data collection?  

2. Among these respondents, what constraints related to different interview methods, 

particularly qualitative ones, are identified? 

3. Which solutions for improving the use of qualitative interview methods in HNAs 

do respondents propose? 

Regarding the second area related to ethical issues in the design of HNA data processing 

tools, three specific research questions were identified: 

1. Which ethical issues have been raised in the peer-reviewed literature related to 

processing data from people affected by humanitarian crises in order to inform 

humanitarian assistance? 

2. To what extent do real-world examples of ethical issues reflect the concerns 

presented in the literature? 

3. Which technologies were the focus of concern over these ethical issues? 
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Regarding the third area of study related to the ethically appropriate design of new CAPI 

features using NLP technologies, three specific research questions were identified: 

1. Which specific constraints identified by professionals with experience managing

HNA data collection could be addressed through new CAPI features?

2. Which ethical issues identified in the peer-reviewed literature related to

processing data from people affected by humanitarian crises should be considered

when designing new CAPI features for processing qualitative data?

3. How should new features for the KoboToolbox CAPI software to systematically

transcribe, translate, and analyze answers to OEQ from HNA interviews be

designed, usability tested, and implemented?

1.6. Ethical Review of the Study 

Ethics approval for the study was granted by the Office of Research Ethics at York 

University, Canada (certificate # STU 2020-092). Informed consent was obtained from all 

participants. Great care was taken to protect the anonymity of respondents. Quotations from key 

informants in chapters 4 and 6 were therefore not attributed to their organization or country of 

residency. 

1.7. Dissertation Overview 

This dissertation includes seven chapters, which are detailed below. 

Chapter 1 (this introduction) provides the background, the rationale for this study, 

important definitions, an overview of the literature, the research questions, describes the ethical 

review of the study, and offers an overview of the structure and contents of the dissertation.  
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Chapter 2 describes the theoretical framework and provides an overview of the 

methodologies applied. It describes the use of the Design Science Research approach and how 

this dissertation is grounded in a pragmatist philosophy. It also outlines the values that have 

guided this research from the fields of humanitarian assistance, bioethics, and design science, 

respectively. 

The findings of this dissertation research are laid out in four interconnected studies in 

chapters 3, 4, 5, and 6, using a format that is intended for publication in peer-reviewed academic 

journals. Of these, one manuscript (chapter 3) has already been published during the course of 

the dissertation research. As applicable, individual chapter manuscripts include a detailed review 

of the literature, a full description of the methods used, findings, discussions, as well as 

conclusions with indications on proposed next steps for research and practice. Whereas these 

chapters can be considered on their own, together and in sequence they provide a new 

perspective into how the areas of humanitarian assistance, ethics, and software development can 

and should be considered together under a Design Science Research approach. The following 

briefly describes each chapter. 

Chapter 3 is a chapter manuscript entitled Improving Humanitarian Needs Assessments 

through Natural Language Processing, which was published in 2020 in IBM Research and 

Development (Kreutzer et al., 2020). The dissertation researcher conceived, designed, researched 

and wrote in its entirety the first draft of the manuscript chapter, with subsequent contributions 

from dissertation committee members, researchers with expertise in NLP and survey methods, 

and experts in humanitarian theory and practice. The co-authors are, in the order listed in the 

published version: Patrick Vinck, Phuong Pham, Aijun An, Lora Appel, Eric Deluca, Grace 

Tang, Muath Alzghool, Kusum Hachhethu, Bobi Morris, John Crowley, and James Orbinski. 
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Some of their prior research provided background for the design idea that inspired the current 

study. This chapter also describes the anticipated practical and ethical challenges of building on 

the diffusion of digital data collection platforms and introducing this new technology to the 

humanitarian assistance sector. It concludes by providing an overview of the ethical values or 

principles that should be used to anticipate and mitigate ethical issues. 

Chapter 4 is a chapter manuscript titled Overcoming Blind Spots: Constraints and 

Solutions Related to Qualitative Interview Methods in Humanitarian Needs Assessments. Based 

on in-depth interviews conducted with a sample of international key informants (KIs) with prior 

experience managing HNA data collection, this study explores current approaches to conducting 

HNA, constraints related to different interview methods—particularly qualitative ones, and 

solutions for improving the use of qualitative interview methods in HNAs. 23 KIs were selected 

from 13 countries, representing 17 humanitarian organizations. Based on a grounded theory 

approach of analyzing interview transcript, the manuscript describes prevailing approaches to 

data collection in HNAs, constraints related to quantitative and especially qualitative interview 

methods, challenges specific to handling open-ended questions, and specific recommendations 

for improving the role of qualitative interview methods. Respondents pointed to a complex 

operational environment that favors quantitative methods in HNA, even though qualitative data 

are widely seen as crucial for understanding population needs. Among several concrete 

suggestions, KIs proposed acknowledging the limitations of quantitative data in HNA, investing 

in more qualitative skills through training or hiring, piloting mixed-methods hybrid surveys, as 

well as employing NLP for transcribing, translating, and analyzing interview responses to OEQ. 

Chapter 5 is a chapter manuscript entitled Ethical Implications Related to Processing of 

Personal Data in Humanitarian Crises: A Scoping Review. This chapter manuscript mapped the 
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range of ethical issues that have been raised in the academic literature regarding the processing 

of data from people affected by humanitarian crises, based on a systematic search of databases to 

identify peer-reviewed studies published since 2010. The study used the scoping review method 

established by Arksey and O’Malley (2005) as further refined by Levac et al. (2010), followed 

the framework maintained by the Joanna Briggs Institute (Peters et al., 2017), and applied a 

study protocol using the PRISMA-ScR reporting guidelines for scoping reviews (Tricco et al., 

2018). The scoping review yielded 100 relevant studies after screening 8,387 papers. A detailed 

review of the 100 studies led to the identification of 22 ethical issues which were grouped into 

four ethical value categories of autonomy, beneficence, non-maleficence, and justice, which 

were identified as the best method of categorizing such issues. The chapter manuscript 

demonstrated the need for specific and robust guidance to better navigate emerging ethical 

concerns. It also showed that further empirical research related to ethical issues is needed in 

conflict settings, specific to the use of CAPI tools, and linked to early adoptions of artificial 

intelligence in humanitarian assistance. 

Chapter 6 is a manuscript titled Systematic Design and Evaluation of New Humanitarian 

Needs Assessments Tools for Collecting Qualitative Data Using Natural Language Processing. 

This chapter manuscript reports on the design and empirical evaluation of new KoboToolbox 

features to systematically transcribe, translate, and analyze answers to OEQ from HNA 

interviews. It first does so by extracting and analyzing a subset of 25 relevant themes identified 

in Chapter 4 from interviews with KIs, as well as by identifying a list of seven ethical issues 

from the scoping review presented in Chapter 5. Both sets of data are used to inform the initial 

design proposal of the new features. The study then describes the iterative user-centered design 

approach for creating the new software features and reports on the results from usability testing 
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based on observations and feedback from 14 test users. Results from user testing showed strong 

support for the usefulness and usability of new features. User testing results were subsequently 

used to identify several usability issues that were then addressed in the software. This study 

demonstrates that the adoption of a multi-disciplinary user-centered design approach was crucial 

for creating a new set of tools for scaling up the use of qualitative data in humanitarian needs 

assessments while accommodating both the ethical realities and the operational constraints 

experienced in humanitarian assistance. 

Chapter 7 provides an overall summation and conclusions to this dissertation. It 

summarizes the dissertation’s strengths and limitations, highlights the contributions to new 

knowledge and significance of the dissertation, suggests implications for further research, and 

offers specific recommendations for policy and practice.  
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Chapter 2 Theoretical Frameworks  

This dissertation follows a mixed-methods approach grounded in a pragmatist 

philosophy. This chapter will, first, explain this research paradigm underlying this study. Second, 

it will outline the values that have guided this research from the fields of humanitarian 

assistance, bioethics, and design science, respectively. Third, it will outline the methods chosen 

for this study.  

2.1. Research Paradigm  

A research paradigm, also referred to as a “worldview” (Creswell, 2018, p. 3), is 

understood here as the “basic set of beliefs that guide action”  (Guba, 1990, cited in Creswell, 

2018, p. 4). This paradigm is oftentimes described in terms of one’s ontology, referring to a 

researcher’s view about the nature of the world, or as Furlong and Marsh (2010, p. 18) have 

described it, “whether there is a ‘real’ world ‘out there’ that is independent of our knowledge of 

it.” This study is rooted in the ontological stance that this is not an either-or question, that there is 

both an “external world independent of the mind as well as that lodged in the mind” (Creswell, 

2018, p. 9) and that research should inform, or even participate in finding, solutions to real-world 

problems.  

These sets of assumptions have led to the choice of a pragmatist research paradigm for 

this study. Pragmatism is a philosophy of research “in which the meaning of actions and beliefs 

is found in their consequences” (Morgan, 2014, p. 26). Moreover, pragmatism is deeply 

interested in the “intersubjective interactions between people and their environment” (McCaslin, 

2012, p. 4), which requires taking into account all objects, subjects and their interactions. 

Pragmatist research means conducting inquiry for the sake of creating solutions to specific 
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problems, and choosing methods that contribute to this goal. As a result, pragmatist research 

follows a flexible inquiry process in which a research problem drives an ongoing iterative 

process of choosing and applying potential research designs and methods, and during which 

reflections on the potential consequences of each design and method inform the subsequent 

iteration and final design, or even serve to reformulate the initial problem (Morgan, 2014, pp. 

27–34).  

Researchers using a pragmatist worldview consider all possible research paradigms—as 

well as all potential methods—to be legitimate, as long as they are found to serve a given 

research objective. Other paradigms, such as positivism, post-positivism, critical theory, and 

constructivism, are seen by some of their adherents as indelible categories that mark each 

researcher and that necessarily lead to specific sets of potential methods that can be considered. 

Furlong and Marsh (2010, p. 17) have likened research paradigms (specifically ontologies and 

epistemologies that are used to distinguish different paradigms) as a “skin,” which “cannot be 

put on and taken off whenever the researcher sees fit.” As such, many theorists have historically 

viewed some different ontologies and methodological approaches as “incommensurate” or  

“contradictory and mutually exclusive” (Guba & Lincoln, 2005, p. 117). Pragmatism, on the 

other hand, has “no interests in dualistic debates around philosophical concepts” (Biesenthal, 

2014, p. 649). Pragmatism is often compared to—and borrows from—constructivism when 

humans and cultural practices are involved (see, for example, Hickman et al., 2009; Neubert, 

2001). It therefore emphasizes the epistemological view that much of the world is socially 

constructed and all knowledge is social knowledge based on experience. It also allows—as 

would post-positivists—that reality exists apart from human experience. As Morgan (2014, p. 

40) points out, some researchers who adopt pragmatism see metaphysical separation as a useful 
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way to understand social science research and believe instead that applying such different 

worldviews can be useful, depending on the research in question.  

Axiology, the branch of philosophy that focuses on values (among other issues), forms a 

crucial part of the “basic foundational philosophical dimensions of [the] paradigm proposal” 

(Guba & Lincoln, 2005, p. 200). In pragmatism, values play a central role in informing both the 

motivation behind the research as well as for understanding the values held by research subjects 

themselves (McCaslin, 2012). Based on work by The Ethics Centre (2020), this study defines 

values as ends in themselves which ought to be respected and realized in practice. Principles are 

understood here as the specific means with which one can order and accomplish these values. 

This study does not use the term “moral” as it can practically be understood to be synonymous 

with “ethical” (Singer, 2021), although varying distinctions exist in the philosophical and legal 

spheres between these terms (Hazard, 1995). 

The following section describes the values that underpin the different disciplines that 

intersect in this study. This section is separated into three parts: humanitarian values, bioethical 

values, and design values.   

2.2. Humanitarian Values 

It is commonly understood that ethical values and principles are essential in the provision 

of humanitarian assistance where an individual’s or an organization’s choices can be far-reaching 

in determining the well-being and health outcomes of other people or even large populations. 

The ethical values of compassion and egalitarianism that motivate many people to assist others in 

need are typically seen as rooted in human history (see, for example, Barnett, 2011, p. 8; 

Suzman, 2017; Wade, 2006). Likewise, these values have also been prominent precursors to 

humanitarian assistance across different parts of the world—such as, for example, in East and 
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Southeast Asia (Yeophantong, 2014), China (Krebs, 2014), the Middle East (Moussa, 2014), or 

Latin America (L. L. Martínez, 2016).  

Modern humanitarian assistance is made up of a highly fragmented patchwork of actors 

performing under a loose and complex web of governance structures, and with limited control 

exercised by governments (Barnett, 2013). As a result, a single set of ethical values that is 

universally accepted by or even mandated for all organizations providing humanitarian 

assistance does not (yet) exist. Instead, as discussed below, there are several overlapping 

humanitarian ethical values frameworks that serve as foundational documents that were intended 

to ensure that humanitarian professionals make ethical decisions in their work. In addition, 

international humanitarian law and human rights law provide some legal obligations primarily 

specifying obligations of states or warring parties during conflicts, the rights of civilians, and the 

protected status of organizations providing assistance (Darcy, 2004; Leaning, 1999).  

The first declaration to better guide the behavior of humanitarian organizations and their 

staff was established in 1965 with the Fundamental Principles of the Red Cross (IFRC, 2006; 

Pictet, 1979), hereinafter referred to as the Fundamental Principles. The first four principles in  

this document—humanity, impartiality, independence, and neutrality—have since become part 

of international law through two resolutions passed by the United Nations General Assembly 

(UNGA) (OCHA, 2012) and are commonly referred to as the Humanitarian Principles. 

Definitions of each of the Humanitarian Principles are shown in Table 1. The original author of 

the Fundamental Principles, Jean Pictet (1979, p. 8), understood principles as “a rule, based 

upon judgement and experience, which is adopted by a community to guide its conduct.” The 

Humanitarian Principles are now widely cited among many humanitarian organizations in 

official documents as high-level guidance for their work (see, for example, MSF, n.d.).  
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Table 1 - Definitions of the Humanitarian Principles 

Definitions of the Humanitarian Principles (OCHA, 2012) 

Principle Definition 

Humanity Human suffering must be addressed wherever it is found. The purpose of 

humanitarian action is to protect life and health and ensure respect for 

human beings. 

Impartiality Humanitarian action must be carried out on the basis of need alone, giving 

priority to the most urgent cases of distress and making no distinctions on 

the basis of nationality, race, gender, religious belief, class or political 

opinions. 

Neutrality Humanitarian actors must not take sides in hostilities or engage in 

controversies of a political, racial, religious or ideological nature. 

Independence Humanitarian action must be autonomous from the political, economic, 

military or other objectives that any actor may hold with regard to areas 

where humanitarian action is being implemented. 

 

During the 1990s, three additional sets of ethical principles were established by leading 

international humanitarian organizations with the aim of addressing perceived failures in a 

number of humanitarian crises during that time (see, for example, Anderson, 1999; de Waal, 

1997; Orbinski, 2009). This included, first,  the Code of Conduct for the International Red Cross 

and Red Crescent Movement and NGOs in Disaster Relief  (IFRC, 1994,  “Code of Conduct”), 

and, second, the Humanitarian Charter and the Protection Principles that were first published in 

1998 as part of the Sphere Guidelines (Sphere Association, 2018; Walker & Purdin, 2004).  

During the 2000s, four additional initiatives by networks of humanitarian organizations 

attempted to complement these general principles into more concrete rules aiming to increase 

accountability and effectiveness. These included Sphere’s (2004) Core Standards, People in 

Aid’s (2003) Code of Good Practice, the Humanitarian Accountability Partnership’s (2010) 

Standard in Accountability and Quality Management, and Groupe URD’s (2018) Quality 

COMPAS framework. The Core Humanitarian Standard on Quality and Accountability (CHS) 
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then replaced or integrated these documents, along with several others (CHS, 2014), following 

several years of consultations. An overview of the six documents discussed in this section can be 

found in Table 2, including the number of articulated principles included in each one.  

Table 2 - Ethical Frameworks in the Humanitarian Assistance Sector 

Selection of Ethical Frameworks in the Humanitarian Assistance Sector 

Framework Author Published Principles 

Fundamental Principles  IFRC 1965, revised 

1986 

7 

Humanitarian Principles UNGA  

OCHA 

1991 and 2004 

2012 

4 

Code of Conduct for the International 

Red Cross and Red Crescent 

Movement and NGOs in Disaster 

Relief (Code of Conduct) 

IFRC & 

ICRC 

1994 10 (including 4 

Humanitarian 

Principles) 

Humanitarian Charter Sphere 

Project 

2000, rev 2004-

2018 

11 (including 6 

rights or beliefs) 

Protection Principles Sphere 

Project 

2000, revised 

2004-2018 

4 

Core Humanitarian Standard on 

Quality and Accountability (CHS) 

CHS 

Alliance 

2014 9 

 

Despite the proliferation of these documents with their additional principles, the four 

Humanitarian Principles are either included explicitly (as, for example, in the Code of Conduct 

or the CHS) or included indirectly as an “integral part” (Sphere Association, 2018, p. 5), as in the 

case of the Humanitarian Charter. As a result, these principles often form part of induction 

training for new humanitarian staff, and are included in lectures on the topic of humanitarian 

assistance. As Gordon and Donini (2015, p. 79) point out, by elevating them in this fashion, 

organizations established them “as global, permanent and immutable talismans of access, and as 

central motifs qua objectives of the humanitarian discourse.” Pragmatically, this means that for 
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humanitarian professionals working at international organizations, governments, and non-

governmental organizations, these four principles have in practice become enshrined as values 

worthy of achieving in their own right.  

Previous studies have shown how difficult it can be to apply the Humanitarian Principles 

in everyday practice (Hilhorst & Schmiemann, 2002); to guide the use of information technology 

(Raymond & Card, 2015), or to map humanitarian organizations’ ethical obligations (Broussard 

et al., 2019). As shown by Gordon and Donini (2015), some humanitarian organizations and 

donors have therefore questioned the relevance of the independence and neutrality principles in 

novel situations and conflicts, leading to a “new humanitarianism” that may result in a new set of 

principles that aim to responds to changing circumstances or that may leave the neutrality 

principle to be rendered optional (Van Mierop, 2015; Walker, 2005). Similarly, Orbinski (1994, 

p. 7) has suggested that the principles of independence and neutrality can be best understood as 

mechanisms of the humanity principle (often referred to as the humanitarian imperative) that 

should be used as necessary to reach and provide benefits to the greatest portion of affected 

populations in conflict settings.  

Several attempts to analyze contemporary humanitarian ethical values and principles 

have been made. Slim (2015) created the most extensive overview of relevant documents and 

their described principles and how they can be applied together, although his work preceded the 

finalization of the CHS which made some of the suggested new principles arguably obsolete. 

Thorley and Henrion (2019, p. 3) reviewed documents used by humanitarian and development 

organizations for guiding research and evaluation activities, finding that “guidelines do not 

consistently provide clear definitions of the ethical principles underpinning them.” Broussard 

(2019) reviewed how health-related ethical challenges documented in the literature mapped onto 



 

 

50 

the four humanitarian principles from 1965 and established eight “ethical obligations.” The 

Harvard Humanitarian Initiative’s Signal Code (Greenwood et al., 2017) provides additional 

analysis of humanitarian ethical obligations related to data processing by also applying human 

rights law.  

This dissertation follows the proposal by Slim (2015, p. 62) that considers humanity to be 

understood as an absolute value, whereas impartiality, independence, and neutrality are 

understood as necessary principles that help to achieve this value. This view is what Gordon and 

Donini (2015, p. 83) refer to as “traditional or classical humanitarianism.” Although he named it 

as one of the Fundamental Principles, Jean Pictet (1979, p. 8) seems to agree with this view. 

Indeed, he wrote that the humanity principle embodied the “profound motivation of the Red 

Cross, from which all the other principles are derived.” Identifying an absolute value can be 

crucial as a means to resolve conflicts between principles and to help make an ethical decision. 

For example, Médecins Sans Frontières decided to speak out and even request military actors to 

intervene given the extreme conditions during the Rwandan genocide—even if this meant not 

being perceived as neutral—in order to achieve the humanitarian imperative (Orbinski, 2009).  

However, the exact content and meaning of humanity (or the humanitarian imperative) 

varies from document to document as each tried to improve on the wording rather than adopting 

an existing definition. A detailed review of the humanity value (though often referred to as a 

principle) of the six foundational texts cited above shows some important differences (see Table 

3). Even though most documents restate the four Humanitarian Principles, their authors applied 

sometimes significant wording differences. For example, the importance of activities related to 

safeguarding human health and saving lives do not appear in the Code of Conduct version of 

humanity—nor in the Humanitarian Charter or the Protection Principles. The wording in the 
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UNGA resolution that enshrined the Humanitarian Principles into international law says that 

human suffering should be “addressed” (OCHA, 2012, p. 1) rather than to “prevent and 

alleviate” it, as specified in the Fundamental Principles (IFRC, 2006, p. 5).  

Based on this analysis, four overlapping themes were identified (displayed with different 

color coding in Table 3), which this study uses as a working definition of the value of humanity, 

and therefore as the purpose of humanitarian assistance: (1) preventing and alleviating human 

suffering, (2) providing protection and safeguarding of human dignity, (3) safeguarding human 

health, and (4) conducting these activities anywhere in the world where they may be needed. 
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Table 3 - Varying Definitions of the Humanity Value Used in Different Foundational Texts, With Overlapping Themes Highlighted 

Varying Definitions of the Humanity Value Used in Different Foundational Texts, With 

Overlapping Themes Highlighted  

Document Definition text 

IFRC 

Fundamental 

Principals 

 

“The International Red Cross and Red Crescent Movement, born of a desire to bring assistance 

without discrimination to the wounded on the battlefield, endeavours, in its international and 

national capacity, to prevent and alleviate human suffering wherever it may be found. Its 

purpose is to protect life and health and to ensure respect for the human being. It promotes 

mutual understanding, friendship, cooperation and lasting peace amongst all peoples.” (IFRC, 

2006, p. 5) 

Humanitarian 

Principles 

“Human suffering must be addressed wherever it is found. The purpose of humanitarian action 

is to protect life and health and ensure respect for human beings.” (OCHA, 2012, p. 1) 

Code of 

Conduct  

 

“The humanitarian imperative comes first: The right to receive humanitarian assistance, and to 

offer it, is a fundamental humanitarian principle which should be enjoyed by all citizens of all 

countries. As members of the international community, we recognise our obligation to provide 

humanitarian assistance wherever it is needed. Hence the need for unimpeded access to 

affected populations is of fundamental importance in exercising that responsibility. The prime 

motivation of our response to disaster is to alleviate human suffering amongst those least able 

to withstand the stress caused by disaster. When we give humanitarian aid it is not a partisan or 

political act and should not be viewed as such.” (IFRC, 1994, p. 3)  

Humanitarian 

Charter 

 

“The Humanitarian Charter expresses our shared conviction as humanitarian agencies that all 

people affected by disaster or conflict have a right to receive protection and assistance to 

ensure the basic conditions for life with dignity. We believe that the principles described in this 

Humanitarian Charter are universal, applying to all those affected by disaster or conflict, 

wherever they may be, and to all those who seek to assist them or provide for their security. 

These principles are reflected in international law, but derive their force ultimately from the 

fundamental moral principle of humanity: that all human beings are born free and equal in 

dignity and rights. Based on this principle, we affirm the primacy of the humanitarian 

imperative: that action should be taken to prevent or alleviate human suffering arising out of 

disaster or conflict, and that nothing should override this principle.” (Sphere Association, 

2018, p. 28) 

Protection 

Principles 

“[…] ensure that the rights of affected persons and the obligations of duty bearers under 

international law are understood, respected, protected and fulfilled without discrimination. 

Protection is about taking action to keep people safe from violence, coercion and deliberate 

deprivation.” (Sphere Association, 2018, p. 36) 

Core 

Humanitarian 

Standard 

(Section V) 

“The primary motivation of any response to crisis is to save lives, alleviate human suffering 

and to support the right to life with dignity. Humanitarian organisations recognise that the 

humanitarian imperative comes first and seek, therefore, to provide humanitarian assistance 

wherever it is needed.” (CHS, 2014, p. 8) 

 Legend of overlapping themes highlighted in texts: 

(1) Preventing and alleviating human suffering  

(2) Providing protection and safeguarding of human dignity  

(3) Safeguarding human health 

(4) Conducting these activities anywhere in the world where they may be needed  
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Whereas the value of humanity appears to be widely supported by humanitarian 

organizations, as evident in the various documents discussed above, the lack of a shared 

definition can be a challenge for studies related to ethical issues in this field. As a result, some 

humanitarian practitioners and researchers have looked to the fields of bioethics and research 

ethics for a more specific and inclusive set of values, as discussed in the following section.  

2.3. Bioethical Values 

The ethical value categories of autonomy, beneficence, non-maleficence, and justice, are 

widely used in the fields of bioethics and research ethics, and have been defined and discussed in 

their application in detail by Beauchamp and Childress (2019) in multiple volumes dating from  

1985. A definition of each ethical value category is provided in Table 4. The four categories 

reflect work largely in the decades preceding 1985 that have aimed to better protect research 

participants, including the Nuremberg Code (Trials of War Criminals before the Nuernberg 

Military Tribunals under Control Council Law No. 10 (Volume 2), 1949), the 1964 Declaration 

of Helsinki (World Medical Association, 2013) and the Belmont Report (National Commission 

for the Protection of Human Subjects of Biomedical and Behavioral Research, 1978). 

Table 4 - Definitions of Each Ethical Value Category 

Definitions of Each Ethical Value Category, Based on Beauchamp and Childress (2019, p. 16) 

Principle Definition 

Respect for 

autonomy 

Respecting the decision-making capacities of autonomous persons 

Beneficence Providing benefits and balancing benefits against risks and costs 

Non-maleficence Avoiding the causation of harm 

Justice Distributing benefits, risks, and costs fairly 
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Several studies focused on humanitarian assistance have also adopted these value 

categories as better operational ethical categories for analyzing ethical issues (see, for example, 

Cawthorne & Wynsberghe, 2019; Pham & Vinck, 2012). Similarly, nurses and doctors working 

at humanitarian medical organizations are expected to rely on established ethical codices, which 

are often set by medical associations in their home countries, and by the World Medical 

Association (Parsa-Parsi, 2022). Many humanitarian practitioners also have a medical or 

graduate training in which these categories are often used in lectures on ethical practices (see, for 

example, Barman et al., 2020; Marco et al., 2011). For health practitioners, adhering to ethical 

codes encompassing these value categories (or overlapping with them) is typically mandatory to 

be allowed to practice, and these codes are also expected to be applied in humanitarian crisis 

settings (Schwartz et al., 2012). For example, the Ethical Principles of Health Care in Times of 

Armed Conflict and Other Emergencies (ICRC, 2015, p. 1) proscribe that ethical codes to be 

used in conflict zones “are the same as the ethical principles of health care in times of peace.” 

However, as Hunt (2008) explains, applying these codes in humanitarian settings can sometimes 

lead to tensions between ethical values. In academia, university ethical review boards generally 

require a priori approval for research involving human subjects or animals as a way of 

implementing ethical codes. For research purposes, several humanitarian organizations have 

mirrored such structures, and created similar review boards, and even created specific 

innovations such as pre-approved research protocols, for example in the case of Médecins Sans 

Frontières (Benelli & Low, 2019; Eckenwiler et al., 2015; MSF Ethics Review Board, 2013; 

Schopper et al., 2015).  

This study considers the four value categories of autonomy, beneficence, non-

maleficence, and justice, using the definitions shown above, as providing additional ethical 
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guidance for humanitarian assistance in general, and this research in particular. A closer 

examination of these four ethical value categories and existing principles from the humanitarian 

ethical codes described in the previous section shows that a considerable overlap already exists.  

One way of mapping humanitarian ethical principles to the bioethical value categories is 

shown in Table 5. This overlap is discussed in more detail below.  
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Table 5 - Humanitarian Ethical Principles Mapped to Bioethical Value Categories 

Humanitarian Ethical Principles Mapped to Bioethical Value Categories 

Value 

Categories 

Humanitarian 

Principals 

Code of Conduct Humanitarian Charter Protection 

Principles 

Core Humanitarian Standard 

Respect for 

autonomy 

1. Humanity 

 

5. Respect culture and custom 

6. We shall attempt to build 

disaster response on local 

capacities 

7. Ways shall be found to 

involve programme 

beneficiaries in the 

management of relief aid 

9. We hold ourselves 

accountable to both those we 

seek to assist and those from 

whom we accept resources  

8. […] the affected population is at the 

centre of humanitarian action, and 

recognise that their active participation is 

essential […] 

 

4. Help people to 

claim their rights 

4. Humanitarian response is 

based on communication, 

participation and feedback. 

8. Staff are supported to do their 

job effectively, and are treated 

fairly and equitably. 

Beneficence 1. Humanity 

3. Independence 

4. Neutrality 

8. Relief aid must strive to 

reduce future vulnerabilities to 

disaster as well as meeting 

basic needs 

 

11. […] adopt the Core Humanitarian 

Standard and the Minimum Standards as 

accepted norms […] 

12. […]we undertake to make our 

responses more effective, appropriate and 

accountable […] 

3. Assist people to 

recover from the 

physical and 

psycho- logical 

effects of 

threatened or actual 

violence, coercion 

or deliberate 

deprivation 

2. Humanitarian response is 

effective and timely 

6. Humanitarian response is 

coordinated and 

complementary. 

7. Humanitarian actors 

continuously learn and improve. 

9. Resources are managed and 

used responsibly for their 

intended purpose. 

Non-

maleficence  

1. Humanity 

 

10. In our information, 

publicity and advertising 

activities, we shall recognise 

disaster victims as dignified 

humans, not hopeless objects 

9. […] we aim to minimise any negative 

effects of humanitarian action on the local 

community […] 

1. Enhance people’s 

safety, dignity and 

rights and avoid 

exposing them to 

further harm 

3. Humanitarian response 

strengthens local capacities and 

avoids negative effects 

5. Complaints are welcomed and 

addressed. 

Justice 1. Humanity 

2. Impartiality 

 6. […] the principle of impartiality, which 

requires that it be provided solely on the 

basis of need and in proportion to need. 

This reflects the wider principle of non-

discrimination: that no one should be 

discriminated against on any grounds […] 

2. Ensure people’s 

access to impartial 

assistance, 

according to need 

and without 

discrimination 

1. Humanitarian response is 

appropriate and relevant. 
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2.3.1. Respect for autonomy 

Respecting the autonomous decision-making capacity of individuals or communities has 

been a major factor in various humanitarian reform efforts since at least the 1990s. Starting with 

the Code of Conduct in 1994, new principles were established that attempted to remedy a 

perceived lack of autonomy. A subtle shift can be observed over time as different principles were 

elaborated to reflect changing norms regarding the role that affected people can and should play 

in deciding on the most relevant assistance. The 1994 Code of Conduct’s used careful wording, 

proposing that ways “shall be found to involve programme beneficiaries” (IFRC, 1994, p. 4). In 

contrast, the CHS (2014, p. 9) took a more forceful stance 20 years later with a “quality 

criterion” that requires that “humanitarian response is based on communication, participation and 

feedback.” One of the most well-known examples in research and biomedical ethics is the 

requirement of informed consent. In the humanitarian assistance context, informed consent for 

data collection is now a requirement for many organizations, especially when data is collected 

for the express purpose of research (International Rescue Committee, 2018).  

2.3.2. Beneficence 

Beneficence (providing benefits and balancing them against risks and costs) for affected 

people and communities is the stated goal of all organizations involved in humanitarian 

assistance, as shown in the consistent reference to the prevention or alleviation of human 

suffering in all the documents discussed in the previous section. Yet, in the response to conflicts 

in the 1990s, stories abounded about organizations that conducted activities that lacked tangible 

benefits for people affected by humanitarian crises, whether due to wrong assumptions, lack of 

training, lack of oversight, trying to impress donors—or a combination of these factors (see, for 

example, Polman, 2010; Terry, 2002). These episodes spurred the re-articulation and 
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contemporizing of ethical principles that pledged goals that hitherto were taken for granted. As a 

result, explicit goals that can be grouped under the value category of beneficence can be found, 

for example, in the Humanitarian Charter which obliges humanitarian actors “to make our 

responses more effective, appropriate and accountable” (Sphere Association, 2018, p. 32), or in 

the CHS (2014, p. 9), which requires that funding should be “managed and used responsibly for 

their intended purpose.”  

2.3.3. Non-maleficence 

Non-maleficence as an ethical value category (avoiding the causation of harm) was 

challenged by events in the 1990s, which led to the growing recognition that humanitarian 

assistance can inadvertently lead to harmful consequences for affected populations, such as by 

potentially prolonging conflict or increasing the risk of violence (see, for example, Anderson, 

1999; de Waal, 1997; Lischer, 2003; J. C. Martínez & Eng, 2016; Narang, 2015; Orbinski, 

2009). This, in turn, has correspondingly led to an increase in norms that directly relate to non-

maleficence, which has often been reinterpreted as the maxim “first, do no harm.” Contrary to 

the earlier Principles and the Code of Conduct, the Humanitarian Charter requested that 

humanitarian assistance should also “minimise any negative effects of humanitarian action,” 

such as rendering “civilians more vulnerable to attack” (Sphere Association, 2018, p. 31). 

The value of non-maleficence is by now also widely integrated in more specific 

guidelines related to processing sensitive information. Recognizing the military value that 

program information and data can have, the Protection Principles also implores that “people are 

not put at risk as a result of the way that humanitarian actors record and share information” and 

requests that policies are in place to ensure “the safety of survivors and of staff” (Sphere 

Association, 2018, p. 40). The CHS requires that affected people are not negatively affected by 
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humanitarian action, and urges organizations to put systems in place to “safeguard any personal 

information collected from communities and people affected by crisis that could put them at 

risk” (CHS, 2014, p. 12). The 2018 edition of the Sphere Handbook expands on this last point by 

explaining that “clear and comprehensive policies on data protection” should be “aligned with 

international standards and local data protection laws” (Sphere Association, 2018, p. 62). 

 

2.3.4. Justice 

The ethical value category of justice (distributing benefits, risks, and costs fairly) in many 

ways overlaps with the humanitarian principle of impartiality. Jean Pictet commented later that 

impartiality should, in fact, have been called “equality” in the Fundamental Principles: “While it 

was not particularly appropriate to have classified the principles of non-discrimination and of 

proportionality under the same heading, it was incorrect to have given this heading the 

designation of Impartiality, for this is a personal quality of an individual called upon to make a 

judgment or choice, or for ‘the man from the Red Cross’ to distribute relief or give care.” (Pictet, 

1979, p. 31) As a result of Pictet’s explanations, impartiality can be understood to include three 

related but separate sub-principles that require that assistance be given based on 1) 

proportionality (based on relative need), 2) non-discrimination (irrespective of ethnic, class, 

gender, or other attributes), and 3) impartiality (irrespective of personal preferences). For 

example, organizations such as Médecins Sans Frontières have defined impartiality to include 

both the proportionality and non-discrimination criteria, explaining that “those in the most 

serious and immediate danger will receive priority” (Binet & Saulnier, 2019, p. 158). 

Whereas a strict reading of the term impartiality would only be concerned with the equal 

distribution of benefits, the inclusion of proportionality and non-discrimination in the definition 
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show the significant overlap with the ethical value category of Justice (defined above as 

“distributing benefits, risks, and costs fairly”). Given the limitations of organizations and 

extraordinary needs in many humanitarian crises, decisions of which assistance to provide, where 

and to whom, often require hard trade-offs. In such situations, the objective of fairly distributing 

benefits, risks, and costs is pursued in practice—even if humanitarians may call this impartiality 

rather than justice.  

It is beyond the scope of this study to determine whether these four value categories will 

find broader adoption by humanitarian organizations—especially in conjunction with a more 

clearly articulated version of the value of humanity. However, two facilitating factors may favor 

a more widespread adoption. First, many humanitarian practitioners have previously been trained 

in research or medical ethics and are therefore quite familiar with these categories. An increasing 

overlap between the epistemic communities of academic research, healthcare, and humanitarian 

assistance may therefore make it easier to embrace and engage with the four value categories. 

Second, adopting an existing list of values also prevents the difficult task of establishing a 

completely new set of ethical values that would require significant time and resource for 

consultations between humanitarian professionals that may, in the end, result in a list that 

appears very similar. 

Apart from ethical values, pragmatism also requires investigating and documenting 

aesthetic values. These are discussed in the following section. 

2.4. Design Values 

Davis (1989) argued that software needs to be designed in a way that is both useful and 

easy to use, a concept also known as usability, and this supports the position taken in this study. 

This goal is encapsulated in ISO standard 9241-11:2018 (International Organization for 
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Standardization, 2018) which defines usability as the “extent to which a system, product or 

service can be used by specified users to achieve specified goals with effectiveness, efficiency 

and satisfaction in a specified context of use.” One widely used approach in web and software 

design is user-centered design (UCD), which is a framework for flexibly and iteratively creating 

innovations that are supported by research into user realities as well as the institutional context in 

which innovations are intended to be used (Holden & Boustani, 2021). As described first by 

Gould and Lewis (1983), UCD typically requires 1) a thorough understanding of the eventual 

users in order to take their needs and environment into account, 2) empirical evaluations of user 

interactions, and 3) iterative cycles of designing and building new systems or services. Empirical 

evaluations of usability, often referred to as user testing, is widely seen as an essential step that 

should be employed at different intervals during the design process (rather than a single 

evaluation at the end). However, implementing this step in practice is often beset with many 

practical challenges that need to be addressed through proper research design (Cornet et al., 

2020).  

Proper application of this method means, by definition, an openness to change: If an 

evaluation shows that a particular feature is useless without significant changes, good UCD 

allows that the final innovation may differ from what was initially discussed and what a client 

may have expected. Innovations that were designed without proper UCD methods can render 

new ideas useless when they are rejected by organizations or professionals due to poor usability, 

or even have the potential to cause harm (Cornet et al., 2019). Publicly-funded software projects 

are more likely to be affected by this issue (Anthopoulos et al., 2016; Savoldelli et al., 2014), the 

consequences of which can be particularly acute in critical settings such as during the provision 

of humanitarian assistance or healthcare (Ben-Zeev et al., 2015; Kushniruk & Nøhr, 2016).  
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Design Science Research (DSR) is a “is a body of knowledge about artificial (man-made) 

objects and phenomena designed to meet certain desired goals” (Simon, 1996, p. 1). As an 

academic discipline it is therefore well suited to a pragmatic approach of studying the conditions 

for, as well as the process of creating new software. In this regard, DSR is closely related and 

overlaps with action research, both of which are “pursued with an explicit intention of achieving 

desired social or organizational ends” (Stewart, 2014, p. 247). Simon (1996) originally referred 

to it as sciences of the artificial, which he defined to include natural phenomena as well as the 

study of socially constructed institutions. 

DSR underlines the tenet that in order to create new technologies to address a social 

problem, proper design goes far beyond trial and error. Instead, “design work entails disciplined, 

reflective discovery, and development of concepts for seeing what is possible and methods for 

realizing what is possible” (Jackson & Aakhus, 2014, p. 3). The DSR cycle, shown in Figure 3, 

typically starts with an awareness of a problem and a suggestion for a solution, resulting in a 

proposal and a tentative design. The further design and development of the new solution (also 

known as “artifact”) then leads to various forms of evaluation, leading to iterative changes to the 

initial problem, suggested solutions, and new development—until a conclusion can be reached at 

the end of the research project (Vaishnavi & Kuechler, 2015).  

Figure 3 - Design Science Research Cycle 

Design Science Research Cycle, by Vaishnavi and Kuechler (2015, p. 14) 
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In DSR, the contribution to scientific knowledge takes place at every step of the 

aforementioned design cycle. As Vaishnavi & Kuechler (2015) explain, DSR generates 

knowledge through a complete awareness of the problem based on initial research and through 

experience gained from designing and evaluating the pilot tool. Specific design science 

knowledge can then be used to allow generalization of the work in other situations. 

This study considers the concept of usability, as defined above, as a high-level value that 

is used to guide both the research and the creation of new features using Natural Language 

Processing (NLP) for the KoboToolbox software for humanitarian needs assessment that forms 

the core of this project. It considers the steps of the DSR cycle as well as best practices of the 

UCD framework as crucial and complementary steps for implementing this value.  

The pragmatist research paradigm and the humanitarian values described in the previous 

sections undergird this study and have served as a guide for selecting the specific research 

methods. Those methods are summarized in the following section.  



 

 

64 

2.5. Methods 

This study uses a mixed-methods approach by using key informant (KI) interviews, a 

scoping review of the literature, and by collecting observations of, and feedback from test users 

about the usability of newly designed NLP features for the KoboToolbox software for use in 

humanitarian needs assessments. These methods are described in greater detail in each of the 

empirical chapters of this dissertation (Chapters 4, 5, and 6).  

2.5.1. Key Informant Interviews 

The study selected 23 KIs using exponential discriminative snowball sampling of 

international professional staff with prior experience collecting data for humanitarian needs 

assessments (HNA) at a wide array of humanitarian organizations. Additional respondents were 

sought to achieve maximum heterogeneity of sampled organizations, including United Nations 

(UN) agencies, the Red Cross/Red Crescent Movement, as well as nongovernmental 

organizations (NGOs).  

A semi-structured interview guide was developed that included questions about the 

contextual considerations for using quantitative and qualitative methods in HNA, the constraints 

related to qualitative interview methods, and potential solutions for improving the usefulness of 

qualitative interview methods in HNA. Data collection, including an initial pilot with three 

respondents, took place between November 2020 and May 2021. Interviews were conducted by 

the author using the Zoom platform (Gray et al., 2020), while audio was recorded for verbatim 

transcription.  

Transcripts were analyzed using MAXQDA 2020 software (MAXQDA 2020, 2019) using 

an iterative approach consistent with stablished methods (Belgrave & Seide, 2018; Chun Tie et 

al., 2019; Corbin & Strauss, 2015). After applying initial codes through an open coding 
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approach, additional codes were developed through constant comparative analysis of previously-

coded transcript segments. Themes were categorized according to whether they related to issues 

that could be addressed through technological means or not. This study follows O’Brien et al.’s 

(2014) Standards for Reporting Qualitative Research checklist. Full methodological details are 

provided in Chapter 4. 

2.5.2. Scoping Review of the Literature 

A scoping review was conducted to map the range of ethical issues that have been raised 

in the academic literature regarding data processing of people affected by humanitarian crises. 

This method was chosen as it is best suited for generating a broad overview of relevant evidence; 

for examining emerging areas of research; for clarifying key concepts, and for identifying gaps 

in the literature (Peters et al., 2015). This study followed the scoping review method first 

described by Arksey and O’Malley (2005) as further refined by Levac et al. (2010) and follows 

the framework maintained by the Joanna Briggs Institute (Peters et al., 2017). A detailed study 

protocol was developed prior to data collection and screening and was revised based on feedback 

received from dissertation committee members, and incorporating the results from a pilot 

conducted for this study November–December, 2019. The protocol follows the Preferred 

Reporting Items for Systematic Reviews and Meta-analysis for Protocols—Extension for 

Scoping Reviews, or PRISMA-ScR (Tricco et al., 2018). As shown in Chapter 5, specific 

eligibility criteria were established to define the parameters required to establish the search of 

academic databases. This included definitions and decisions on key words related to concepts 

that include ethical issues, humanitarian crises, and data processing for informing humanitarian 

assistance.  
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A comprehensive search of the literature was conducted using Ovid, Ebsco, Web of 

Science, and Proquest to search 20 databases for relevant studies. Keywords were selected and 

piloted in multiple iterations to identify all potentially relevant articles, using a sample of 34 

previously-identified studies that were used as a minimum search target. After an initial search 

showed that only 13 were included, the database search was repeated over several iterations with 

additional terms until all 34 studies were reflected in the results. Significant efforts were made to 

establish these keywords, due to the lack of a shared nomenclature across disciplines that could 

be relied on for identifying studies relating to humanitarian assistance, ethical issues, and data 

processing. 

Study selection, coding, and data extraction were done using the DistillerSR systematic 

review software (Evidence Partners, 2022). Using the a priori eligibility criteria, this study used 

questionnaires for selecting citations during discrete title, abstract, and full text review stages. 

Two reviewers independently selected studies during each screening stage. Data extraction forms 

were first piloted and refined based on discussions between reviewers. Results were summarized 

quantitatively (using frequencies) and qualitatively (using descriptive analytics). Ethical issues 

related to data processing that were entered in text form were coded using SPSS 25. Codes for 

ethical issues were updated by creating new codes based on new observations and through 

retrospective reviews of previously collected data. Further methodological details are provided in 

Chapter 5. 

2.5.3. Design of New Software Features and User Testing 

Based on the needs identified during the qualitative research with KIs, a proposed high-

level architecture of new features for the KoboToolbox software was developed by the 

researcher to support the needs expressed by specialists involved in processing and analyzing 



 

 

67 

HNA data. This was then used to inform the iterative creation of comprehensive interactive 

prototypes. The first set of interactive prototypes focused on features to view and organize 

additional audio files in survey data, the ability to do transcriptions and translations—both 

manually and using automated means—as well as ways of modifying and managing the 

generated text for different languages. The second interactive prototypes focused on a qualitative 

analysis feature for coding open-ended interview responses. Software engineers at KoboToolbox 

then implemented the new features, with code published in an open-source repository 

(KoboToolbox, 2022). Designs as well as software code were updated to address important 

issues found during usability testing sessions and feedback received from participants (see 

below). 

The research participants involved in user testing were 14 professional staff involved in 

humanitarian assistance who had prior experience working with transcription and translation 

tools or with analyzing qualitative data in general. They took part in two testing sessions that 

were intended to test the usability of the prototypes by systematically recording observations and 

oral feedback (Travis & Hodgson, 2019). Only participants who spoke either English, French, or 

Spanish were considered. Initial recruitment was done by posting a message on a community 

forum (https://community.kobotoolbox.org) to ask for volunteer participants with relevant 

experience, and also by specifically asking for volunteer participants at Translators Without 

Borders. For Round 1, six participants were recruited. For Round 2, eight participants were 

recruited. Data collection took place in October 2021 and in July 2022 for the first and second 

round of user testing, respectively. User testing was conducted remotely using the Zoom 

platform (Gray et al., 2020). During each testing session, participants were asked to look at 

various prototype designs or access the KoboToolbox software on their computer and interact 
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with particular features. They were given simple prompts to execute several tasks, such as “You 

would like to translate this transcript from Hausa to English using the automated option. How 

would you do this?” Participants were told that they could ask questions about functionality and 

were asked open-ended questions at the end of each Round about their overall experience.  

Detailed anonymized notes were taken for each user testing session by the dissertation 

researcher. Notes about observations for each task as well as a summary of responses given to 

each open-ended debriefing question were entered into a spreadsheet during the user testing 

session and were further expanded or corrected based on the recording, as needed. An inductive 

summary of notes was created after each of the two rounds of user testing to extract relevant 

comments.  

2.6. Conclusion 

This chapter has, first, explained the choice of the pragmatist research paradigm for this 

study, as well as the relevant ontological and epistemological assumptions underlying this study. 

Second, it outlined the values that have guided this research from the fields of humanitarian 

assistance, bioethics, and design science, respectively. It also provided a proposed bridge 

between the bioethical value categories and the humanitarian principles by exploring and 

identifying commonalities of overlap. Third, it summarized the methods chosen for this study, 

which are explained in more detail in each of the empirical chapters. 

The following chapter provides an overview of the design concept that inspired the 

overall study by describing how new technological innovations can be used to transcribe, 

translate, and analyze large sets of qualitative responses with a view to improving the quality and 

effectiveness of humanitarian assistance. It also describes some of the ethical challenges that 
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might arise from such a design concept and strategy in the use of technological innovations in 

humanitarian emergency settings.  
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Abstract 

An effective response to humanitarian crises relies on detailed information about the 

needs of the affected population. Current assessment approaches often require interviewers to 

convert complex, open-ended responses into simplified quantitative data. More nuanced insights 

require the use of qualitative methods, but proper transcription and manual coding are hard to 

conduct rapidly and at scale during a crisis. Natural language processing (NLP), a type of 

artificial intelligence, may provide potentially important new opportunities to capture qualitative 

data from voice responses and analyze it for relevant content to better inform more effective and 

rapid humanitarian assistance operational decisions. This paper provides an overview of how 

NLP can be used to transcribe, translate, and analyze large sets of qualitative responses with a 

view to improving the quality and effectiveness of humanitarian assistance. We describe the 

practical and ethical challenges of building on the diffusion of digital data collection platforms 

and introducing this new technology to the humanitarian context. Finally, we provide an 

overview of the principles that should be used to anticipate and mitigate risks. 
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Improving Humanitarian Needs Assessments through Natural Language Processing 

The urgent humanitarian needs of people affected by conflict, natural disasters, and 

climate change have increased significantly in recent years. Today, 69 million people have been 

forced from their homes, and more than 200 million people need some form of humanitarian 

assistance (Clarke, 2018, p. 81; UNHCR, 2018, p. 2). Affected individuals and communities are 

an indispensable source of information about needs, preferences, and existing resources for 

effective disaster response. Humanitarian organizations predominantly conduct successive 

quantitative interviews with affected people, both to understand initial needs as well as to 

monitor, improve, and evaluate the response throughout the program cycle. Today, this is 

accomplished largely through face to face surveys using mobile data collection applications, 

while a small but growing number of organizations also use computer-assisted telephone 

interviews (CATI). Like paper-based methods, these tools require interviewers or respondents 

themselves to convert complex responses into categorical or numeric data that can then be 

objectively analyzed with relative ease and speed.  

More nuanced insights into the lives of affected people continue to require the use of 

qualitative survey methods as well as manual coding and analysis that are time-consuming and 

hard to conduct at scale during any fixed period in an unfolding humanitarian crisis. 

Humanitarian crisis is understood here as “an event or series of events representing a critical 

threat to the health, safety, security or wellbeing of a community, usually over a wide area” 

(WHO, 2007). At the same time, responses to qualitative questions often contain important 

contextual information not captured in a quantitative survey. For example, food insecurity is 

common among people impacted by disasters and complex emergencies. Understanding how 

households cope in such situations is a key objective of many humanitarian needs assessments. 
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However, an open-ended question such as “how do you cope with the lack of food” often cannot 

be asked because of the challenges in objectively capturing the response in a manner that can be 

analyzed to inform operational decision-making. Rather, multiple questions with scale-like 

response keys are used, which can include a common coping index measure. These, however, 

may miss important local coping mechanisms and limit respondents’ input, as illustrated in 

Figure 4. Here, qualitative information was difficult to process, requiring labor intensive and 

time-consuming manual transcription, translation, and coding. Natural language processing 

(NLP), a type of artificial intelligence (AI), can provide potentially far-reaching new 

opportunities to rapidly analyze voice responses for relevant content to inform humanitarian 

assistance decisions. NLP capabilities are becoming widely available through commercial 

applications released by companies such as Amazon, Microsoft, Google, and IBM, as well as 

open source alternatives. However, these AI tools remain largely unavailable in many 

humanitarian emergency settings where local languages have not (yet) been incorporated by NLP 

technologies. 

Despite rapid technical progress and growing interest, NLP capabilities have not yet been 

used in humanitarian settings to understand population needs (Emergency Data Science 

Workshop, 2018). In this paper, we describe a feasibility strategy for use of NLP in humanitarian 

crises. Our vision is to develop a new way of engaging with affected populations while at the 

same time providing humanitarian responders with augmented information so that they can 

respond more effectively and efficiently. As organizations become able to systematically 

transcribe, translate, and analyze their dialogue with individuals in affected communities—as 

opposed to merely extracting responses—we suggest that humanitarian assistance may become 

more effective and efficient, while potentially increasing trust from affected communities. This 
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will require identifying the best NLP methods to analyze different kinds of responses, and—for 

many emergency settings—creating new transcription models for languages not yet amenable to 

NLP tools.  

The number of people in need of humanitarian assistance will likely grow significantly as 

the effects of climate change intensify and infectious disease outbreaks become harder to control 

in the growing number of precarious urban settlements (Ghazali et al., 2018). The innovation we 

describe here may be highly scalable, save a considerable amount of resources, and produce 

actionable data in close to real time. Already, funding for humanitarian assistance only covers 

56% of estimated requirements (OCHA, 2018, p. 8), highlighting the need for innovative 

strategies and tools to provide rapid, more accurate evidence on how to best use these limited 

resources.  

Employing this new approach is not without ethical challenges. Without upfront and 

ongoing identification of the socio-political complexity that often leads to or accompanies 

humanitarian emergencies, and without recognizing the limits and potential biases of NLP 

techniques, humanitarians may exacerbate context biases that make a particular group vulnerable 

in first instance, replicate NLP biases, or expose populations to new risks (especially in the 

domain of security), all with potentially severe consequences for individuals and population 

groups. Engineers and humanitarian innovators planning to use NLP tools in humanitarian 

assistance should understand this potentially complex ethical playing field and anticipate and 

evaluate the potentially harmful consequences that new technologies might bring with them. 

  



 

  

88 

Figure 4 - Schematic Comparison Between Current Interviewing Methodology and NLP-Supported Assessments 

Schematic Comparison Between Current Interviewing Methodology and NLP-Supported 

Assessments 

 

In this paper, we will first describe the limitations of current approaches and technologies 

being used for primary data collection in humanitarian assistance. Second, we outline our 

methods and how expected results from using NLP could improve qualitative information in 

various types of humanitarian data collection. Finally, we examine the need for and implications 

of the growing array of humanitarian, ethical principles and standards and their implications for 

the development and use of NLP. 

3.1. Understanding People Affected by Crisis Quantitatively  

Humanitarian assistance refers to coordinated actions that save lives, alleviate suffering, 

and maintain human dignity during and after human-made crises and disasters caused by natural 

In the past 30 days, if there have been times when you did not have 

enough food or money to buy food, how often has your household had to:

Every 

day 

3-6* 

/week 

1-2* 

/week 

<1* 

/week

never

Rely on less preferred and less expensive foods? O O O O O

Borrow food, or rely on help from a friend or relative? O O O O O

Purchase food on credit? O O O O O

Gather wild food, hunt, or harvest immature crops? O O O O O

Consume seed stock held for next season? O O O O O

Send household members to eat elsewhere? O O O O O

Send household members to beg? O O O O O

Limit portion size at mealtimes? O O O O O

Restrict consumption by adults in order for small children to eat? O O O O O

Feed working members of HH at the expense of nonworking members? O O O O O

Ration the money you have and buy prepared food? O O O O O

Reduce number of meals eaten in a day? O O O O O

Skip entire days without eating? O O O O O

Structured form

- pre-defined set of indicators

- close ended (scale) responses

“in the past 30 days, if there have 

been times when you did not have 

enough food or money to buy food, 

how often has your household had 

to borrow food or rely on help 

from a friend or relatives”

Current 

assessments

Question Response

Manual selection of 

response from list

Results

X

Coping score

individual frequencies 

on listed items

NLP-

supported 

assessments

Unstructured or semi-structured 

form

- open-ended questions

- use probes as needed

“recently, how has your household

coped when you did not have 

enough food or money to buy 

food? How often has it happened?

Structured response

- pre-defined set of response

- limited nuance/interaction

“every day”

Coding

Open-ended, 

rich text response

Every day we have to beg and ask our friends 

and neighbors for food, but they can only give 

us rice and sometimes meat, but it is not 

enough. The church helps us too and lets us 

harvest from their garden sometimes, but not 

very often. In the end there is not much we can 

do, but we are hungry all the time

Full-text recording

Coding automated (AI)

In-depth insights not currently 

captured (e.g. church as a source of 

support, outstanding hunger…)
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hazards, and is guided by the fundamental principles of humanity, impartiality, neutrality, and 

independence (Pictet, 1979). Humanitarian assistance here is considered to include “protection”, 

which “encompasses all activities aimed at obtaining full respect for the rights of the individual 

in accordance with the letter and the spirit of the relevant bodies of law.” (IASC, 1999) 

Decisions on necessary assistance and the best methods for delivering it are increasingly driven 

by a wide array of primary and secondary data to address the needs of the affected population. 

Humanitarian needs assessments (HNA) and other humanitarian surveys are typically conducted 

quantitatively during the early stages of a crisis to inform organizations and donors of specific 

gaps and long-term needs, and during the crisis to monitor and assess progress. This often 

includes several instances of primary data collection over the first several weeks, either to inform 

specific sectors (such as shelter needs or access to water and sanitation services) or through a 

single multi-sectoral initial rapid assessment conducted by multiple organizations (IASC, 2015). 

These assessments are conducted using structured questionnaires, often with a selection of key 

informants at the community level. Other types of quantitative data collection, usually occurring 

after the first two weeks of the crisis onset, may include household-level surveys to assess needs 

in more detail, to monitor progress of a particular intervention, or to evaluate it after completion. 

A major advantage of such quantitative surveys is that information provided by the respondent is 

immediately coded by the interviewer, typically by selecting pre-programmed choices in a 

questionnaire. Data can therefore be analyzed immediately at the end of data collection—or even 

meaningfully collated while survey work is still underway.  

The growing availability of the Internet, and especially the widespread use of mobile 

phones, has led to numerous innovations that have changed (and continue to shape) the practice 

of data collection in humanitarian crises. In recent years, most humanitarian face-to-face surveys 
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have moved from paper forms to handheld computer-assisted personal interviewing (CAPI) 

technologies, resulting in high-quality data and faster results (Mock et al., 2013). KoboToolbox, 

a free and open source platform based on the OpenDataKit (Anokwa et al., 2009), was embraced 

in 2014 as the preferred humanitarian survey tool by the UN Office for the Coordination of 

Humanitarian Affairs (OCHA), leading to widespread adoption by a broad range of international 

and national humanitarian agencies (OCHA, 2015). As of 2019, public KoboToolbox servers 

received more than 73 million survey submissions and had more than 200,000 users (figures 

from the authors). For example, 63% of humanitarian organizations working in Syria in 2017 

reported using KoboToolbox for primary data collection (Building Markets & Orange Door 

Research, 2018, p. 19). Similar to traditional paper-based surveys, these tools are generally 

employed in face-to-face interactions, requiring staff to travel to sampled locations. Under ideal 

circumstances, a single interviewer can conduct, for example, ten 30-minute household-level 

interviews per day in a dense urban environment. However, humanitarian crises often pose 

extreme limits on interviewers’ ability to travel, either for logistical or security reasons. This can 

significantly slow down face-to-face data collection in practice. A sharp increase in violence 

against aid workers (Humanitarian Outcomes, 2021) in recent years has further hampered 

physical access to affected areas. For some contexts, such as in the Pacific region, access to 

certain communities requires long and expensive travel even in non-disaster circumstances. 

Time, security, and budgetary limitations sometimes force humanitarian organizations to exclude 

some groups and communities from face-to-face surveys, leading to large information gaps and 

unrepresentative data.  

In an effort to overcome these challenges, a number of surveys in low- and middle-

income countries have moved from face-to-face interviews to phone-based interviews (Gibson et 
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al., 2017). Cell phone networks can now be accessed by 96% of the world’s population (ITU, 

2018, p. 8), and smartphones are seen as an essential lifeline among displaced groups (Poole et 

al., 2017; UNHCR, 2016). Remote data collection most commonly involves computer-assisted 

telephone interviews (CATI), which are conducted by a trained interviewer (often a call center 

operator) who asks questions in the local language using structured questionnaires. Similar to 

face-to-face interactions, responses are classified immediately in close-ended categories to 

facilitate rapid quantitative analysis. The World Food Programme (WFP) has conducted CATI 

surveys in 31 humanitarian crises to date to collect critical food security and nutrition 

information (Morrow et al., 2016; Robinson & Obrecht, 2016). Other forms of remote phone-

based interviews are conducted by text messages and Interactive Voice Response (automated 

either through voice recognition or responding by pressing a number on the phone keypad)—all 

of which are used primarily for collecting quantitative data (Lamanna et al., 2019, pp. 2–3). 

The key advantages of CATI surveys are speed and precise categorical data to inform 

immediate humanitarian operational decision making. Compared to face-to-face interviews, 

CATI methods are also more practical for collecting information in physically inaccessible areas 

and less costly for conducting real-time monitoring (Bauer et al., 2013). For example, WFP 

estimates $3-9 per complete CATI survey vs. $20-40 for a complete face-to-face survey. The 

most obvious limitation of CATI methods is their inability to reach people who may not have 

access to mobile technologies (either directly or through a family member). This particularly 

includes rural populations as well as women, elderly, and disabled people as the only mobile 

phone is frequently controlled by the male household head. In low-income countries, cell phones 

are often shared across a larger network of friends or family members (Kreutzer, 2009), while 

ownership is skewed towards males and urban households with higher income (Leo et al., 2015, 
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p. 14). This challenge can be addressed by using complex statistical weighting procedures to 

reduce bias in the data, which requires reliable demographic baseline data and a minimum level 

of access to cell phones among the population (Leo et al., 2015). Information provided by 

respondents may also depend on the type of data collection method used, whereby face-to-face 

interviews can be both conducive and a hindrance to more honest responses, depending on the 

topic (Dette et al., 2016, p. 23; Lamanna et al., 2019; Langhaug et al., 2011). A comparison 

between face-to-face and remote data collection methods is shown in Table 6. 

Table 6 - Comparison Between Face-to-Face and Remote Interviewing Methods 

Comparison Between Face-to-Face and Remote Interviewing Methods 
 

Face-to-Face Interviews Remote Interviews 

Technology CAPI (e.g., KoboToolbox, 

OpenDataKit, CommCare) for 

quantitative; digital audio 

recording or personal notes for 

qualitative methods 

CATI call centers; Interactive Voice 

Response, text messages 

Example use 

cases 

Humanitarian needs 

assessments, in-depth, or 

cross-sectional surveys 

Rapid surveys with fewer questions 

(needs assessments, situation 

monitoring, program monitoring) 

Advantages Allows longer interviews; 

representativeness; no bias due 

to technology access 

Faster data collection/shorter turnout 

time; allows more frequent data 

collection and larger samples; 

cheaper; allows the collection of data 

from hard to access and insecure areas 

Disadvantages Expensive, slow, restricted by 

physical access 

Exclusion of people without access to 

mobile phones or mobile networks; 

exclusion of people with low literacy 

for text message surveys; not suited 

for long and complex surveys 

Qualitative 

data 

Can be captured, but rarely 

done with proper transcription, 

translation 

Can be captured, but rarely done with 

proper transcription, translation 
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3.2. Understanding People Affected by Crisis Qualitatively  

The key limitation of both face-to-face and CATI surveys in humanitarian emergencies is 

the lack resources to properly handle qualitative information. There have been many initiatives 

over the past three decades to engage more meaningfully with the people affected by conflicts 

and disasters by complementing quantitative surveys with qualitative data collection methods. 

These initiatives include focus group discussions with affected populations to evaluate the 

effectiveness of a specific program or using hotlines to collect feedback from program 

participants. But the use of these methods to better inform humanitarian assistance or give 

affected people a greater sense of ownership still varies widely across different emergencies 

(HHI and ICRC, 2018, p. 12,40). In these instances, the information provided by respondents or 

participants is typically captured through handwritten notes, and—in the case of focus group 

discussions—through audio recordings for later analysis. Nuanced human expression and 

thinking cannot be easily captured by quantitative methods. An important reason for the limited 

use of qualitative methods is the time and cost associated with transcription, translation, and 

content analysis. For example, ten unstructured interviews of 30 minutes each may take 50-100 

hours to transcribe and translate, while analysis—even with the help of software—can require an 

additional 20-40 hours. 

Both CATI and CAPI can be used for qualitative methods, such as for recording complex 

open-ended responses in a largely quantitative survey or even entire unstructured or semi-

structured interviews. However, most surveys that inform humanitarian operations, monitor 

progress, or track opinions about aid actors, are conducted using quantitative research 

instruments. Even in instances where qualitative information is collected, it is rarely 

systematically analyzed. The main reasons for this limitation are the time and cost associated 
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with using qualitative data well: Transcribing, translating, and coding open-ended responses 

should ideally be done by trained professionals who process collected data in the language of the 

affected population. Already, there are too few staff with such skills. Fees for trained translators, 

transcribers, as well as staff with experience in qualitative analysis can quickly exhaust small 

budgets. Likewise, the time needed for these activities is often a multiple of the original 

interview response, creating a lag of days—and often weeks—between data collection and final 

analysis. Instead, organizations are forced to use a single staff member with limited training to 

cover all these tasks—or collect fewer qualitative data to begin with.  

Table 7 - Comparison Between Existing Quantitative and Qualitative Data Collection Methods 

Comparison Between Existing Quantitative and Qualitative Data Collection Methods 

 Quantitative Qualitative 

Example of 

humanitarian data 

collection 

Household survey on 

nutrition needs 

Semi-structured impact evaluation 

interviews; feedback collection 

hotlines 

Technologies for 

data collection 

Paper, CAPI, CATI Paper based note taking, digital audio 

recording 

Speed for data to 

be available 

Fast: Can be coded 

immediately by the 

interviewer 

Very slow and expensive to scale: 

Requires recording, transcription, 

translation, manual coding, and post-

hoc analysis 

Information depth Complex questions are hard 

to code or summarize during 

the interview (and attempts 

by interviewers can be very 

unreliable) 

Allows for deeper analysis of 

knowledge, sentiments, perceptions 

These challenges, summarized in Table 7, prevent organizations from fully using 

qualitative methods at scale, particularly at the early stages of emergencies when representative 

survey samples require a large number of interviews and when rapid analysis is essential. 

Complex questions requiring careful qualitative analysis are therefore largely lacking in 

humanitarian surveys. Instead, a common approach is to replace them with simpler, less nuanced 
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alternatives using closed-ended categorical or ordinal response options. Interviewers are required 

to interpret and categorize the information immediately, turning each response into a single 

variable. But this approach also bears significant risks: Interviewers are often hired rapidly in a 

crisis and given only minimal training. Similar responses may be coded differently and 

incorrectly, depending on the interviewer’s biases and comprehension of key terms used. 

When considering survey methods, significant linguistic challenges can emerge in many 

of the most urgent humanitarian crises. Human languages can vary in dialect, morphology, 

grammar, syntax, and semantic structure—all of which define and affect meaning which itself 

can be culturally specific, and which can change over space and time (Deutscher, 2010). 

Linguistic forms and meanings can evolve with use in a given culture, and as cultures and their 

languages interact. Ensuring that the original meaning is fully captured in the target language can 

be extremely challenging, particularly for qualitative information (Al-Amer et al., 2016; Bowden 

& Fox-Rushby, 2003). These challenges often make translation from a source to a target 

language an ongoing interpretive process—even for dedicated professionals. 

There are over 3,000 languages spoken in the 42 countries currently experiencing 

humanitarian crises or situations of concern (Translators Without Borders, 2019). For example, 

there are over 40 languages spoken in the six conflict-affected states of northeast Nigeria alone 

(Translators Without Borders, 2018b). National citizens hired as humanitarian interviewers in 

Nigeria are often asked to read surveys in English, sight translate them into Hausa or a variety of 

other local languages, and then instantly try to match the respondent’s answers with one of the 

listed categories in English. One study with humanitarian interviewers found that these 

challenges are pervasive even among highly experienced staff (Translators Without Borders, 

2018a, p. 6). Further, a recent review found that two quantitative assessments in the Rohingya 
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crisis yielded wildly different results on the same indicators (ACAPS, 2019). Such findings lead 

to the question of how the quest for speed may have rendered many humanitarian assessments 

less reliable. 

Even in contexts where there is no significant language diversity, there can be real 

challenges. Nearly all of the refugees in Cox’s Bazar, Bangladesh, speak Rohingya, a language 

very closely related to Chittagonian, which is spoken by nationally hired humanitarian field staff. 

Yet, a study found that the differences between the two languages are significant enough that 

nearly a third of Rohingya refugees were unable to understand a basic sentence in Chittagonian 

(Maya Hasan, 2018). And since both Rohingya and Chittagonian lack formalized written scripts, 

survey instruments are often written in two or more languages, sometimes even offering 

transliterations of Rohingya using Bengali script to help local responders pronounce the 

questions appropriately. These workarounds are not simple and require significant training and 

support to maintain an often-elusive consistency.  

Figure 5 - Schematic Overview of NLP-Supported Humanitarian Assessments 

Schematic Overview of NLP-Supported Humanitarian Assessments 

 

 

Transcription 

(source language)
Content analysis

(target language)

?

Data collection Quality control, 

corrections

Data analysis, 

operational decisions

Translation

(target language)

E
xi

st
in

g
 h

u
m

a
n

 

re
so

u
rc

es
N

L
P

 m
et

h
o

d
s



 

  

97 

There has been some “bottom-up” innovative data collection in humanitarian assistance. 

These include crowdsourcing based on text messages (Meier, 2014), feedback collection on aid 

deliveries (Bonino et al., 2014), voluntary reporting on conflict events (Van der Windt & 

Humphreys, 2016), and social media used to communicate personal needs (Facebook, 2017). The 

growing number of humanitarian call centers, which allow affected people to find reliable 

information or communicate specific complaints with aid delivery, are also included in this 

category (such as during the 2014–2016 Ebola outbreak in Sierra Leone or for displaced people 

in Iraq (Dette et al., 2016, p. 21)). However, for survey purposes these methods generally do not 

allow for randomness in the sample, are only practical for a small number of questions, and 

require large numbers of staff to transcribe and categorize unstructured audio or text data. In 

short, none of the innovations to date enable a reliable, rapid and effective use of qualitative data, 

overcoming the challenges identified above. NLP may offer an opportunity to address this gap.  

3.3. Using NLP to analyze qualitative data in humanitarian assistance  

Artificial intelligence (AI) can be defined as scientific and technical attempts to build 

machines that act rationally, with the capacity to mimic human cognitive functions to perceive, 

understand, predict, or manipulate (Russell & Norvig, 2009, pp. 1–30). When such techniques 

are deployed to real-life contexts, they are often referred to as AI systems (AIS). AIS are 

understood as “software (and possibly also hardware) systems designed by humans that, given a 

complex goal, act in the physical or digital dimension by perceiving their environment through 

data acquisition, interpreting the collected structured or unstructured data, reasoning on the 

knowledge, or processing the information, derived from this data and deciding the best action(s) 

to take to achieve the given goal” (High-Level Expert Group on Artificial Intelligence, 2019a, p. 

6). Because of the vagueness of many definitions of AI, the Institute of Electrical and Electronics 



 

  

98 

Engineers (IEEE) proposed using the more narrow term “autonomous and intelligent systems” 

(A/IS). (The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems, 2019) 

In recent years, Natural Language Processing (NLP) has received increasing research and 

commercial attention. NLP is understood as “the use of computational methods to analyze and 

process spoken or written statements in a language commonly used by humans” (Assal et al., 

2011, p. 2). Breakthroughs in transcribing, translating, and understanding human speech have 

been propelled by innovations in the field of AI, including data mining, machine learning, deep 

learning, and reinforcement learning (Sajad Mousavi et al., 2018). The complex tasks of machine 

translation and natural language understanding have, in turn, been based on advances in 

information extraction and related subfields (Singh, 2018). The rapid advances in these fields 

have led to a boom in commercial applications for digital assistants such as Apple’s Siri, Google 

Assistant, and Amazon Alexa. At the same time, open source software and training models are 

being created to replicate or surpass these systems’ performance.  

The effective use of NLP may enable humanitarian assistance organizations to vastly 

increase the use of qualitative methods in their interactions with affected people to better enable 

affected people to communicate their needs. Doing this requires linguistic, technological and 

methodological approaches for three separate fields: (1) transcription of voice data into written 

language, (2) translation from a source language into a target language , and (3) various types of 

NLP analysis of target language transcripts of what was said, as displayed in Figure 5. 

3.3.1. Transcription  

Proper transcription from audio recordings can be challenging even for skilled annotators. 

Today, transcription software is already widely available through commercial services such as 

from Google, IBM Watson, Microsoft Azure, Amazon Web Services, and open source 
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alternatives such as Transformer (Vaswani et al., 2017), DeepSpeech (Hannun et al., 2014), and 

OpenNMT (Klein et al., 2017). For example, Google’s speech-to-text service supports 64 

languages (Google Cloud, n.d.). The platform lists 120 “languages and variants”, but 54 refer to 

dialects of the same language (e.g., Australian English vs. American English). 

The most technical challenge for automating transcription (also referred to as speech 

recognition systems) is due to the informal nature of survey responses. Spontaneous speech is an 

“unplanned, non-rehearsed, naturally occurring, and non-experimental type of speech that forms 

the means of communicating information between individuals” (Alzghool, 2009, p. 1). State-of-

the-art speech recognition technologies have achieved high recognition accuracy for read texts or 

constrained-spoken interactions (such as broadcast news). However, accuracy is still rather poor 

for spontaneous speech, which is often not well structured and contains many disfluencies, 

leading to a higher error rate for automatic speech recognition systems and to redundant 

information. The four most popular disfluencies are: filler words, repetitions, repairs, and restarts 

(Furui et al., n.d.). Repetitions are redundant pieces of information that occur when the speaker 

pauses for a while, considering what to say next, and then repeats the previous information. 

Repairs occur when the speaker says something wrong and corrects themselves immediately. 

Restarts occur when a whole part of a sentence is abandoned, and the speaker starts another one. 

Personal speaker characteristics also affect transcribed text, such as heavy accents, age-related 

co-articulations, speaker and language switching, and emotional speech.  

For this reason, human intervention to correct falsely transcribed speech remains 

necessary to ensure that the transcript is accurate—even under ideal circumstances (such as 

formal speech, high audio recording quality, or highly advanced NLP language models). 

 



 

  

100 

3.3.2. Translation 

As described above, correct translation of qualitative information through human 

interpreters faces numerous challenges. Advances in deep learning over the last decade have led 

to a rapid increase in the quality and quantity of available machine translation tools. For 

example, the quality of machine translation systems for commercially viable languages such as 

Chinese is now nearing parity with professional human translators in particular domains 

(Microsoft, 2018). Typically, machine translation first requires creating a written transcript in the 

source language which is then translated into a target language. However, recent methods also 

suggest that it may soon become feasible to directly translate source audio into the target 

language text (Bansal et al., 2018; Weiss et al., 2017).  

Similar to the limitations of automatic speech recognition systems, trained translators are 

still required to correct NLP-generated translations, ranging from obvious terminology mistakes 

maintaining semantic nuances existing in the source language. For historical and commercial 

reasons, however, there are very few languages in countries affected by humanitarian crises for 

which machine transcription and translation is available, such as Hausa, Rohingya, Swahili, 

Fulfulde, or Amharic (Abbott & Martinus, 2018; Gu et al., 2018). Despite a recent willingness 

from companies such as Google, Microsoft, and Facebook to also support these languages, there 

remains insufficient training data for machine learning in many of these languages to satisfy the 

more data-intensive approaches of neural machine translation (Koehn & Knowles, 2017). 

These languages also often have little to no existing text or audio datasets that can be 

used for NLP training purposes. Open source NLP software, coupled with crowdsourcing of 

labeled recordings, are becoming a promising option to bridge this new digital divide by creating 

open source models for source languages common in contemporary humanitarian emergencies. 
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For example, the Common Voice platform created by Mozilla makes it possible to conduct 

speech recognition in many of the world’s languages, with volunteers already having contributed 

2,198 hours of training data across 29 languages as of June 2019 (CommonVoice, 2019). Efforts 

to collect more training data for three priority humanitarian languages are also underway among 

several humanitarian partners, led by the nonprofit organization Translators Without Borders 

(Ansari & Petras, 2018). However, the lack of training data in these source languages is not a 

quick problem to solve. At a minimum, it involves a coordinated effort to engage with 

communities of linguists to actively build and improve these datasets. This can be a challenging 

task for languages such as Rohingya that lack a formalized translation industry or experienced 

translators.  

3.3.3. Analysis 

For our purposes, qualitative text analysis refers to the process of establishing the content 

and meaning of interview responses and other unstructured data. This has traditionally been done 

by humans at a linear scale (more text requires correspondingly more time), and only with 

limited use of software, such as NVivo. However, recent advances in multiple NLP disciplines 

have led to an explosion of the tools available to analyze large amounts of data, including 

commercial platforms such as Google’s Cloud Machine Language Engine or IBM’s Watson 

Natural Language Classifier. A growing number of sophisticated open-source NLP tools can also 

be used to process qualitative survey data, depending on the type of questions asked and the data 

sought from responses. Examples include the Natural Language Toolkit for classification (such 

as the severity of needs) (Loper & Bird, 2002), TextRank for summarization (such as identifying 

most urgent needs) (Mihalcea, 2004), GATE for information extraction (such as the respondent’s 

age) (Cunningham et al., 2013), and MALLET for topic modeling (such as understanding a 
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household’s top priorities for disaster recovery) (McCallum, 2002). Some of these methods rely 

on supervised machine learning, which requires creating a human-labeled dataset of real-life 

responses (e.g., education level) that results in a model for predicting how future responses can 

be classified. Unsupervised learning, such as for clustering responses based on similar content, 

does not require data specifically labeled by humans, but instead solely relies on the data 

collected. Each approach needs to be carefully calibrated to overcome a long list of challenges, 

such as the use of double meaning or corrections to what was said previously. 

There remain several challenges and limitations to employing this approach for surveys: 

First, the accuracy of NLP analysis varies significantly depending on the amount of data 

available for training new models and the amount of variation in survey responses. Human 

verification of any NLP-generated data is thus essential to correcting mistakes and improving the 

model’s algorithms. Second, many existing NLP analysis tools require English text as input. As a 

result, responses collected in other source languages usually need to be translated into English as 

a target language, adding an additional potential for errors. Alternatively, it is possible to train 

some NLP toolkits to work in other source languages, but this approach requires substantial 

resources to generate high-quality models. In such cases, analysis can be done in the source 

language first, thereby only translating coded results into English (or other languages), if 

necessary.  

3.3.4. Process 

This section outlines a proposed functional design of NLP-supported humanitarian needs 

assessments (as well as similar types of primary data collection) and describes some of the 

changes needed to adapt existing processes. First, during initial data collection, audio recordings 

for each question/response pair would need be saved on a mobile device (for face-to-face 
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interaction in CAPI) or on a call center computer (for CATI), along with proper timestamps to 

mark the beginning and end of each response. The recordings would then be transmitted to a 

server for further processing.  

Second, audio recordings in the source language would be converted into text using an 

NLP transcription model. Third, in many cases, the transcribed text in the source language would 

then be translated into a different target language (such as English) for analysis. Quality-control 

by native speakers and professional translators should be ensured to correct semantic and 

terminological mistakes stemming from the automatic transcription and translation steps.  

Fourth, content analysis based on transcribed, translated, and human-corrected text would 

require a combination of different NLP analysis techniques (as mentioned in the previous 

section). Ideally, unsupervised NLP methods should be used wherever possible to reduce the 

need for both training data and creating custom analysis models. Where training data is required 

for supervised machine learning methods, enumerators would need to categorize (or label) a 

sufficient set of initial responses, either at the time of the interview or by reviewing the audio 

recordings at a later stage. As a fifth and final step, trained specialists should conduct quality-

control of all NLP-generated categorizations to correct mistakes and improve machine learning 

models in the process. 

The result of this proposed functional design would be a systematically coded dataset that 

extracts, classifies, and clusters information from spontaneous speech in response structured and 

unstructured data collection methods. More research is required to 1) test the performance of 

various NLP toolkits for the same qualitative analysis task; 2) establish standard approaches for 

analyzing common question types (including by combining different NLP tasks); and 3) establish 
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the feasibility of creating human-labeled training datasets during ongoing humanitarian 

assistance operations.  

3.3.5. Anticipated Benefits  

We expect that creating a system to utilize NLP in humanitarian emergency settings 

would significantly improve the quality of information collected for humanitarian operational 

purposes. First, by integrating more open-ended questions into surveys or using more qualitative 

methods overall, humanitarian organizations would be able to gain a more nuanced and accurate 

understanding of the topic under investigation. Second, as shown in Figure 4, questionnaires can 

be designed to include fewer questions, making the interview less rigid and flow more naturally. 

Instead of asking questions that each result in a single variable needed for analysis, questions can 

be asked in more open-ended ways and followed up with probing questions as needed. This 

would invite respondents to elaborate on a topic, giving them more of an opportunity to describe 

what is important to them. Later analysis of these responses is likely to contain much more 

information (which can be coded into subsequent survey variables) than what is possible with the 

current question-answer style of quantitative interviews. Third, standard surveys—even those 

that are primarily quantitative—could eventually be conducted more quickly, as interviewers 

would not need to spend time entering responses into pre-designed multiple-choice options or 

text boxes. Instead, they can simply focus on conducting the interview and move on to the next 

question as soon as a satisfactory response has been received, as all audio is recorded for later 

processing.  

Shorter interviews are primarily in the interest of crisis-affected respondents, who can 

return to their important post-disaster activities more quickly. However, they also benefit 

humanitarian organizations who can increase the number of sampled respondents (thereby 
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increasing the representativeness for smaller sub-groups or regions). Time savings are much 

greater, of course, for qualitative methods where manual transcription and content analysis 

would otherwise require hundreds of hours of staff time. Better information and fewer resources 

used to generate it should result in a more effective, efficient and nuanced response to needs and 

a reduction in suffering of people impacted by crises. 

The proposed system would substantially augment and integrate well with existing 

techniques and technologies for field data collection used in humanitarian assistance. As 

described earlier, the vast majority of humanitarian data collection is conducted between a 

human interviewer and an individual respondent, either face-to-face using CAPI or remotely in 

CATI surveys. CAPI technologies, such as KoboToolbox or the OpenDataKit, so far only allow 

recording audio responses to individual questions, though work is underway to automatically 

record background audio without the need for interviewer interaction. Similarly, many 

organizations using CATI already routinely record calls for quality assurance. Call centers lend 

themselves in particular to this planned system, as limitations in the field on uploading 

potentially large numbers of audio files through slow Internet connections are avoided. However, 

as the next section will show, we also need to focus on the potential risks of using NLP in the 

context of humanitarian crises.  

3.4. Anticipating and Mitigating Ethical Challenges  

NLP and AIS in general can pose significant new risks to people affected by 

humanitarian crises. This risk stems both from the increased use of information and 

communication technologies (ICT) to collect and process ever more detailed personal data, but 

also from entirely new technologies that can automate analysis and decision-making. Increasing 

availability of mobile technology, access to the Internet, and the use of social media have led to 
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considerable enthusiasm to deploy new ICT as an answer to many complex societal challenges, 

including for humanitarian assistance (Harvard Humanitarian Initiative, 2011; Meier, 2011, 

2014). Growing interest by technology companies in the field of disaster response has only 

heightened this trend, including forays by Google and Facebook that aim to transform 

humanitarian operations. Over the last several years, there has been a growing awareness around 

the ethical risks of increased use of ICT in humanitarian crises, as well as calls to mitigate them 

(Pham & Vinck, 2012; Sandvik et al., 2014; Scott-Smith, 2016). Many specific risks have been 

identified—both from successful and failed technology deployments (Jacobsen, 2015). Among 

many issues, this includes remote survey respondents who may be targeted by armed groups 

(Building Markets & Orange Door Research, 2018, p. 19), wrong decisions based on an 

erroneous sense of accuracy (Hunt et al., 2016), misleading information sourced from social 

media and crowdsourcing (Crawford & Finn, 2015), increased vulnerability by excluding those 

who do not own phones from participation (Poole et al., 2017) and by using exploitive data 

mining practices (Greenough et al., 2009), and worsening power imbalances between responders 

and affected people (Sandvik & Raymond, 2017). One particular area of concern has been the 

premature introduction of novel technologies during humanitarian crises, using crisis settings as 

a testing ground for experimentation (Sandvik et al., 2017). Humanitarian practitioners have 

created a number of specific technical guidelines in recent years to address such concerns. A 

notable example among these is the ICRC Handbook on Data Protection in Humanitarian 

Action, which is the most detailed and stringent resource to date (International Committee of the 

Red Cross, 2017). Nonetheless, careful balancing of risks and benefits of particular ICT options 

(including the decision to not use any technology) remains rare (Dette, 2018).  
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The use of remote data collection technologies faces additional risks, especially when 

used to enabled remote project management in conflict environments. Here, ICT for remote 

surveys and other forms of information transmission (including apps such as WhatsApp or 

Signal) are increasingly used in violent conflicts such as in Syria where many aid organizations 

were not allowed to operate openly, enabling humanitarian actors to engage with affected people 

from afar (Steets et al., 2016). While justified by the need to keep (international) staff safe in 

conflict environments, remote management can also be motivated by cost reduction or 

convenience reasons, which clashes with the valued principle that proximity to populations in 

need is essential for humanitarian action.  

Data collection technologies supported by AI face yet another layer of risks. Applying 

such systems to understand people and their behavior has been shown to reinforce or even 

exacerbate human biases: If the AI training data reflects existing social biases or is constructed 

based on easily accessible but unrepresentative data, the results can not only repeat but amplify 

social inequities. For example, commercially available face recognition software performed very 

poorly for dark-skinned women while excelling with pictures of white men (Buolamwini, 2018), 

while voice recognition was found to be less accurate for women and speakers of minority 

dialects (Tatman, 2017). Many of these often-proprietary tools do not publish their source code 

and underlying training data. As a result, many well-intentioned systems have resulted in 

negative or controversial results due to different forms of biases that were only discovered after 

they were deployed (Molnar & Gill, 2018; Paul et al., 2018). However, aiming for greater 

transparency can also pose risks: The authors of a recently created system that can write 

complete news articles given only a headline decided not to publish their source code, fearing it 

might be used to spread “fake news” maliciously (Vincent, 2019). 
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NLP used to transcribe and analyze human speech is associated with very low immediate 

risk, but if such information is used to make recommendations for human operators—as in the 

case of German immigration officials using NLP to detect identity fraud among refugee 

claimants (Wood, 2018)—the level of potential risk increases significantly. In general, for 

example, a model could perform better for young, educated, urban males (whose voice or written 

data may be more easily accessible), thereby leaving women and many other members of society 

misrepresented in surveys. In order to counter the risk of entrenching societal biases in NLP 

methods, it is essential to include a large demographically representative training sample used in 

the process of creating new models (especially women, the elderly, and minorities)—and to use 

data weighting that increase the use of outliers in order to optimize the performance for all likely 

users (Amini et al., 2019). Such a process can only reduce biases, not eliminate them. It is 

therefore important to rigorously document the methods for establishing training data, such as 

publishing the demographic composition of speakers used for compiling voice training data and 

to continually test model outputs to identify and combat bias. Imbalances in carelessly collected 

AI training data can lead to unintended biases that can have severe real-life consequences, 

making it imperative to anticipate, measure and mitigate these early on.  

A recent review has found that existing ethical principles may have little impact in reality 

as software developers were found to ignore ethics codes in a behavioral experiment (McNamara 

et al., 2018). Recent scandals involving Facebook and other companies underline the challenge 

of embedding and enforcing ethical frameworks and practices in everyday business decisions, 

especially where unintended consequences may not be apparent for months or years.  

Scandals involving AIS and controversially acquired personal data received significant 

attention in 2018 (AI Now Institute, 2018). Such concerns about the ethical implications of AI 
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tools have only recently been recognized as research priorities. Public concerns around the 

implications of AI (both current but especially in the future) (Brundage et al., 2018) have 

resulted in many public policy initiatives to address a wide array of concerns. National 

governments have largely focused on making AI development a national priority for economic 

competitiveness, framing it as a national security issue and providing increased research funding. 

For most countries, there are as yet no laws or policies on the ethical development and use of AI 

(Future of Life Institute, n.d.). The European Commission has set up an independent panel to 

establish specific policy recommendations to this end. In April 2019 the panel released a set of 

ethical guidelines and operational recommendations for creating “trustworthy AI” with the goal 

of creating concrete policy recommendations (High-Level Expert Group on Artificial 

Intelligence, 2019b). In May 2019, 42 countries (including all 36 members of the Organisation 

for Economic Co-operation and Development) adopted an intergovernmental policy guideline to 

ensure AI systems are designed “in pursuit of beneficial outcomes for people and the planet” 

(Recommendation of the Council on Artificial Intelligence, 2019, para. 1.1). 

Other public policy initiatives include the 23 Asilomar AI Principles as well as the 

Montreal Declaration for Responsible Development of Artificial Intelligence which hopes to “be 

translated into political language and interpreted in legal fashion” (Montreal declaration, 2018, p. 

10). There are also several examples of private sector initiatives to guide managers and engineers 

to remain ethical. Some of these are brief, non-specific and at a high level, such as Google’s AI 

Principles, and the industry-civil society collaboration Partnership on AI’s 8 Tenets. Others 

provide more detailed guidance, particularly the Association for Computing Machinery, Institute 

of Electrical and Electronics Engineers (IEEE), and Microsoft. Separately, the humanitarian 

sector has developed its own array of principles and operational guidance around data and 
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technology in the field. However, practical implementation remains challenging (Hilhorst & 

Schmiemann, 2002; Raymond & Card, 2015) while none have addressed AI to date. 

It is essential for the humanitarian sector to interact with the growing body of ethical AI 

principles as well as building on the work done to improve data protection with “traditional” 

ICT. Private and public sector initiatives to provide guidance for ethical development and 

deployment of autonomous and intelligent systems should where possible, be used by 

humanitarian innovators and data scientists instead of creating new guidelines. The use of ethical 

review boards is essential for shaping, ensuring and enforcing responsible behavior internally. 

The increasingly standardized and professionalized governance structures can serve as platforms 

to promote and review the responsible use of AIS. These include for example, the Inter-Agency 

Standing Committee, NGO associations such as InterAction or the International Council of 

Voluntary Agencies, as well as the cluster coordination system under the United Nations Office 

for the Coordination of Humanitarian Affairs. 

3.5. Conclusion 

Current state-of-the-art humanitarian assessments do not capture the complex and rich 

context in which humanitarian crises unfold, particularly the experience, needs, and resources of 

affected communities. Furthermore, they rely on a primarily extractive quantitatively oriented 

methods that can miss nuanced qualitative information. Routinely analyzing rich interview and 

dialogue data could help generate more tailored assessments, improving disaster response, and 

would arguably improve the relationship between communities and the agencies that seek to 

assist them. NLP methods offer unique capabilities to systematically transcribe, translate, and 

analyze interview responses. Advancing the use of NLP, however, will first depend on research 

to establish the viability of the five-step proposed functional design of an NLP tool, described 
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earlier. It will also require the support of many partners, including UN agencies, international 

and local NGOs, donors, as well as private sector organizations. It will also require ensuring the 

ethical design and use of the NLP tool in a manner consistent with the specific complexities and 

needs of humanitarian crises. Table 3 briefly describes the components of a proposed pilot phase 

in a humanitarian crisis for which no transcription and translation NLP model (commercial or 

open source) exists so far.  

NLP should complement, not replace face-to-face interviews: Surveys conducted in 

person allow much more control over the interviewing environment, are able to extend over a 

longer time (e.g., for cross-sectional studies), and can go into more depth than phone interviews. 

Further, in-person interviews offer a more personable way to interact with people who have 

suffered trauma and are struggling to recover. Increasing the usage of existing NLP methods in 

humanitarian assistance operations has enormous potential benefits by enabling better two-way 

communication through which affected people can better communicate their needs. We hope that 

the proposed approach allows humanitarian responders (as well as other survey-intensive 

domains, such as public health) to rethink the current methodological paradigm that holds that 

qualitative methods are not compatible with large population samples.  

There is an urgent need to bridge the growing gulf between the people affected by 

humanitarian emergencies and response professionals through improving the quality and quantity 

of information provided by the affected population. Research and software development are 

needed to make NLP technology relevant, accessible (and free) for all humanitarian assistance 

organizations in all crises globally. However, new transcription, translation, and analysis models 

may not yet prove sufficiently accurate for large-scale deployment in the complex environments 

that often characterize humanitarian emergencies. Regardless of success, lessons learned on bias 
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reduction and automated classification, as well as the practical results such as trained 

transcription models, will be immensely useful for humanitarian assistance and academic 

research, as well as the overall use of NLP in applied domains.  

  



 

  

113 

 

Table 3  

Components of a Proposed Pilot Phase in a Humanitarian Crisis for Which No Transcription 

and Translation Models Exist 

Workstream Activities 

Preparation Together with relevant partners, select the assessment questionnaires most 

appropriate to use  

Modify assessments to include more open-ended questions to cover more 

information needs  

Generate 

transcription 

and translation 

model 

Manually transcribe and translate sample responses (related to 

humanitarian assistance and general domain language) to serve as training 

data 

Collect speech recordings from volunteers as audio training data (from 

volunteers recruited on the ground and online). Voice collection will 

specifically seek out women, older age groups, speakers of minority 

dialects, among others to avoid biases favoring urban young men.  

Verify accuracy and correct as needed, using crowdsourcing and 

professional translators 

Use weighting methods to train the transcription model as accurately as 

possible for all population groups 

Create analysis 

models 

Transcribe samples of interview responses (first manually, later using 

transcription model), using categorization from two separate reviewers as 

labels 

Measure the accuracy of interviewer classification through secondary 

qualitative analysis to establish the human accuracy rate.  

Use and compare different NLP approaches to achieve (or surpass) human 

accuracy rate 

Toolkit Create a methodological toolkit that can be applied to all humanitarian data 

collection contexts and integrated with other methods (CATI, mobile data 

collection) 

Provide detailed recommendations for replication and scaling up of 

approach in other emergencies 

Release all documentation, language models, classification algorithms, and 

software code through open source licenses  

Supporting 

research and 

documentation 

Identify practical, data governance, and ethical issues that need to be 

addressed by future humanitarian AIS using NLP 

Conduct a scoping review of prevailing NLP algorithms and training data 

Test available transcription models to document existing biases  

Evaluate and publish all results 
 



 

  

114 

3.6. References 

Abbott, J. Z., & Martinus, L. (2018). Towards Neural Machine Translation for African 

Languages. ArXiv:1811.05467 [Cs, Stat]. https://arxiv.org/abs/1811.05467v1 

ACAPS. (2019). Lessons Learned: Needs Assessments in Cox’s Bazar. ACAPS. 

https://www.acaps.org/sites/acaps/files/products/files/20190404_acaps_npm_coxs_bazar_an

alysis_hub_needs_assessments_lessons_learned.pdf 

AI Now Institute. (2018). AI in 2018: A year in review. Medium. 

https://medium.com/@AINowInstitute/ai-in-2018-a-year-in-review-8b161ead2b4e 

Al-Amer, R., Ramjan, L., Glew, P., Darwish, M., & Salamonson, Y. (2016). Language 

translation challenges with Arabic speakers participating in qualitative research studies. 

International Journal of Nursing Studies, 54, 150–157. 

https://doi.org/10.1016/j.ijnurstu.2015.04.010 

Alzghool, M. (2009). Investigating different models for cross-language information retrieval 

from automatic speech transcripts [University of Ottawa]. 

https://ruor.uottawa.ca/handle/10393/29900 

Amini, A., Soleimany, A., Schwarting, W., Bhatia, S., & Rus, D. (2019). Uncovering and 

Mitigating Algorithmic Bias through Learned Latent Structure. AIES. http://www.aies-

conference.com/wp-content/papers/main/AIES-19_paper_220.pdf 

Anokwa, Y., Hartung, C., & Brunette, W. (2009). Open source data collection in the developing 

world. Computer, 42(10), 97–99. https://doi.org/10.1109/MC.2009.328 

Ansari, A., & Petras, R. (2018). Gamayun: The Language Equality Initiative. Translators 

Without Borders. https://translatorswithoutborders.org/wp-

content/uploads/2018/03/Gamayun-Language-Equality-Initiative-March-2018.pdf 



 

  

115 

Assal, H., Seng, J., Kurfess, F., Schwarz, E., & Pohl, K. (2011). Semantically-enhanced 

information extraction. 2011 Aerospace Conference, 1–14. 

https://doi.org/10.1109/AERO.2011.5747547 

Bansal, S., Kamper, H., Livescu, K., Lopez, A., & Goldwater, S. (2018). Low-resource speech-

to-text translation. Proceedings of the Annual Conference of the International Speech 

Communication Association, INTERSPEECH, 2018-Septe, 1298–1302. 

https://doi.org/10.21437/Interspeech.2018-1326 

Bauer, J.-M., Akakpo, K., Enlund, M., & Passeri, S. (2013). Tracking Vulnerability in Real 

Time: Mobile Text for Food Security Surveys in Eastern Democratic Republic of Congo. 

Africa Policy Journal, 9, 36. https://search.proquest.com/docview/1620000489 

Bonino, F., Jean, I., & Knox Clarke, P. (2014). Humanitarian Feedback Mechanisms: Research, 

Evidence and Guidance. ALNAP/ODI. 

https://www.cdacollaborative.org/publication/humanitarian-feedback-mechanisms-research-

evidence-and-guidanc/ 

Bowden, A., & Fox-Rushby, J. A. (2003). A systematic and critical review of the process of 

translation and adaptation of generic health-related quality of life measures in Africa, Asia, 

Eastern Europe, the Middle East, South America. Social Science & Medicine, 57, 1289–

1306. https://doi.org/10.1016/S0277-9536(02)00503-8 

Brundage, M., Avin, S., Clark, J., Toner, H., Eckersley, P., Garfinkel, B., Dafoe, A., Scharre, P., 

Zeitzoff, T., Filar, B., Anderson, H., Roff, H., Allen, G. C., Steinhardt, J., Flynn, C., 

hÉigeartaigh, S. Ó., Beard, S., Belfield, H., Farquhar, S., … Amodei, D. (2018). The 

Malicious Use of Artificial Intelligence: Forecasting, Prevention, and Mitigation. 

http://arxiv.org/abs/1802.07228 



 

  

116 

Building Markets, & Orange Door Research. (2018). What is the Point if Nothing Changes: 

Current Practices and Future Opportunities to Improve Remote Monitoring and Evaluation 

in Syria. New York, NY: Building Markets. 

Buolamwini, J. (2018). Gender Shades: Intersectional Accuracy Disparities in Commercial 

Gender Classification. Proceedings of Machine Learning Research, 81, 1–15. 

http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf 

Clarke, P. K. (2018). The State of the Humanitarian System 2018. ALNAP/ODI. 

https://sohs.alnap.org/help-library/the-state-of-the-humanitarian-system-2018-full-report 

CommonVoice. (2019). Languages. https://voice.mozilla.org/en/languages 

Crawford, K., & Finn, M. (2015). The limits of crisis data: analytical and ethical challenges of 

using social and mobile data to understand disasters. GeoJournal, 80(4), 491–502. 

https://doi.org/10.1007/s10708-014-9597-z 

Cunningham, H., Tablan, V., Roberts, A., & Bontcheva, K. (2013). Getting More Out of 

Biomedical Documents with GATE’s Full Lifecycle Open Source Text Analytics. PLoS 

Computational Biology, 9(2), e1002854. https://doi.org/10.1371/journal.pcbi.1002854 

Dette, R. (2018). Do No Digital Harm: Mitigating Technology Risks in Humanitarian Contexts. 

In S. Hostettler, S. Najih Besson, & J.-C. Bolay (Eds.), Technologies for Development (pp. 

13–29). Springer. https://doi.org/10.1007/978-3-319-91068-0_2 

Dette, R., Steets, J., & Sagmeister, E. (2016). Technologies for monitoring in insecure 

environments. Global Public Policy Institute. 

http://www.gppi.net/fileadmin/user_upload/media/pub/2016/SAVE__2016__Toolkit_on_Te

chnologies_for_Monitoring_in_Insecure_Environments.pdf 

Deutscher, G. (2010). Through the Language Glass: Why the World Looks Different in Other 



 

  

117 

Languages. Henry Hold and Company. 

Emergency Data Science Workshop. (2018). Natural Language Processing for Humanitarian 

Survey Work: Challenge Presented by International Rescue Committee. 

https://emergencydatascience.org/challenge_nlp_surveys/ 

Facebook. (2017, September 14). A New Center for Crisis Response on Facebook. Menlo Park: 

Facebook. https://newsroom.fb.com/news/2017/09/a-new-center-for-crisis-response-on-

facebook/ 

Furui, S., Nakamura, M., Ichiba, T., & Iwano, K. (n.d.). Why is the Recognition of Spontaneous 

Speech so Hard? Retrieved June 5, 2019, from http://www.furui.cs.titech.ac.jp 

Future of Life Institute. (n.d.). AI Policy Resources. Retrieved March 5, 2019, from 

https://futureoflife.org/ai-policy-resources/ 

Ghazali, D. A., Guericolas, M., Thys, F., Sarasin, F., Arcos González, P., & Casalino, E. (2018). 

Climate change impacts on disaster and emergency medicine focusing on mitigation 

disruptive effects: An international perspective. International Journal of Environmental 

Research and Public Health, 15(7), 1–13. https://doi.org/10.3390/ijerph15071379 

Gibson, D. G., Pereira, A., Farrenkopf, B. A., Labrique, A. B., Pariyo, G. W., & Hyder, A. A. 

(2017). Mobile Phone Surveys for Collecting Population-Level Estimates in Low- and 

Middle-Income Countries: A Literature Review. Journal of Medical Internet Research, 

19(5), e139. https://doi.org/10.2196/jmir.7428 

Google Cloud. (n.d.). Language support. Retrieved April 20, 2019, from 

https://cloud.google.com/speech-to-text/docs/languages 

Greenough, P. G., Chan, J. L., Meier, P., Bateman, L., & Dutta, S. (2009). Applied technologies 

in humanitarian assistance: Report of the 2009 applied technology working group. 



 

  

118 

Prehospital and Disaster Medicine, 24(SUPPL.2), 2–5. 

https://doi.org/10.1017/S1049023X00021609 

Gu, J., Wang, Y., Chen, Y., Cho, K., & Li, V. O. K. (2018). Meta-Learning for Low-Resource 

Neural Machine Translation. http://arxiv.org/abs/1808.08437 

Hannun, A., Case, C., Casper, J., Catanzaro, B., Diamos, G., Elsen, E., Prenger, R., Satheesh, S., 

Sengupta, S., Coates, A., & Ng, A. Y. (2014). Deep Speech: Scaling up end-to-end speech 

recognition. http://arxiv.org/abs/1412.5567 

Harvard Humanitarian Initiative. (2011). Disaster Relief 2.0: The Future of Information Sharing 

in Humanitarian Emergencies. 

https://hhi.harvard.edu/sites/default/files/publications/disaster-relief-2.0.pdf 

HHI and ICRC. (2018). Engaging with people affected by armed conflicts and other situations of 

violence – Taking stock. Mapping trends. Looking ahead. Recommendations for 

humanitarian organizations and donors in the digital era. 

https://www.icrc.org/en/publication/engaging-people-affected-armed-conflicts-and-other-

siutations-violence 

High-Level Expert Group on Artificial Intelligence. (2019a). A definition of Artificial 

Intelligence: main capabilities and scientific disciplines. https://ec.europa.eu/digital-single-

market/en/news/definition-artificial-intelligence-main-capabilities-and-scientific-disciplines 

High-Level Expert Group on Artificial Intelligence. (2019b). Ethics guidelines for trustworthy 

AI. https://ec.europa.eu/newsroom/dae/document.cfm?doc_id=58477 

Hilhorst, D., & Schmiemann, N. (2002). Development in Practice Humanitarian principles and 

organisational culture: Everyday practice in Médecins Sans Frontières-Holland. 

Development in Practice, 12(3–4), 490–500. https://doi.org/10.1080/0961450220149834 



 

  

119 

Humanitarian Outcomes. (2021). Aid Worker Security Database. 

https://aidworkersecurity.org/incidents/report 

Hunt, M., Pringle, J., Christen, M., Eckenwiler, L., Schwartz, L., & Davé, A. (2016). Ethics of 

emergent information and communication technology applications in humanitarian medical 

assistance. International Health, 8(4), 239–245. https://doi.org/10.1093/inthealth/ihw028 

IASC. (1999). Protection of Internally Displaced Persons. 

https://interagencystandingcommittee.org/system/files/legacy_files/protection_of_internally

_displaced_persons_inter_agency_standing_committee_policy_paper_0.pdf 

IASC. (2015). Multi-Sector Initial Rapid Assessment Guidance. In Geneva: Inter-Agency 

Standing Committee. 

https://interagencystandingcommittee.org/system/files/mira_2015_final.pdf 

International Committee of the Red Cross. (2017). Handbook on Data Protection in 

Humanitarian Action (C. Kuner & M. Marelli (Eds.); 2017th ed.). International Committee 

of the Red Cross. https://shop.icrc.org/e-books/handbook-on-data-protection-in-

humanitarian-action.html 

ITU. (2018). Measuring the Information Society Report 2018. https://www.itu.int/en/ITU-

D/Statistics/Documents/publications/misr2018/MISR-2018-Vol-1-E.pdf 

Jacobsen, K. L. (2015). The politics of humanitarian technology : good intentions, unintended 

consequences and insecurity. Routledge. 

Klein, G., Kim, Y., Deng, Y., Senellart, J., & Rush, A. M. (2017). OpenNMT: Open-Source 

Toolkit for Neural Machine Translation. http://arxiv.org/abs/1701.02810 

Koehn, P., & Knowles, R. (2017). Six Challenges for Neural Machine Translation. Proceedings 

Ofthe First Workshop on Neural Machine Translation, 28–39. 



 

  

120 

https://doi.org/10.18653/v1/w17-3204 

Kreutzer, T. (2009). Internet and Online Media Usage on Mobile Phones among Low-Income 

Urban Youth in Cape Town. Presented at International Communication Association 

Conference. http://tinokreutzer.org/mobile/InternetOnlineMediaUsage(ICA).pdf 

Lamanna, C., Hachhethu, K., Chesterman, S., Singhal, G., Mwongela, B., Ng’endo, M., Passeri, 

S., Farhikhtah, A., Kadiyala, S., Bauer, J.-M., & Rosenstock, T. S. (2019). Strengths and 

limitations of computer assisted telephone interviews (CATI) for nutrition data collection in 

rural Kenya. PLoS ONE, 14(1), e0210050. https://doi.org/10.1371/journal.pone.0210050 

Langhaug, L. F., Cheung, Y. B., Pascoe, S. J. S., Chirawu, P., Woelk, G., Hayes, R. J., & Cowan, 

F. M. (2011). How you ask really matters: Randomised comparison of four sexual 

behaviour questionnaire delivery modes in Zimbabwean youth. Sexually Transmitted 

Infections, 87(2), 165–173. https://doi.org/10.1136/sti.2009.037374 

Leo, B., Morello, R., Mellon, J., Peixoto, T., & Davenport, S. (2015). Do Mobile Phone Surveys 

Work in Poor Countries? CGD Working Paper, 398. https://doi.org/10.2139/ssrn.2597885 

Loper, E., & Bird, S. (2002, May 17). NLTK: The Natural Language Toolkit. Proceedings of the 

ACL Workshop on Effective Tools and Methodologies for Teaching Natural Language 

Processing and Computational Linguistics. http://arxiv.org/abs/cs/0205028 

Maya Hasan, M. (2018). The language lesson: What we’ve learned about communicating with 

Rohingya refugees. https://translatorswithoutborders.org/wp-

content/uploads/2018/12/TWB_Bangladesh_Comprehension_Study_Nov2018.pdf 

McCallum, A. K. (2002). MALLET: A Machine Learning for Language Toolkit. 

http://mallet.cs.umass.edu/ 

McNamara, A., Smith, J., & Murphy-Hill, E. (2018). Does ACM’s code of ethics change ethical 



 

  

121 

decision making in software development? 729–733. 

https://doi.org/10.1145/3236024.3264833 

Meier, P. (2011). New information technologies and their impact on the humanitarian sector. 

International Review of the Red Cross, 93(884). 

https://doi.org/10.1017/S1816383112000318 

Meier, P. (2014). Digital humanitarians : how big data is changing the face of humanitarian 

response. CRC Press. 

Microsoft. (2018). Microsoft reaches a historic milestone, using AI to match human performance 

in translating news from Chinese to English - Microsoft News Center Hong Kong. 

https://news.microsoft.com/en-hk/2018/03/15/microsoft-reaches-a-historic-milestone-using-

ai-to-match-human-performance-in-translating-news-from-chinese-to-english/ 

Mihalcea, R. (2004). Graph-based ranking algorithms for sentence extraction, applied to text 

summarization. Proceedings of the ACL 2004 on Interactive Poster and Demonstration 

Sessions. https://doi.org/10.3115/1219044.1219064 

Mock, N., Morrow, N., & Papendieck, A. (2013). From complexity to food security decision-

support: Novel methods of assessment and their role in enhancing the timeliness and 

relevance of food and nutrition security information. Global Food Security, 2(1), 41–49. 

https://doi.org/10.1016/j.gfs.2012.11.007 

Molnar, P., & Gill, L. (2018). Bots at the Gate: A human rights analysis of automated decision-

making in Canada’s immigration and refugee system. University of Toronto. 

https://ihrp.law.utoronto.ca/ 

Montreal declaration. (2018). Montreal declaration for a responsible development of artificial 

intelligence 2018. https://www.montrealdeclaration-responsibleai.com/the-declaration 



 

  

122 

Morrow, N., Mock, N., Bauer, J. M., & Browning, J. (2016). Knowing just in time: Use cases for 

mobile surveys in the humanitarian world. Procedia Engineering, 159(June), 210–216. 

https://doi.org/10.1016/j.proeng.2016.08.163 

OCHA. (2015). World Humanitarian Data and Trends 2015. In United Nations Office for the 

Coordination of Humanitarian Affairs. 

https://www.unocha.org/sites/dms/Documents/WHDT2015_2Dec.pdf 

OCHA. (2018). Global Humanitarian Overview 2019. Office for the Coordination of 

Humanitarian Affairs. https://www.unocha.org/sites/unocha/files/GHO2019.pdf 

Recommendation of the Council on Artificial Intelligence, Pub. L. No. OECD/LEGAL/0449 

(2019). https://doi.org/10.1787/eedfee77-en 

Paul, A., Jolley, C., & Anthony, A. (2018). Reflecting the Past, Shaping the Future: Making AI 

Work for International Development. USAID. https://www.usaid.gov/digital-

development/machine-learning/AI-ML-in-development 

Pham, P. N., & Vinck, P. (2012). Technology fusion and their implications for conflict early 

warning systems, public health, and human rights. Health and Human Rights, 14(2), 106–

117. http://www.jstor.org/stable/healhumarigh.14.2.106 

Pictet, J. (1979). The fundamental principles of the Red Cross. 

http://www.ifrc.org/PageFiles/40669/Pictet Commentary.pdf 

Poole, D., Latonero, M., & Berens, J. (2017). Refugee Connectivity: A Survey of Mobile Phones, 

Mental Health, and Privacy at a Syrian Refugee Camp in Greece. Cambridge, MA: Harvard 

Humanitarian Initiative and New York, NY: Data & Society Research Institute. 

Raymond, N. A., & Card, B. (2015). Applying Humanitarian Principles to Current Uses of 

Information Communication Technologies: Gaps in Doctrine and Challenges to Practice. 



 

  

123 

Harvard Humanitarian Initiative. 

https://hhi.harvard.edu/sites/default/files/publications/signal_program_humanitarian_princip

les_white_paper.pdf 

Robinson, A., & Obrecht, A. (2016). Using mobile voice technology to improve the collection of 

food security data: WFP’s mobile Vulnerability Analysis and Mapping. ODI/ALNAP. 

https://www.alnap.org/system/files/content/resource/files/main/alnap-wfp-mvam-case-

study-2016.pdf 

Russell, S. J., & Norvig, P. (2009). Artificial Intelligence: A Modern Approach (3rd editio). 

Prentice Hall. 

Sajad Mousavi, S., Schukat, M., & Howley, E. (2018). Deep Reinforcement Learning: An 

Overview. SAI Intelligent Systems Conference (IntelliSys). 

https://arxiv.org/pdf/1806.08894.pdf 

Sandvik, K. B., Gabrielsen Jumbert, M., Karlsrud, J., & Kaufmann, M. (2014). Humanitarian 

technology: a critical research agenda. International Review of the Red Cross, 96(893), 

219–242. https://doi.org/10.1017/s1816383114000344 

Sandvik, K. B., Jacobsen, K. L., & McDonald, S. M. (2017). Do no harm: A taxonomy of the 

challenges of humanitarian experimentation. International Review of the Red Cross, 

99(904), 319–344. https://doi.org/10.1017/S181638311700042X 

Sandvik, K. B., & Raymond, N. A. (2017). Beyond the Protective Effect: Towards a Theory of 

Harm for Information Communication Technologies in Mass Atrocity Response. Genocide 

Studies and Prevention: An International Journal, 11(1), 9–24. 

https://doi.org/10.5038/1911-9933.11.1.1454 

Scott-Smith, T. (2016). Humanitarian neophilia: the ‘innovation turn’ and its implications. Third 



 

  

124 

World Quarterly, 37(12), 2229–2251. https://doi.org/10.1080/01436597.2016.1176856 

Singh, S. (2018). Natural Language Processing for Information Extraction. 

http://arxiv.org/abs/1807.02383 

Steets, J., Sagmeister, E., & Ruppert, L. (2016). Eyes and Ears on the Ground: Monitoring aid in 

insecure environments. Global Public Policy Institute. 

http://www.gppi.net/fileadmin/user_upload/media/pub/2016/SAVE__2016__Monitoring_ai

d_in_insecure_environments.pdf 

Tatman, R. (2017). Gender and Dialect Bias in YouTube’s Automatic Captions. Proc. of the 

First Workshop on Ethics in Natural Language Processing, 53–59. 

http://www.aclweb.org/anthology/W17-1606 

The IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems. (2019). Ethically 

Aligned Design: A Vision for Prioritizing Human Well-being with Autonomous and 

Intelligent Systems (First edit). https://doi.org/10.1109/MCS.2018.2810458 

Translators Without Borders. (2018a). The words between us: How well do enumerators 

understand the terminology used in humanitarian surveys? A study from northeast Nigeria. 

https://translatorswithoutborders.org/wp-

content/uploads/2018/12/TWB_Nigeria_EnumeratorComprehension_Nov2018-1.pdf 

Translators Without Borders. (2018b, April 19). Communications Dashboard: Internally 

Displaced People in Northeast Nigeria. 

https://translatorswithoutborders.org/communications-dashboard-internally-displaced-

people-in-north-east-nigeria/ 

Translators Without Borders. (2019). Language mapping: Putting communication needs on the 

map. https://translatorswithoutborders.org/language-mapping/ 



 

  

125 

UNHCR. (2016). Connecting Refugees: How Internet and Mobile Connectivity can Improve 

Refugee Well-Being and Transform Humanitarian Action. 

http://www.unhcr.org/5770d43c4.pdf 

UNHCR. (2018). Global Trends 2017. https://www.unhcr.org/5b27be547.pdf 

Van der Windt, P., & Humphreys, M. (2016). Crowdseeding in Eastern Congo. Journal of 

Conflict Resolution, 60(4), 748–781. https://doi.org/10.1177/0022002714553104 

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., Kaiser, Ł., & 

Polosukhin, I. (2017). Attention Is All You Need. https://arxiv.org/pdf/1706.03762.pdf 

Vincent, J. (2019). AI researchers debate the ethics of sharing potentially harmful programs. 

The Verge. https://www.theverge.com/2019/2/21/18234500/ai-ethics-debate-researchers-

harmful-programs-openai 

Weiss, R. J., Chorowski, J., Jaitly, N., Wu, Y., & Chen, Z. (2017). Sequence-to-sequence models 

can directly translate foreign speech. Proceedings of the Annual Conference of the 

International Speech Communication Association, INTERSPEECH, 2017-Augus, 2625–

2629. https://doi.org/10.21437/Interspeech.2017-503 

WHO. (2007). Risk reduction and emergency preparedness. World Health Organization. 

https://apps.who.int/iris/bitstream/handle/10665/43736/9789241595896_eng.pdf 

Wood, G. (2018, April). The Refugee Detectives. The Atlantic. 

https://www.theatlantic.com/magazine/archive/2018/04/the-refugee-detectives/554090/ 

 

  



126 

3.7. Chapter 3 - Appendix 1 

Statement of Authorship for Inclusion in Dissertation 

Title of Study: Improving Humanitarian Needs Assessments through Natural 

Language Processing 

Publication Status: Published 

Publication Details: Kreutzer, T., Vinck, P., Pham, P., An, A., Appel, L., Deluca, E., 

Tang, G., Alzghool, M., Hachhethu, K., Morris, B., Crowley, J., 

& Orbinski, J. (2020). Improving Humanitarian Needs 

Assessments through Natural Language Processing. IBM Journal 

of Research and Development, 64(1). 

https://doi.org/10.1147/JRD.2019.2947014 

Student Name: Tino Kreutzer 

Supervisor Name: James Orbinski 

Contribution to Paper: Performed the study, wrote the initial manuscript, integrated 

contributions and feedback, and finalized the manuscript. 

Signature: Date: 15 February 2023 

Supervisor Confirmation 

By signing the Statement of Authorship, I am certifying that the student made a substantial 

contribution to the publication, and that the description described above is accurate.  

Signature: Date: 15 February 2023 



127 

Chapter 4 Overcoming Blind Spots: Constraints and Solutions Related to Qualitative 

Interview Methods in Humanitarian Needs Assessments 

Abstract 

Humanitarian needs assessments (HNAs) are used to prioritize and inform the provision 

of humanitarian assistance by humanitarian actors. Even so, empirical data about contemporary 

methodological HNA practices are lacking. This article aims to explore current approaches to 

conducting HNA, constraints related to different interview methods, with particular attention to 

qualitative methods and solutions for improving the use of qualitative interview methods in 

HNAs. In-depth interviews were conducted with international key informants (KIs) with prior 

experience managing HNA data collection. 23 KIs from 13 countries participated, representing 

17 humanitarian organizations. Results from the transcribed semi-structured interviews resulted 

in 47 themes, which were organized into five Thematic Groups: 1) Prevailing approaches to data 

collection in HNA; 2) constraints related to quantitative interview methods; 3) constraints related 

to qualitative interview methods; 4) challenges specific to pre-coded open-ended questions; and 

5) respondents’ recommendations for improving the role of qualitative interview methods in

HNA. Respondents pointed to a complex operational environment that favors quantitative 

methods in HNA, even though qualitative data is widely seen as crucial for understanding 

population needs. Principle findings show that KIs suggested acknowledging the limitations of 

quantitative data, investing in more qualitative skills, piloting mixed-methods hybrid surveys, as 

well as employing natural language processing, a type of artificial intelligence, for automatic 

speech recognition, machine translation, and content analysis.  
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Overcoming Blind Spots: Constraints and Solutions Related to Qualitative 

Interview Methods in Humanitarian Needs Assessments 

In 2021, conflicts and disasters have led to more than 274 million people requiring 

humanitarian assistance (OCHA, 2021a). Organizations involved in providing humanitarian 

assistance and responding to global health emergencies work under strenuous circumstances and 

with limited funding to provide life-saving aid to those with the greatest need. In 2021, the cost 

of humanitarian assistance amounted to US $ 41 billion (OCHA, 2021a).  

Humanitarian needs assessments (HNAs) provide evidence of critical population needs in 

order to decide on the most appropriate interventions, to prioritize limited funding, and to create 

a baseline for measuring the impact of humanitarian programs through concrete evidence 

(Banatvala, 2000; Cosgrave, 2009; Gerdin et al., 2014; Redmond, 2005; Spiegel et al., 2001). 

Affected individuals and communities are an indispensable source of primary first-hand 

information about the needs, preferences, and local resources available for effective 

humanitarian assistance. Primary data obtained from affected people through interviews and 

other methods can more precisely match available humanitarian capacity on the one hand and 

urgent population needs on the other.  

Humanitarian assistance is understood here to refer to coordinated actions that save lives, 

alleviate suffering, and maintain human dignity during and after human-made crises, and 

disasters caused by natural hazards. It also includes “protection,” which “encompasses all 

activities aimed at obtaining full respect for the rights of the individual in accordance with the 

letter and the spirit of the relevant bodies of law” (IASC, 1999, p. 4). Humanitarian needs 

assessments are understood here as the “set of activities necessary to understand a given 

situation, [which] entails the collection, updating and analysis of data pertaining to the 
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population of concern (needs, capacities, resources, etc.), as well as the state of infrastructure and 

general socio-economic conditions in a given location/area” (UNHCR, 2006, p. 4). Such HNA 

may include many forms of primary data collection, either by a single organization or in 

combination with others (often referred to as coordinated, joint, or harmonized assessments 

depending on the level of collaboration). In this study, structured interviews refer to data 

collection using standardized questionnaires in which primarily closed-ended questions are asked 

in a pre-determined order. Semi-structured interviews refer to data collection based on a list of 

primarily open-ended questions (OEQ) that are used to stimulate and guide discussions (ACAPS, 

2014; Creswell, 2014).  

Three types of HNA can be distinguished based on the type of crisis, phase of the 

response, objectives of the humanitarian organizations involved, decisions by organizations or 

donors to inform, and time available for collecting information—as well as the kinds of data 

collection methods that are appropriate. This is summarized in Table 8 (UNHCR, 2017).  

Following a sudden-onset disaster (such as an earthquake or a rapid expansion of an armed 

conflict), initial assessments are conducted during the first two weeks, often referred to as Phase 

1. These typically involve secondary data review (SDR), direct observations of damage, as well 

as data that can be collected remotely (e.g., flyovers, satellite imagery) and help to define the 

scale and severity of the crisis. Rapid assessments conducted during the third and fourth weeks, 

often referred to as Phase 2, typically include the collection of primary data from key informant 

interviews (KII) or community group discussions, depending on factors such as access to the 

population, resources, staffing, and safety considerations (IASC, 2015). Rapid assessments are 

intended to inform the initial planning of humanitarian assistance by establishing the severity of 

needs and the key priorities of the affected population. In-depth assessments (conducted after the 
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first four weeks following a rapid onset disaster, also known as Phase 3) typically include 

methods that require more time and resources and therefore often include detailed representative 

surveys, focus group discussions, key informant interviews (KII), and other methods. In-depth 

assessments may include many rounds of data collection depending on the scale, complexity, and 

duration of the crisis, and on the capacity to serially collect such data. In protracted humanitarian 

crises, understood here as armed conflicts that persist over long periods of time (ICRC, 2016), 

multi-sector needs assessments (MSNAs) are often conducted annually or at similar intervals to 

inform long-term programming or to prioritize donor funding. Slow-onset or cyclical crises may 

not require initial or rapid assessments, whereas some emergencies can include several waves of 

HNA from all three phases. 
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Table 8 - Phases and Types of Humanitarian Needs Assessments 

Phases and Types of Humanitarian Needs Assessments  

 Phase 1 Phase 2 Phase 3 

Assessment 

Type 

Initial assessment Rapid assessment In-depth assessment 

Timeframe  First 2 weeks 2-4 weeks 1-4 months; cyclical  

Example 

objectives 

Define scale and 

severity of the crisis 

Define access 

constraints 

Assess severity of needs  

Establish key priorities  

Identify information 

gaps 

Define and quantify 

needs by sector 

Capture representative 

views of affected 

populations  

Establish baseline for 

needs and response 

monitoring 

Example of 

decisions 

to inform 

Emergency funding 

appeals 

Initial planning of 

humanitarian response 

Inform detailed planning 

and scope of 

humanitarian 

programming 

Typical 

designs and 

data 

collection 

techniques 

SDR 

Remote primary data 

collection (e.g., flyover, 

satellite) 

Direct observations 

SDR 

Community group 

discussions 

KII at the community 

level 

SDR  

Surveys 

(households/individuals) 

Focus group discussions  

KII 

Outputs Secondary data review 

report; emergency call 

or appeal; situation 

report; rapid decisions 

on urgent aid/staff 

deployments 

Overview report by 

sector, geographic 

locations, and 

population sub-groups; 

prioritization of needs; 

short-term program 

decisions 

Detailed assessment 

reports; long-term 

programming decision 

for 

organizations/clusters 

Humanitarian Needs 

Overview and 

Humanitarian Response 

Plan 

 

HNAs are conducted through a combination of quantitative and qualitative methods. 

Purely quantitative methods may include collecting naturally occurring numerical data (e.g., the 

number of children in a household, income levels, or mid-upper arm circumference 
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measurements), for example through surveys of randomly selected households. HNA data from 

structured interviews are commonly collected by entering responses into handheld computer-

assisted personal interviewing (CAPI) tools. KoboToolbox (Kobo, 2022), a CAPI tool created 

with support of the UN Office for the Coordination of Humanitarian Affairs (OCHA) and in 

partnership with the UN High Commissioner for Refugees (UNHCR), is used by the majority of 

humanitarian organizations for HNA and other purposes (Building Markets & Orange Door 

Research, 2018). Qualitative methods are used to capture more nuanced insights, often by 

recording responses to OEQ in audio or text format for later analysis, for example through key 

informant interviews or focus group discussions. Qualitative methods are usually preferred 

during rapid assessments, whereas a mixed-methods approach using both qualitative and 

quantitative data collection methods is often considered optimal for informing relevant 

humanitarian assistance during in-depth assessments (OCHA, 2021b; UNHCR, 2017). For 

example, semi-structured key informant interviews may establish the presence of local 

challenges to accessing assistance, a household survey may then assess the presence of these 

issues across geographic areas through a representative sample, and focus group discussions may 

then be used to understand and contextualize the trends identified or discovered during the 

survey.  

However, as described in our earlier study (Kreutzer et al., 2020), numerous challenges 

prevent organizations from using qualitative methods at a larger scale as part of HNA. In 

practice, current HNA approaches often require interviewers to convert complex responses to 

OEQ in surveys or KII into simplified quantitative data or short notes. This is typically done with 

the use of structured questionnaires by having interviewers code responses in the field, or by 

writing down short sentences that are then coded during analysis (see Figure 6). Furthermore, the 
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diversity of languages and dialects common in many humanitarian crises can make collecting 

and analyzing qualitative data both difficult and costly (ACAPS, 2019; Al-Amer et al., 2016; 

Bowden & Fox-Rushby, 2003; Deutscher, 2010; Translators Without Borders, 2018a, 2018b, 

2019).    

Figure 6 - Schematic Comparison Between Quantitative and Qualitative Interview Methods 

Schematic Comparison Between Quantitative and Qualitative Interview Methods 

 
Efforts to improve the quality and usability of HNA have included several initiatives in 

recent years. The 2016 Humanitarian Grand Bargain included several workstreams aimed at 

improving HNA (WHS, 2016), which in turn led to a review of 39 different HNA analytical 

frameworks (Chataigner, 2017), a method of scoring and comparing the quality of HNAs (GPPI 

& INSPIRE Consortium, 2019; Okular Analytics, 2021), as well as the creation of the Joint 

Intersectoral Analysis Framework (JIAF) in 2021 (OCHA, 2021b). Most of this work has 

focused primarily on improving the use of quantitative household-level data. To date, however, 

there has been very little focus on the challenges of using qualitative methods in HNA.  
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This research aimed, therefore, to explore 1) current approaches to conducting HNA, 2) 

constraints related to different interview methods, particularly qualitative ones, and 3) solutions 

for improving the use of qualitative interview methods in HNAs. This study presents data from 

interviews with 23 key informants (KIs), each with intimate knowledge of designing, 

conducting, and analyzing HNAs across a wide range of humanitarian organizations.  

4.1. Methods 

A qualitative study with semi-structured individual interviews with KIs was conducted 

between 2020 and 2021. Ethics approval for the study was granted by the Office of Research 

Ethics at York University, Canada (certificate # STU 2020-092). Informed consent was obtained 

from all participants.  

4.1.1. Sampling and Recruitment 

KIs were selected using exponential discriminative snowball sampling, starting with 

existing KIs known to the author. KIs had to be currently working full time in humanitarian 

assistance and possess prior experience managing HNA data collection, as well as be able to 

fluently speak English, French, German, or Spanish as these were languages spoken by the 

researcher. After the first 10 KIs were interviewed, additional respondents were sought to 

maximize heterogeneity of sampled organizations, such as United Nations (UN) agencies, the 

Red Cross/Red Crescent Movement, as well as international and national or local 

nongovernmental organizations (NGOs). Several attempts were made to include representatives 

of national or local NGOs from countries affected by humanitarian crises, but these were 

unsuccessful. Although KIs were (in some cases) intentionally sampled as representing their 

parent organizations to enable results to be reflective of the broad humanitarian sector, their 
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views and experiences do not represent official statements from the respective organizations. In 

fact, because many KIs have worked for several humanitarian organizations, their views were 

often more reflective of their overall experience rather than related to a specific humanitarian 

employer.   

KIs were invited to participate by means of a personal email that included an outline of 

the study purpose, a link to the electronic consent form in English, and a way to self-schedule the 

interview based on the most convenient date and time. The consent form allowed KIs to consent 

to (or refuse) having an audio recording of the interview created and to having their responses 

quoted anonymously. 

4.1.2. Interview Instrument Development 

A semi-structured interview guide (available in Chapter 4 - Appendix 3) was iteratively 

developed to explore current practices and perceptions of:  

1. Prevailing approaches to conducting HNAs to inform operational decision-

making, challenges in understanding population needs, and the impact of the 

COVID-19 pandemic on conducting HNAs  

2. The role of quantitative and qualitative interview methods used in HNAs during 

different stages of humanitarian assistance, including methods of processing 

OEQs and the role of audio recordings, as well as suggestions for addressing 

existing challenges 

3. Ethical concerns and data protection approaches related to processing HNAs 

4. The present study focuses on the issues covered in points one and two; a separate 

study will discuss the findings from point three. 
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4.1.3. Data Collection 

Pilot Phase. The initial interview guide was tested with three KIs from three countries, 

representing a UN Agency and two international NGOs. Revisions were made to the interview 

questions following interim data analysis, and the final data collection instrument was developed. 

Interviews. Data collection took place between November 2020 and May 2021. All 

interviews were conducted in English by the author (a social scientist based in Canada) via the 

Zoom video conferencing platform (Gray et al., 2020). The audio was recorded for verbatim 

transcription, supported by notes. Recruitment and data collection were completed (n = 23) at the 

point when no new concepts were found to emerge. 

Data Processing and Analysis. Interview transcripts were analyzed in MAXQDA 2020 

(MAXQDA 2020, 2019) using a grounded theory approach through which theoretical insights are 

identified from the data in an iterative process of reading and coding (Belgrave & Seide, 2018; 

Chun Tie et al., 2019; Corbin & Strauss, 2015). Initial codes were generated by applying an open 

coding approach line by line to the first three transcripts following the pilot phase. The initial 

codes were reviewed and organized before being applied iteratively to the other 20 interview 

transcripts. Additional codes were developed while other categories were collapsed through 

constant comparative analysis of previously coded transcript segments. Throughout this process, 

memos were created to assist initial analysis and contextualization of the results. In the second 

analysis stage, codes were analyzed thematically for the topics covered in this manuscript. 

Quotations included in this study are illustrative of common perceptions and experiences 

reported by the KIs.  

To report on the respondent characteristics, countries were categorized based on the self-

reported country of residence, rather than country of birth, which was done in order to reflect the 
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current work and cultural environment shaping the opinions of KIs. Countries were then grouped 

by geographic region, using the World Bank’s classification scheme (World Bank, 2020). Great 

care was taken to protect the anonymity of respondents. Quotations from KIs are therefore not 

attributed to their organization or country of residency. Likewise, this study does not report 

respondents’ country of birth separately as this information, together with the list of 

organizations and the country of residency, could lead to the identification of some individuals. 

This manuscript follows the Standards for Reporting Qualitative Research checklist (O’Brien et 

al., 2014) (SRQR, see Chapter 4 - Appendix 1). 

4.2. Results 

4.2.1. Sample Characteristics  

23 KIs (female: n = 14) from 13 countries participated, collectively representing 17 

humanitarian organizations (see Table 9). Most participants were residents of countries in 

Europe (n = 11) and North America (n = 5). Just over half (n = 12) of respondents represented a 

non-governmental organization, three were from an organization of the Red Cross/Red Crescent 

movement, six represented a UN organization, one KI was from the Global Health Cluster, and 

one was an independent consultant. Organizations listed in Table 9 represent the current 

affiliation at the time of interview; however, six KIs changed organizations within three months 

preceding the interview, while in most cases, respondents also drew on experiences and 

perceptions based on their work at multiple organizations prior to their current humanitarian 

employer. These recent employment changes also led to the inclusion of two additional KIs who 

had recently moved to the International Office for Migration (IOM). The mean duration of 

interviews was 89 minutes (SD = 26; range = 46–144 min).  
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Table 9 - Sample Distribution across Countries of Residence and Organizations Represented 

Sample Distribution across Countries of Residence and Organizations Represented (N = 23) 

Countries Count Organizations Count 

East Asia & Pacific 2  NGO 12  

 Australia 2   ACAPS* 1  

Europe & Central Asia 11   ACF (Action Contre la Faim) 1  

 France 1   DRC (Danish Refugee Council) 1  

 Italy 1   iMMAP* 1  

 Switzerland 5   IRC (International Refugee Committee) 2  

 United Kingdom 4   JIPS (Joint IDP Profiling Service) 1  

Latin America & 

Caribbean 

1   Mercy Corps 1  

 Colombia 1   MSF (Médecins Sans Frontières) 1  

Middle East & North 

Africa 

2   REACH/IMPACT Initiatives* 1  

 Jordan 1   Save the Children 2  

 Syrian Arab Republic 1  Red Cross/Red Crescent Movement 3  

North America 5   ICRC (International Committee of the Red 

Cross) 

1  

 Canada 1   IFRC (International Federation of the Red 

Cross and Red Crescent Societies) 

2  

 United States 4  United Nations  6  

South Asia 1   IOM  3  

 India 1   OCHA  1  

Sub-Saharan Africa 1   UNHCR 1  

 Ethiopia 1   WFP (World Food Programme) 1  

  Other 2  

   WHO Global Health Cluster 1  

  Independent consultant 1 

* ACAPS, iMMAP, and REACH/IMPACT Initiatives are the official organizations’ names and are not or no longer 

considered acronyms 

4.2.2. Results Framework 

Qualitative analysis results from the transcribed interviews resulted in 47 themes, which 

were organized into five Thematic Groups: 1) prevailing approaches to data collection in HNA 

(12 themes); 2) constraints related to quantitative interview methods (9 themes); 3) constraints 
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related to qualitative interview methods (14 themes); 4) challenges specific to pre-coded OEQs 

(4 themes); and 5) suggestions for improving the role of qualitative interview methods in HNA 

(8 themes). The following sections summarize the results of the most salient themes. The 

summary table of all themes identified is described in Table 10; an extended list of themes, 

including descriptions and illustrative quotations for each of the identified and uncategorized 47 

themes, is available in Chapter 4 - Appendix 2.  

Table 10 - Overview of Themes by Thematic Group and Theme 

Overview of Themes by Thematic Group and Theme 

# Theme 

Thematic Group 1: Prevailing approaches to data collection in HNA 

1.1 Household surveys are the default assessment method for most organizations 

1.2 Key informant interviews are predominantly quantitative 

1.3 The role of quantitative data has increased due to KoboToolbox’s widespread usage 

1.4 OEQ are considered crucial for understanding complex subjects, but mostly used with pre-coded options 

1.5 There is confusion about what constitutes qualitative and quantitative information 

1.6 Uncoded OEQ can be crucial for filling in information gaps 

1.7 Paper and Excel are often preferred over CAPI tools for taking long notes in KII 

1.8 Donors are exerting pressure in favor of quantitative methods, particularly MSNA 

1.9 Some organizations are biased in favor of quantitative methods 

1.10 Qualitative methods are critical for answering “why” and “how” questions 

1.11 Qualitative and quantitative methods are seen as complimentary 

1.12 Qualitative skills are slowly increasing 

Thematic Group 2: Constraints related to quantitative interview methods 

2.1 Some information by respondents is never recorded 

2.2 For some sectors, household surveys are not the best method to obtain important information 

2.3 Some groups are suspicious of quantitative assessments, particularly remote survey methods 

2.4 Structured KII are overused 

2.5 A lot of quantitative data is contradictory or is not explained 

2.6 Limited access to affected population can bias assessment results 

2.7 Household surveys can put respondents and staff in danger 

2.8 Representative household surveys are not appropriate during Phases 1 and 2 

2.9 Questionnaires are not contextualized enough 

Thematic Group 3: Constraints related to qualitative interview methods 

Cluster 3.1: Capacity limitations 
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# Theme 

3.1.1 Qualitative analysis is too time consuming for emergency contexts 

3.1.2 There are not enough staff with expertise in qualitative methods 

3.1.3 Interviewer training is much too short 

Cluster 3.2: Notetaking / transcript challenges 

3.2.1 Manually created notes are often of poor quality 

3.2.2 Verbatim transcripts of responses are only rarely created because audio is almost never recorded 

3.2.3 Audio files can create data protection risks or make respondents more reticent 

Cluster 3.3: Language issues 

3.3.1 Significant language gaps hamper qualitative data collection and analysis 

3.3.2 Notes are rarely translated properly 

3.3.3 Meaning is lost because analysis is not done by or with local staff 

Cluster 3.4: Systemic challenges 

3.4.1 Qualitative and quantitative methods are often not integrated 

3.4.2 There are systematic biases against qualitative data 

3.4.3 The trend to collect data remotely reduces the ability to collect qualitative data 

3.4.4 Donors’ short funding cycles don’t allow for qualitative methods 

3.4.5 The push for more secondary data analysis and automation cannot replace qualitative primary data 

Thematic Group 4: Challenges specific to pre-coded open-ended questions 

4.1 Pre-coded responses to open-ended questions in questionnaires can lead to false data 

4.2 OEQ are considered an obstacle to obtaining large samples 

4.3 Most text responses to OEQ are not properly analyzed 

4.4 Interviewers may not choose the correct responses among pre-coded options 

Thematic Group 5: Suggestions for improving the role of qualitative interview methods in HNA 

5.1 More funding is needed for longer training sessions 

5.2 Ensure assessments teams have qualitative expertise and speak local languages 

5.3 MSNA should contain more qualitative methods 

5.4 Conduct hybrid surveys with a mix of quantitative and qualitative methods 

5.5 More audio recordings would be useful to capture all details 

5.6 Automatic transcription would allow more widespread qualitative data collection 

5.7 Machine translation would be helpful for systematically translating transcripts or notes 

5.8 Automatic coding would be helpful to speed up analysis 

 

4.2.3. Thematic Group 1: Prevailing Approaches to Data Collection in HNA  

For most KI organizations, household surveys and structured KIIs are the most common 

methods of collecting data in HNAs. These surveys were characterized as “quick shots” that 
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allow a rapid cycle between identifying an information need, collecting data, analyzing the data, 

and interpreting the results. The adoption of KoboToolbox was seen as an important factor 

behind the relative availability and importance of quantitative data in HNAs. All but one 

respondent mentioned that the tool was used in their organization, saying “I think we are the only 

humanitarian organization that doesn’t use Kobo” (KI #18). Some respondents pointed out that 

prior to the widespread adoption of CAPI tools, assessments tended to be more qualitative in 

nature. 

But, you know, Kobo’s been set up in such a way where it’s so easy to 

get large volumes of data. . . . That day, you can do a survey and, in the 

evening, get back—or even in the car on the way back from the site, you 

can start to look at the data almost immediately. It’s amazing. (KI #08) 

In many cases, respondents reported that, ideally, household surveys should be used to 

complement qualitative methods. This complementarity was seen by most respondents as crucial 

for finding answers to deeper questions, with one noting that qualitative methods “really enhance 

the understanding that you might get from a purely quantitative viewpoint” (KI #12). Some 

respondents saw the role of qualitative methods as restricted to “coloring in the picture” (KI #03) 

by answering “how” and “why” questions, while quantitative methods should be used for 

answering high level “what” questions about population needs. However, others pointed out that 

some issues cannot be captured through quantitative means and would be overlooked without 

qualitative methods.   

Most KIIs are conducted with fully structured questionnaires (sometimes including OEQs 

within a structured instrument). During Phases 1 and 2, KIIs with structured interview guides 

were mentioned to be often the first—or only—primary data collected for establishing 

community-level baselines for population size and key issues. Many respondents reported using 
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KoboToolbox or pre-formatted Excel tables to facilitate rapid data collection and analysis. Semi-

structured KIIs are also conducted, but much less frequently. These practices fall short of the 

traditional understanding of this qualitative research method, “what an academic institution 

would consider key informant interviews” (KI #05).  

Both quantitative and qualitative approaches use OEQs in interviews. KIs differentiated 

between two kinds of OEQ: 1) Pre-coded OEQs in structured surveys are programmed into 

CAPI instruments as multiple-choice questions (often with an “other” response to allow text 

entry for an unlisted choice); 2) Uncoded OEQs, used mostly in semi-structured KIIs, require the 

coding step to take place during the analysis stage. Text notes based on uncoded OEQs are often 

written on paper or typed into structured Excel tables (with one column per question), whereas 

CAPI tools are less commonly used. The distinction between qualitative and quantitative 

methods with regard to OEQs can lead to confusion. Some KIs considered pre-coded OEQs to be 

a shortcut method for capturing qualitative information but in a quantitative way. One KI argued 

that asking a family about their highest priorities during a household survey is not quantitative 

per se: 

That’s qualitative for you and your household. But because we collect it 

from several thousand people and we present it in a graph, we make it 

into a quantitative thing. But it’s still a qualitative piece of information. 

(KI #02) 

Some respondents considered uncoded OEQs in semi-structured KIIs to be ideal for 

making best use of the respondent’s time and filling in crucial information gaps. While they are 

not used widely, several respondents noted that uncoded OEQs have the potential to measure 

more useful details that are lost with pre-coded choices—particularly to measure concepts such 

as the “impact” of humanitarian assistance:  
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People might speak more to their unique situation. And I think that if we 

had some way  to sort of analyze it at that level, we would just be able to 

speak more to our impact. (KI #03) 

Several KIs reported that in their experience there has been a strong push from some 

donor governments to increase the amount of quantitative data from household surveys across all 

humanitarian crises. They cited MSNAs in particular, which would enable donors to compare the 

situation in different crises and aid them in prioritization of funding. Several respondents 

involved in policy discussions linked this trend to the 2016 Grand Bargain commitments and the 

creation of the JIAF in 2021, which call for a more standardized approach of conducting HNAs. 

Another driver for the increase in quantitative methods was seen to originate within 

humanitarian organizations, such as household surveys as a requirement of accessing internal 

funding, or for fine-tuning to population needs after an intervention had already been decided on. 

The most cited reason, however, was that people in leadership positions are often biased towards 

quantitative data:  

Management sees qualitative data as something that’s easy to be cluttered 

if you want to have an easy approach. But I think the teams always rely 

only on household assessment data, because that is more scientific. 

That’s, of course, the term that’s often being used. (KI #18) 

IOM and the World Food Programme (WFP) were identified by some respondents as 

fueling this increase in quantitative methods; both organizations are known for rapidly collecting 

and visualizing quantitative data, through the Displacement Tracking Matrix (DTM) and 

Vulnerability, Analysis and Mapping (VAM) programs (International Office for Migration, 

2021; Morrow et al., 2016), respectively. KIs noted that the success of DTM and VAM had 
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increased expectations for other organizations to adopt similar approaches for rapidly collecting 

and visualizing more quantitative data.  

Despite this growth in quantitative methods, some respondents described a growing 

demand for qualitative information in the humanitarian sector. Much of this growth was taking 

place in teams working in the related fields of accountability to affected people and community 

engagement (Global Health Cluster, 2017; International Committee of the Red Cross, 2019). 

However, the qualitative work in these areas was said to be done most often in parallel to HNA 

rather than in collaboration.   

4.2.4.  Thematic Group 2: Constraints Related to Quantitative Interview Methods 

Many respondents argued that many organizations overuse structured questionnaires for 

KII, even if more qualitative approaches are possible. Similarly, many KIs also highlighted that, 

because of time constraints, standardized questionnaires are often used without being 

contextualized to the country and crisis in question, leading to potential omissions and biases. 

Several respondents argued that ideally, more contextualization and proper qualitative KIIs 

should be conducted during protracted crises. However, this is done only rarely—even once field 

site accessibility has improved—either out of habit or for reasons of convenience. As as result, 

HNAs based on quantitative data in protracted crises are often less reliable:  

[When conducting HNA] in the immediate aftermath of an event, we 

know our data is questionable. We are sacrificing immense quality, just 

to get it fast. . . . A few weeks down the road like this should not be the 

basis for everything. It’s just the initial planning. So, we know it’s 

questionable. Then the problem is when you’re still using those methods 

when you no longer need to. And that happens far too often just because 

they’re easy. (KI #05) 
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Data quality issues can also result from an abundance of quantitative data from multiple 

assessment rounds that can present contradictory results. Despite this wealth of data, respondents 

indicated that, sometimes, there is little actual understanding of the population. This appears to 

be the case particularly in refugee or IDP camp environments during protracted crises where 

successive in-depth quantitative assessments are easier to conduct:  

I’m drowning in all this secondary data [from quantitative surveys]. But I 

don’t feel like I understand the population at all. And all I feel like I’m 

seeing is conflicting quantitative data that says this, many people need 

this, but then they’re doing this behavior. (KI #10) 

In some cases, such confusion may stem from overuse of the household survey as a 

device to measure all phenomena. Some KIs explained that for some humanitarian sectors (such 

as health or protection), household surveys are not an appropriate method for obtaining 

operationally useful information. This can even mean that many of the collected indicators are 

recognized as too unreliable, and therefore ignored—as in the case of the health sector where all 

questions but one were considered unreliable:  

[I am] trying to stop people from asking diagnostic questions in 

household surveys because people are not great at self-diagnosing. . . . 

We can’t use it for anything, it’s not operational. . . . The bulk of [what 

we could use] has been one question on “How far away is the nearest 

health facility in minutes?” (KI #05) 

Several themes emerged related to difficulties in reaching populations during 

emergencies, especially due to logistics or limitations imposed by armed forces. KIs argued that 

such limitations lead to biased samples, while interviewers and respondents may be put in 

physical danger if seen as conducting household surveys. Some respondents argued that 
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conducting representative surveys during Phases 1 and 2 following an emergency was practically 

impossible and should therefore no longer be attempted: “Some people view [rapid needs 

assessments] as a household-level representative assessment that needs to be done in two weeks. 

Which is wrong, it can’t happen” (KI #14). 

Some KIs noted that much of the potentially important contextual information given by 

respondents is systematically lost when quantitative survey instruments have nowhere to enter 

this data. One gave an example of a response to a standard yes/no question that would be useful 

to operational planning, if somehow recorded:  

If someone asks a question . . . “Do you have access to the markets?” 

“No . . . I got intercepted by military, I tried to do this, and the roads were 

like . . . . ” That’s interesting. And it’s not there. (KI #07) 

Finally, certain populations are weary of quantitative interview methods due to their 

closed-ended nature that does not allow respondents to freely express themselves. This 

phenomenon, often referred to as survey fatigue, may be leading to potentially higher rates of 

refusal. Some KIs said this applied to specific population groups such as displaced Rohingya or 

Pacific Islanders, as well as possibly rural populations in general:  

They’ve reported it 100 times, they don’t like quantitative data collection, 

especially when they’re asking about people’s behavior and how they’re 

feeling and things like that. They don’t really quite understand why 

someone would want that information. They don’t find that consultative, 

they don’t find that any type of conversation. So, it’s hard to get any type 

of meaningful data if that’s not what they would like to communicate 

through. (KI #10) 

4.2.5. Thematic Group 3: Constraints Related to Qualitative Interview Methods 
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Fourteen themes were identified related to factors that limit the utility of qualitative 

interview methods, which were further grouped into four clusters: capacity limitations (3 

themes), notetaking/transcript challenges (3), language issues (3), and systemic challenges (5).  

Cluster 3.1: Capacity Limitations. All KIs pointed out that organizations lack 

sufficiently skilled staff to collect and analyze qualitative data. Most organizations do not have 

enough staff with qualitative research skills, a theme that was discussed far more often than any 

other. However, there are significant differences between different institutions, with some being 

known for having far more qualitative expertise than others: “The organization in question often 

will tell you a lot: If it’s [organization 1] I’ll assume its proper qualitative. If it’s [organization 

2], I’m going to be really wary” (KI #05, names of humanitarian organizations redacted).  

Respondents mentioned that in many organizations, assessments are increasingly being 

managed by information management specialists, who often have training in quantitative skills, 

such as database management or geographic information systems. One respondent in a senior 

information management role at a UN agency was unfamiliar with the term “qualitative 

methods.” Instead, the KI admitted that they only rarely collected open-ended responses, 

“because it’s a nightmare to analyze. . . . How do you recode it into something?” (KI #13). 

Some larger NGO and UN organizations have dedicated emergency response teams with 

more qualitative experience who can deploy for short periods (often during Phase 2 or 3). But 

when these staff return home, long-term project staff are often unable to continue or repeat 

qualitative assessments:  

I think it’s often easier with an emergency team, because you have . . . a 

smaller group [of] people, you train them. And usually, they’re the 

people that are coming with quite a lot of experience. . . . Whereas at 
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country program level . . . it’s not necessarily those people with the same 

level of experience. (KI #12) 

Proper analysis of qualitative data was considered too time consuming for emergency 

contexts where results need to be established quickly. One respondent argued that during sudden-

onset emergencies, field teams should not even attempt using qualitative methods to generate 

nuanced results: 

They struggle too much to do what already they should be doing, which 

is SDR, KIIs and direct observation. If you add in there anything which is 

text, we do not recommend it, even now. . . . It’s more important to be 

fast than to know the little nuances and differences between the gender 

and the old and the young and so on. (KI #23) 

Finally, very short interviewer training sessions were cited by most respondents as a 

significant limitation for qualitative interview methods. KIs explained that, compared to 

quantitative assessment methods, qualitative methods require significantly more time to cover 

issues such as probing, empathy, and to ensure a thorough understanding of the issues being 

covered during the interview. According to KIs, several days should be devoted to conducting 

such training sessions—particularly because interviewers recruited during a crisis usually do not 

have previous experience conducting qualitative (or even quantitative) interviews. By contrast, 

respondents said that even a single day of training is not always possible due to budget or time 

constraints: 

There have been cases in the past where we would do a one-hour 

training, and that is the reality of NGOs sometimes. . . . So, a day is 

already an improvement on what was the case in some areas. Not saying 

it’s right, I’m just speaking the truth. (KI #14) 
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Cluster 3.2: Notetaking/Transcript Challenges. Manually written notes of responses to 

OEQs are often of very poor quality. KIs said this was often the result of insufficient interviewer 

training, fatigue, as well as the challenges of writing down qualitative responses. Notes on OEQ 

responses are mostly written on paper, entered into structured Excel tables if using laptop 

computers, or entered via touchscreen keyboards into KoboToolbox or other CAPI forms. 

Respondents mentioned multiple specific challenges, most notably notes being too curt to be 

comprehensible, too verbose for quick analysis, or being hard to understand due to typos. One 

respondent noted that some interviewers often wrote “XXX” into text fields to be able to 

continue with the CAPI instrument. Such challenges can make qualitative notes hard to trust 

during analysis: 

Every time we tried it was a total disaster [laughs] it was a total failure. It 

requires so much. . . . Are they transcribing properly? Are they 

interpreting what the person is saying? They are doing their eighth 

interview today. They’re just talking whatever. They’re tired. So, it’s 

never actually worked really. We tried that way. (KI #21) 

In research settings, verbatim transcripts of qualitative interview responses are typically 

created post-interview, based on an audio recording. However, this practice is exceedingly rare 

during HNA, as noted one KI: “I don’t see that. I have yet to see that in an operation that I’ve 

worked in” (KI #16).  

Respondents cited the amount of time needed to create the transcript, creating a 

translation, and then condensing or coding it. Some also mentioned that the creation of audio 

files during interviews can be seen as adding a potential layer of risk to the respondent due to the 

lack of anonymity, preventing their wider use: “We often try not to record much just because 
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from experience, people are very nervous about recordings. . . . We guide our teams to only do 

that if they really know people are comfortable” (KI #14). 

Cluster 3.3: Language Issues. A significant gap exists between many of the languages 

spoken by affected communities and those of the responding humanitarian organizations. This 

drastically hampers the ability to collect and analyze qualitative data. Respondents cited many 

examples, especially in African and Asian countries where foreign staff are usually unfamiliar 

with any of the local—or even national—languages spoken: “We had people that spoke only 

English and then we find one translator from English to Portuguese and another one from 

Portuguese to the local language” (KI #20).  

Often, local staff stand in as impromptu translators, which may further reduce the quality 

of the output. Some KIs worried about the time this translation requires, but most expressed 

concern over the potential loss of meaning throughout the data collection cycle. Reflecting on a 

recent assessment in Mexico, one respondent said: 

How well they understood . . . the initial training with me, versus how 

well that person reads English; when I’m using a Haitian interviewer to 

speak to Haitians in French, but being trained in Spanish . . .  I don’t 

think it’s at all perfect. (KI #04) 

Due to the lack of translators and resources, written notes taken are often not translated 

into a language spoken by the person analyzing the data. As a result, they are often not 

considered during the analysis due to time constraints. In particular, this happens when 

interviewers need to write down the response after choosing “other” in a pre-coded OEQ: 

Most of the time, [the notes] don’t get translated. . . . And by then, 

because they’re so used to the systems where you can collect that on 

KoboToolbox, and then it goes straight into whatever automated system 
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you’ve created, and you’ve got a graph, and you have your results 

already, they don’t want to wait. Those steps slow the process down. And 

they also are extremely costly. (KI #05) 

Even when qualitative data are analyzed, basing the analysis solely on translations may 

miss part of the story. Some respondents argued that in many countries, local staff are rarely 

involved in analysis in the source language even though they could better contextualize 

responses or clarify misunderstandings.  

Why don’t we show the qualitative data so that it must be in the native 

language? . . . We must be able to do it in . . . Swahili, in Farsi, in 

Somali—not just in English, French, Arabic or Spanish. That’s not good 

enough. There are so many words that change the entire meaning, or it 

will not exist in a certain vocabulary, that can completely screw your 

assessment. (KI #21) 

Cluster 3.4: Systemic Challenges. Rather than build upon or complement each other, 

qualitative and quantitative methods are frequently not integrated in a mixed-methods approach. 

Respondents noted that when qualitative interviews are used, they are often done in lieu of a 

household survey, or vice versa, to maximize resources:  

We wind up shoving more of certain sectors into the qualitative, and 

some of the others out into the quants data. So, we can ask most 

economic-type questions in quant data. And so, most of that gets 

sidelined and pushed out of the qualitative data, which creates problems 

sometimes. (KI #04) 

Many organizations struggle with biases against qualitative methods. Many respondents 

pointed out that these biases can be found at all levels, ranging from assessment specialists to 

senior leadership, sometimes pervading an entire organization’s “culture” around data collection. 
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KIs said there is a widespread belief among many humanitarian decisionmakers that only 

household data (preferably from large samples) and numeric graphs can be used for operational 

decision-making. As a result, qualitative results were said to be excluded from reports, or not 

thoroughly analyzed in the first place. Worrying findings can also be brushed aside if they stem 

from qualitative sources. One KI paraphrased the response received from a large agency: 

Just because 12 households or whatever told you [about deficiencies in 

the quality of food assistance] that doesn’t really mean anything in a 

response of one million people. Our teams who work for us, the 

organization providing the food, found that there wasn’t a problem. So, 

it’s fine. (KI #02) 

There has been a drive to conduct HNA increasingly remotely by using computer-assisted 

telephone interviewing (CATI) (Gibson et al., 2017), a trend accelerated in 2020 and 2021 due to 

the COVID-19 pandemic. Several KIs noted that many staff were initially enthusiastic about no 

longer needing to travel, as noted KI #22: “We don’t need to travel anymore, we can do 

everything remotely.”  

Others noted that increasing remote data collection may become the norm, and that 

survey respondents may provide less accurate information to maximize assistance. Phone 

interviews needed to be shorter than face-to-face interactions, according to respondents, as 

interviewees are considered to be unwilling to participate if the call is too long. This has reduced 

the amount of qualitative data collected in many cases, as most or all OEQs were removed. 

Similarly, lack of field site access, which has been compounded by the COVID-19 

pandemic, has led to a push for more automation and secondary data analysis. Respondents said 

there was an unrealistic expectation by some donors and organizations to focus on automating 

the analysis of social media posts (through the Data Entry and Exploration Platform (DEEP) 
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(DEEP, 2021)), which they said came at the expense of collecting more qualitative primary data. 

Some KIs also pointed out that mistakes due to automated coding of qualitative data could lead 

to an overall lack of trust in the results or—possibly worse—acceptance of results without proper 

human verification. 

If the algorithm is so complex, I don’t really know how I come to this 

conclusion as a big likelihood that you’re not going to take any decisions 

based on that. Particularly in the humanitarian sphere. So somehow, 

people need to be involved also in those ambitions. And obviously, 

there’s the hope that a lot of it is being automatized. (KI #06) 

4.2.6. Thematic Group 4: Challenges Specific to Pre-coded Open-Ended Questions (OEQs) 

Pre-coded OEQs straddle the divide between quantitative and qualitative methods. In 

structured surveys, pre-coded OEQ can be understood as qualitative questions that require the 

interviewer to code the response on the spot into one or more pre-defined choices in the 

questionnaire instrument. Because of this immediate coding practice, responses to OEQ are 

immediately converted into quantitative data during the survey. Pre-coded OEQs often also have 

an option to enter text for responses not reflected among the questionnaire choices. Such text, 

typically entered after choosing “other” among the pre-coded responses, then requires qualitative 

analysis methods, which may in turn result in additional codes that are then added to the original 

question options during the reporting stage. Less commonly, structured surveys may also have 

OEQ that only allow entering a few words to summarize the response. This study considers the 

themes related to pre-coded OEQ as a separate component as they highlight issues that KIs often 

discussed separately from quantitative and qualitative ones. Four challenges unique to coding 

OEQs are discussed below.  
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Many respondents discussed the challenge of pre-coding the correct responses to OEQs 

into survey instruments. Respondents identified the need to establish response options during 

initial research, such as conducting focus group discussions, secondary data review, piloting, or 

conversations with local staff as validation methods. However, several respondents noted that 

this is often neglected in practice. Without establishing response options, several KIs pointed to 

the risk of biased results being considered as evidence: 

So, the ideal needs assessment [at the UN level] is a household survey. 

And it’s quantitative. But they’re collecting qualitative data in a 

quantitative format. And we make these ridiculous assumptions that we 

know the answer options we should be giving without testing them, and 

we roll them out globally and keep using the same ones. And because we 

use them in so many places, we consider that evidence that they work. 

But we never often go in and actually check that that’s what we should be 

asking. So, there’s problems with how we phrase them. There’s bias built 

into the questions we use, that we repeatedly implement. (KI #05) 

Compounding the problem of excluding important options in pre-coded OEQs, 

interviewers often select the wrong item, either because of personal biases, fatigue, or lack of 

familiarity with the terminology. KIs said that interviewers are sometimes not sufficiently trained 

to understand the intention behind each pre-coded option in the instrument, too often choosing 

“other” rather than considering which pre-coded response fits best.  

OEQs were often considered by KIs to be an obstacle to collecting data 

from larger samples. This is due to the additional time needed for 

respondents to answer such questions “because we’re trying to get larger 

numbers of responses and to get a better picture of more people” (KI 

#03).  
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One organization had even eliminated all OEQs from some of their MSNAs to save time, 

as surveys needed to be conducted over the phone due to the COVID-19 pandemic. Others said 

that to save time, they removed the option for interviewers to enter text after the “other” option 

was selected—thereby converting OEQs to closed-ended questions.  

Finally, many respondents admitted that text responses entered for OEQs were not 

systematically analyzed, or not analyzed at all, for a large proportion of HNAs. For example, KI 

#04 stated: “You mean, translate and fully analyze it? Maybe 10% of the time.”  

Many respondents underlined the importance of collecting open-ended data and 

conducting proper analysis for methodological completeness. However, most KI reported that 

that manual analysis (and often translation) of these notes is either not done well or not done at 

all, “because you focus on your 90% of the data that’s easily processed” (KI #09). 

4.2.7. Thematic Group 5: Suggestions for Improving the Role of Qualitative Interview 

Methods in HNA 

Given the many challenges highlighted by KIs, many respondents also proposed several 

concrete solutions during interviews. Eight themes were identified that cover various operational, 

methodological, operational, and technical ideas. 

Most respondents proposed that interviewers be given more training, ideally over three 

days, to be able to collect better (or any) qualitative data. Funding was universally identified as 

the limiting factor in conducting longer training sessions.  

You need much more rigorous training. Right now, trying to get three 

days of training for enumeration is a stretch; for qualitative data, you 

would need way more than that. And it’s just that timeframe. And 

funding is a major problem. (KI #05)  
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KIs emphasized that involving national staff in the design and analysis stages would also 

be essential to ensure meaning is preserved and not lost by one or more rounds of translation. 

Relatedly, many KIs suggested that humanitarian organizations should be hiring additional staff 

or training existing teams so that more HNAs are led by people who are also trained in 

qualitative methods. In some organizations, this would require a significant change from the 

current focus on recruiting more analysts with quantitative skills, particularly Information 

Management Officers (IMOs): 

We have a massive problem with assessments because we’re not hiring 

the right people to do them. So, we’re focusing on that IMO type, who 

don’t have the right background. . . . Even if you want people with 

serious humanitarian background, hire your M&E people to run the 

assessments. . . . Make sure that you’ve got some people who know how 

to design it and train people on qualitative data collection, because it’s a 

lot harder to do. (KI #05) 

Several respondents suggested that many household surveys should have fewer questions, 

for ethical and resource reasons. One respondent argued that, in their experience, too much 

quantitative data were collected but never used, and estimated that “we probably analyze 20% of 

our data properly” (KI #08). Some were highly critical with the increasing amount of data 

collected as part of annual MSNAs across all long-term crises, arguing instead that qualitative 

methods should be used to collect deeper information:  

For protracted crises, I do not understand why we are putting so many 

questions in our questionnaires. . . . It’s insane. 450 variables. 900 

variables. It’s crazy. It’s hours of discussion. It’s bullshit. Everything that 

you ask after 45 minutes, it’s bullshit. The guy just wants to leave or to 

be somewhere else. . . . I think it’s not smart. It’s simply not smart what 
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we are doing right now. Putting [US$] 1.5 million into a field assessment, 

there is barely a secondary data review done beforehand. There are barely 

any qualitative interviews being done in advance to help shape the 

questionnaire. . . . For me, it’s a real waste of money and I find it 

damaging, harmful, non-ethical, irresponsible. . . . In the field, we should 

have much more qualitative data. (KI #23) 

Several respondents imagined that both household surveys and KIIs could integrate a 

much larger proportion of OEQs to collect relevant information more efficiently. They argued 

that combining quantitative and qualitative approaches in surveys would generate data that are at 

once timely, representative, and provide more depth. Some KIs proposed creating short audio 

recordings for each OEQ alongside quantitative questions in CAPI instruments. One respondent 

with significant experience conducting MSNAs suggested that such data would be more useful 

even while allowing them to remove many quantitative questions: 

What if I can have a shorter questionnaire, and then I ask . . . “Which are 

your three priorities?” And the person says “food.” And then you tell 

them “Okay, great. Can you explain me why?” I could probably cut my 

survey in half. . . . I could get rid of at least 20–30 questions, easily. (KI 

#21) 

Respondents also discussed a number of technical proposals. Several KIs argued that 

having audio recordings of interview responses would be beneficial for multiple purposes. This 

includes the ability to conduct quality control of interviews, derive more data from a response, 

keep the interview shorter, and to create transcripts. One respondent said, “If I could choose, I 

would always go for transcripts and recordings” (KI #13) but added that technical and resource 

constraints prevented them from doing this more widely.  
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Without specific prompting, several KIs also proposed that HNA should make use of 

automated transcription, translation, and analysis tools as potential solutions for collecting more 

and better qualitative data. Such tools use natural language processing (NLP), a set of 

methodologies using artificial intelligence (AI), which include automated speech recognition 

(ASR), machine translation (MT), as well as different types of content analysis (Kreutzer et al., 

2020). The potential use of ASR for transcribing interview responses was mentioned by several 

respondents as a way to increase the number of qualitative interviews and to overcome the poor 

quality of manually written interview notes. Some KIs argued that ASR would reduce the 

amount of time spent by local teams who are only able to transcribe a small number of audio 

files. Others mentioned that ASR-generated transcripts would be superior to those created by 

local teams because the “human bias that comes in, whether we like it or not, whoever is 

listening to the recording may not choose to transcribe something because they don’t think it’s 

important” (KI #09). 

Several KIs noted that automatically translating interview transcripts or manually entered 

notes to OEQs would be crucial for bridging language gaps to analyze more qualitative data to 

inform HNAs. Several respondents cited the idea of employing MT to ensure translations are 

available more quickly: 

If you had Google Translate, and you could export the qualitative 

wording . . . We would copy and paste that into our Excel file and start 

doing our analysis that way around. . . . But I think the biggest hurdle is 

the translation. (KI #14) 

Two respondents cited concerns related to ASR and MT due to the lack of support for 

certain languages spoken in many humanitarian crises, saying that investments for creating 

models for these languages are crucial. One respondent argued that tools and processes are 



 

 

159 

needed to ensure that human translators can do manual transcription and translation while also 

using this work to improve language models. 

Several respondents proposed the use of “automated” methods for analyzing qualitative 

data, referring to various NLP techniques. In their view, use of such tools for HNA “would be 

the big lightbulb, the big key that would change everything” (KI #02). One KI argued that better 

tools for automatically coding responses in qualitative interviews would allow collecting data 

from much larger samples: 

If we had a way to take qualitative information and analyze it to the depth 

of what we can do with quantitative information, we could interview 10 

times as many people as we currently do. And we could then have far 

more representative data about a population at a much more intimate and 

deeper level. (KI #03) 

One respondent with significant qualitative experience explained that while current 

technology does not yet match in-depth human coding, it could augment what a human analyst is 

able to do in a short time frame:  

AI does give you those options. . . . If it was a choice between me 

manually coding it [over several weeks], and then just me skimming over 

it and getting the general ideas and writing report, then the auto code in 

NVivo would be better than that. (KI #10)  

4.3. Discussion 

The aim of this study was to explore current approaches to conducting HNA, constraints 

related to different interview methods—with particular attention to qualitative methods, and 

solutions for improving the use of qualitative interview methods in HNAs. In-depth interviews 



 

 

160 

with 23 purposively sampled KIs from a wide array of humanitarian organizations showed 

widespread support to the idea that qualitative information should be used more widely to 

complement quantitative data in order to accurately assess population needs in humanitarian 

crises. The information obtained from interviews identifies many of the significant obstacles to 

collecting qualitative data due to extremely challenging operational circumstances, institutional 

biases, and limited resources. As a result, most in-depth assessments, such as MSNA, use 

overwhelmingly quantitative methods to measure information that may be better and more fully 

captured using qualitative methods, leading to severe limitations on the reliability and accuracy 

of such data. Even when qualitative data is collected, KIs explained that even though much more 

data is collected for HNA than are ultimately used, qualitative data is disproportionately under-

used compared to quantitative data.  

These findings may lead some to conclude, perhaps cynically, that qualitative methods 

should be abandoned altogether in humanitarian needs assessments. However, most KIs 

underlined the importance of qualitative data that cannot be replaced by quantitative data alone. 

Respondents pointed to several suggestions. Four concrete solutions emerged from the 

interviews with KIs which, if scaled correctly, could significantly improve the overall 

humanitarian response:  

1. Acknowledge limitations of quantitative data 

2. Increase number of staff with qualitative skills 

3. Methodological innovations 

4. Technological innovations 
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4.3.1. Acknowledge Limitations of Quantitative Data 

First, KIs pointed to many systemic biases against qualitative and in favor of quantitative 

data that need to be addressed openly. Each approach has unique advantages and shortcomings, 

whereas mixed-methods approaches that leverage the strengths from different methodological 

approaches would provide the strongest HNA evidence to inform humanitarian assistance. 

Quantitative approaches to measuring complex qualitative issues (including “What are your three 

priority needs?”) can result in precise figures and graphs (ACAPS, 2012). However, precise 

often does not equal accurate (ACAPS, 2013). Humanitarian organizations should acknowledge 

that many complex issues cannot be measured reliably with current approaches. KIs pointed out 

that asking rapid-fire, closed-ended questions risks offending affected people and may negatively 

influence their responses. They also pointed out that much more quantitative data is collected 

than is utilized to inform operations. Qualitative approaches, such as patiently listening to the 

responses to OEQs, can convey empathy and dignity, and can also lead to better data. 

This study shows that, similar to quantitative data, a large amount of qualitative data 

collected during HNAs are not analyzed or included in reports. KIs ascribed this to severe time 

and capacity limits, but also reported receiving a strong signal from leadership levels that it is not 

useful in reports. Instead, we argue that organization leadership and donors should insist that 

existing qualitative data be analyzed and used more prominently in reports to complement, 

explain, or show gaps in quantitative findings. Likewise, donors should insist that more 

qualitative data are collected and mobilize financial and staffing resources to do so. KIs pointed 

to donors’ willingness to expend significant resources for quantitative MSNA, which can cost in 

excess of US$ 1 million, suggesting that many of the financial requirements could be met 

through reallocation rather than additional funding.  
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KIs argued that annual MSNAs, which typically collect hundreds of indicators for all 

humanitarian sectors, are often not useful for decision-making in actual field conditions. Their 

primary purpose is to inform each country’s annual Humanitarian Response Plan (HRP) 

(Humanitarian Programme Cycle, 2021), though this uses only a fraction of the collected data. 

Several KIs were critical of the recently created Joint Intersectoral Analysis Framework (JIAF), 

which aims to make MSNA data more comparable across crises. However, respondents with 

personal involvement argued that initiatives like the JIAF overemphasize quantitative data for 

the purpose of allowing comparisons of severity between very different crises. The emphasis on 

MSNAs and the creation of the JIAF are the results of the 2016 Grand Bargain commitment to 

“improve joint and impartial needs assessments,” which explicitly focused on improving the 

HRP (IASC, 2019b). Despite the significant amounts of energy and resources invested in these 

processes, it is important to acknowledge that many operational decisions are still constrained by 

information gaps that cannot be addressed through ever larger and more detailed MSNAs. As the 

data in this study show, operational decisions require faster data collection with contextualized 

instruments, including more qualitative data. Ongoing work to improve HNA under the Grand 

Bargain process, which to date has focused heavily on quantitative tools, needs to address its 

blind spots regarding qualitative data. This could include adopting existing guidance documents 

on how and when qualitative methods should be used, such as the recently-created Counter-

trafficking in Emergencies guide by IOM or the Global Protection Cluster’s Protection 

Analytical Framework training materials (Global Protection Cluster, 2021; IOM, 2021).  

Humanitarian organizations should also better integrate teams responsible for community 

engagement and accountability into HNA workstreams. The qualitative approaches used by these 
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units to understand population feedback should become a core part of HNAs—not implemented 

only after programming has already begun, or performed merely in parallel to assessments.  

4.3.2. Increase Number of Staff with Qualitative Skills  

Interviews conducted for this study have uncovered a lack of qualitative capabilities as a 

major hurdle, including poor interviewing and notetaking skills, insufficient capacity, and 

improper analysis of qualitative data. KIs frequently pointed to hard budgetary constraints on 

training of interviewers. Instead, training sessions should be expanded for better assimilation of 

qualitative ways of asking questions, probing, and taking detailed and reliable notes. These skills 

also apply to most household surveys, which can contain many open-ended (and therefore 

qualitative) questions. To expand analytic capacity, more staff with qualitative skills should be 

recruited, and training should be prioritized for those involved in HNA. We believe humanitarian 

organizations should advocate for dedicated funding to ensure that training sessions are 

expanded whenever possible. 

KIs recommended that HNAs not be led by purely quantitative staff in the “information 

management” (IM) role. In many organizations, “IM expert” has become synonymous with 

“assessment expert,” despite the usually very different roles and qualifications (IASC, 2019a). 

Instead, respondents suggested better training of existing staff (including IM specialists), 

recruiting of new staff with qualitative training, and reallocating HNA to monitoring and 

evaluation teams with experience in mixed methods.  

Many KIs reported that staff with qualitative skills often cannot speak the local languages 

(requiring everything to be translated into English), and that the staff with local language and 

cultural knowledge often do not have qualitative skills. In fact, one of the primary drivers of the 

enthusiastic adoption of quantitative methods for measurement of qualitative information has 



 

 

164 

been their ability to circumvent the language barriers between the international team, local staff, 

and respondents. Conducting more training of staff (particularly local) in qualitative analysis 

methods and prioritizing of trained translators’ involvement throughout the HNA process are the 

best means of closing this gap. However, if translations are needed for international staff, 

organizations should plan—and budget—for the use of professional translators whenever 

possible to guard against misunderstandings and biases. Today, too many translations “are done 

by just that guy who sits there and knows that language” (KI #05), which limits both the speed 

and most importantly, the reliability of qualitative work. 

4.3.3. Methodological Innovations 

More key informant interviews should be conducted qualitatively using semi-structured 

instruments, especially outside the immediate circumstances of sudden-onset emergencies. 

Current humanitarian methods training programs and guidelines widely consider KIIs as a 

qualitative method whose purpose is to answer deeper questions. For example, UNHCR’s 

standard-setting Needs Assessment Handbook lists KII only as a qualitative research method 

(UNHCR, 2017, p. 111). In practice, however, respondents in this study showed that most KIIs 

in HNA are, in fact, increasingly conducted quantitatively using structured questionnaires. Time 

pressures associated with humanitarian crises have, over time, led some to recommend to “keep 

[KIIs] focused and limit the number of questions asked” (ACAPS, 2011, p. 14) to rapidly obtain 

quantitative baseline information. Methods training and reports should clearly differentiate 

between structured quantitative KIIs and semi-structured qualitative KIIs, and their respective 

strengths and weaknesses.  

Taking this idea to the next level, several KIs proposed to adopt a new mixed-method 

approach for collecting qualitative and quantitative data by integrating more uncoded OEQs into 
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structured data collection instruments (such as household surveys or KII). Such a hybrid 

approach would reduce the number of pre-coded or closed-ended questions and instead require 

analyzing responses to a subset of questions based on transcripts rather than interviewers 

choosing pre-coded options alone. This type of mixed-methods survey approach would require 

both quantitative and qualitative analysis of the different indicators in the same dataset. 

Implementing such surveys may require certain technological innovations for collection and 

processing of large numbers of audio files (see below).  

Previous research has shown that using pre-coded options in structured survey questions 

can lead to different results compared to doing content analysis later on (Ozuru et al., 2013), 

whereas linguistic and conceptual challenges can also result in significant mistakes by 

enumerators (Translators Without Borders, 2018a). We argue that, in practice, this new mixed-

methods hybrid survey method should include four specific steps:  

1. Household or KI interview instruments are designed to include more OEQs. 

Where possible, the number of closed-ended questions is reduced.  

2. Interviewers record the audio to OEQs while also entering quantitative answers to 

other questions in the survey instrument, and both are stored together using CAPI 

tools.  

3. Native speakers, supported by NLP, create rapid transcripts each day (and 

translations, if needed), which are saved as part of the survey dataset.  

4. Assessment staff assign codes to transcripts, which become part of the survey 

dataset. Ideally, this step would be performed by local staff in the interview 

language to avoid challenges with translating original responses.  
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Where audio recordings are not possible, this Step 2 may instead require the interviewer 

to take detailed notes. If typing on small mobile devices in CAPI questionnaires is a hindrance 

for speed or quality reasons, handwritten notes could be taken that are then entered during Step 

3. Two KIs proposed that recording, transcribing, and analyzing audio could be required for only 

a subset of respondents to make the additional work more manageable. Such sub-sampling could 

be done at random or through conditional display of questions based on the specific profile of a 

respondent (e.g., female or child-headed households). Pilot assessments should be conducted to 

develop a stable methodology, to document the time and resources required, and to establish best 

practices that can be used in training. 

As recent work to rapidly analyze qualitative feedback related to the Ebola response in 

DR Congo showed, even when qualitative analysis is done rapidly, it still requires significant 

resources for manual processing of data (Earle-Richardson et al., 2021). We note that rapid 

qualitative analysis—a group of alternative methods for analyzing responses to qualitative data 

more quickly (Vindrola-Padros & Johnson, 2020; Watkins, 2017)—may also have the potential 

of achieving more robust datasets at reduced costs and in less time compared to traditional 

qualitative analysis (Taylor et al., 2018).  

4.3.4. Technological Innovations 

Technological innovations will be essential to support the other recommendations 

mentioned above, particularly the proposed mixed-methods survey approach. Without them, 

major qualitative undertakings to understand populations will remain rare, slow, and expensive. 

Data from this study point to four specific technological innovations, as proposed by KIs:  

1. CAPI or CATI tools should be used for easy and secure recording of audio for 

any number of OEQs. Ideally, this should be done at the same time as entry of 
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quantitative data. Manual notetaking needs to remain available if field contexts 

dictate it. To mitigate ethical risks, audio files should be stored no longer than 

necessary.  

2. Whenever possible, ASR can be used to speed up the transcription process. 

Manual correction by native speakers will be important to ensure against errors 

and to guard against biases (e.g., people who speak softly, have strong accents, 

etc.).  

3. If needed, MT should be employed to assist in the translation of open-ended 

responses. As with ASR, manual verification is essential to ensure accuracy. For 

languages for which ASR or MT are unavailable, manual transcription or 

translation should be made easy. Investments should be made to expand ASR and 

MT models to cover more of the languages spoken in humanitarian crises and to 

create an alternative option for processing of sensitive data without the use of 

commercial services.  

4. NLP techniques for content analysis need to become more accessible to 

humanitarian users so that relevant information from qualitative responses may be 

classified more rapidly.  

The field of NLP is advancing rapidly, making methods for content analysis (such as 

classification, information extraction, and topic modeling) more widely available to specialized 

researchers (Cunningham et al., 2013; Loper & Bird, 2002; McCallum, 2002; Mihalcea, 2004). 

Such approaches are increasingly being used in health and social science research (Roberts et al., 

2021) and can be particularly useful to support human coding of OEQs (Popping, 2015). Several 

KIs suggested that content analysis methods supported by NLP should be explored further, 
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though some were concerned about the potential ethical risks. More research is needed to pilot 

such methods and establish best practices for verifying the accuracy of AI-assisted analysis 

methods. 

The above suggestions, based on data obtained from KIs in this study, can be 

implemented incrementally and independently of each other. They have the potential to improve 

the quality of HNAs and therefore of making humanitarian assistance more relevant, timely, and 

adapted to local requirements. More broadly, these suggestions stand to benefit survey methods 

throughout humanitarian response, global health, and related fields of research, policy and 

practice. Finally, technological innovations, particularly using NLP and other forms of AI, 

should be created to mitigate a growing list of ethical implications related to processing data 

from affected people (Kreutzer, 2021). 

Strengths of this research include a diverse sample of KIs with deep experience in HNA 

from a large geographic area and wide sampling across an array of organizations providing 

humanitarian assistance. The results fill an important gap in the academic literature where 

empirical data about practices and challenges in HNA are lacking. Further, the findings align 

well as a significant contribution to the evidence base need to support the commitments 

articulated in the Grand Bargain to improve needs assessments and to include affected people in 

decision-making (WHS, 2016). Relevant limitations include relative over-sampling of KIs from 

large international humanitarian organizations, as well as under-sampling of KIs from Africa, 

East Asia, and Latin America. Although KIs represented 17 organizations, it cannot be assumed 

that the data reflect all views within these large institutions, nor that perspectives are 

representative of other organizations.  
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4.4. Conclusion 

This study found that despite a rapidly growing volume of quantitative data, the gap in 

understanding between the people affected by humanitarian crises and those charged with 

providing assistance has been widening in recent years—particularly since the onset of the 

COVID-19 pandemic. The role of qualitative methods in humanitarian needs assessment remains 

limited compared to the role of quantitative methods, due to a combination of systemic, 

technological, and methodological factors. Expanding the use of qualitative data to inform 

humanitarian action has strong support across the humanitarian sector. Global guidance, 

informed by cross-sectoral consultation, is urgently needed to improve the increasingly 

challenging task of understanding population needs. The authors’ proposals derived from this 

study provide a roadmap for strengthening the collection of qualitative interview data throughout 

the humanitarian program cycle in humanitarian crises. 
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4.6. Chapter 4 - Appendix 1 

Standards for Reporting Qualitative Research Checklist  

Based on O’Brien, B. C., Harris, I. B., Beckman, T. J., Reed, D. A., & Cook, D. A. (2014). 

Standards for reporting qualitative research: A synthesis of recommendations. Academic 

Medicine, 89(9), 1245–1251. https://doi.org/10.1097/ACM.0000000000000388 

 

# Reporting item Page 

number 
 

Title and abstract 
 

1 Title - Concise description of the nature and topic of the study Identifying the study as 

qualitative or indicating the approach (e.g., ethnography, grounded theory) or data 

collection methods (e.g., interview, focus group) is recommended 

126  

2 Abstract - Summary of key elements of the study using the abstract format of the intended 

publication; typically includes background, purpose, methods, results, and conclusions 

 126 

 
Introduction 

 

3 Problem formulation - Description and significance of the problem/phenomenon studied; 

review of relevant theory and empirical work; problem statement 

131 

4 Purpose or research question - Purpose of the study and specific objectives or questions 133 
 

Methods 
 

5 Qualitative approach and research paradigm - Qualitative approach (e.g., ethnography, 

grounded theory, case study, phenomenology, narrative research) and guiding theory if 

appropriate; identifying the research paradigm (e.g., postpositivist, constructivist/ 

interpretivist) is also recommended; rationale** 

133 

6 Researcher characteristics and reflexivity - Researchers’ characteristics that may 

influence the research, including personal attributes, qualifications/experience, 

relationship with participants, assumptions, and/or presuppositions; potential or actual 

interaction between researchers’ characteristics and the research questions, approach, 

methods, results, and/or transferability 

135 

7 Context - Setting/site and salient contextual factors; rationale** 133 

8 Sampling strategy - How and why research participants, documents, or events were 

selected; criteria for deciding when no further sampling was necessary (e.g., sampling 

saturation); rationale** 

133 

9 Ethical issues pertaining to human subjects - Documentation of approval by an 

appropriate ethics review board and participant consent, or explanation for lack thereof; 

other confidentiality and data security issues 

133 

10 Data collection methods - Types of data collected; details of data collection procedures 

including (as appropriate) start and stop dates of data collection and analysis, iterative 

process, triangulation of sources/methods, and modification of procedures in response to 

evolving study findings; rationale** 

135 

11 Data collection instruments and technologies - Description of instruments (e.g., interview 

guides, questionnaires) and devices (e.g., audio recorders) used for data collection; if/how 

the instrument(s) changed over the course of the study 

135 
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# Reporting item Page 

number 

12 Units of study - Number and relevant characteristics of participants, documents, or events 

included in the study; level of participation (could be reported in results) 

136 

13 Data processing - Methods for processing data prior to and during analysis, including 

transcription, data entry, data management and security, verification of data integrity, data 

coding, and anonymization/de-identification of excerpts 

135 

14 Data analysis - Process by which inferences, themes, etc., were identified and developed, 

including the researchers involved in data analysis; usually references a specific paradigm 

or approach; rationale** 

135 

15 Techniques to enhance trustworthiness - Techniques to enhance trustworthiness and 

credibility of data analysis (e.g., member checking, audit trail, triangulation); rationale** 

135 

 
Results/findings 

 

16 Synthesis and interpretation - Main findings (e.g., interpretations, inferences, and 

themes); might include development of a theory or model, or integration with prior 

research or theory 

136-158  

17 Links to empirical data - Evidence (e.g., quotes, field notes, text excerpts, photographs) to 

substantiate analytic findings 

136-158; 

180-189 
 

Discussion 
 

18 Integration with prior work, implications, transferability, and contribution(s) to the field - 

Short summary of main findings; explanation of how findings and conclusions connect to, 

support, elaborate on, or challenge conclusions of earlier scholarship; discussion of scope 

of application/generalizability; identification of unique contribution(s) to scholarship in a 

discipline or field 

158-167 

19 Limitations - Trustworthiness and limitations of findings 167 
 

Other 
 

20 Conflicts of interest - Potential sources of influence or perceived influence on study 

conduct and conclusions; how these were managed 

N/A 

21 Funding - Sources of funding and other support; role of funders in data collection, 

interpretation, and reporting 

N/A 

 

*The authors created the SRQR by searching the literature to identify guidelines, 

reporting standards, and critical appraisal criteria for qualitative research; reviewing the 

reference lists of retrieved sources; and contacting experts to gain feedback. The SRQR aims to 

improve the transparency of all aspects of qualitative research by providing clear standards for 

reporting qualitative research. 

**The rationale should briefly discuss the justification for choosing that theory, 

approach, method, or technique rather than other options available, the assumptions and 
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limitations implicit in those choices, and how those choices influence study conclusions and 

transferability. As appropriate, the rationale for several items might be discussed together. 
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4.7. Chapter 4 - Appendix 2 

Results Table with All Identified Themes, Theme Descriptions, and Key Quotations 

# Theme Description Key Quotation 

Thematic Group 1: Prevailing approaches to data collection in HNA 

1.1 Household surveys are 

the default assessment 

method for most 

organizations 

Surveys, particularly at the 

household level, are widely used as 

“quick shot” methods to provide a 

representative needs overview. 

There is a widely shared perception 

that RNA and MSNA need to be 

quantitative in order to be used. 

“Yeah, I would say that, almost always, we’re gonna have household surveys. 

And most of the time, there’s focus groups. And then key informant interviews 

sort of vary depending on program design, and might be supplemented with like 

desk reviews, or more like open source sort of, you know, information that might 

inform things.” (KI #03) 

1.2 Key informant 

interviews are 

predominantly 

quantitative 

Most KII are conducted with 

mostly or completely structured 

questionnaires in order to facilitate 

rapid data collection and analysis. 

“So even KIIs, by definition, very short. … Those are, you know, structured 

KIIs, what you're calling KII at the household level. So a full-on qualitative, or 

purely qualitative approaches? I've not seen that. And even when they were they 

done-- doing them is one thing, using that data is a whole other story.” (KI #17) 

1.3 The role of 

quantitative data has 

increased due to 

KoboToolbox’s 

widespread usage 

The most commonly used tool is 

KoboToolbox. It allows for rapid 

data collection and analysis and has 

increased the relative availability 

and importance of quantitative data 

in HNA. 

“But, you know, Kobo’s been set up in such a way where it's so easy to get large 

volumes of data and into a … situation where you can process it and, you know, 

as yeah-- That day, you can do a survey and in the evening, get back--or even in 

the car on the way back from the site, you can start to look at the data almost 

immediately. It's, it's amazing.” (KI #08) 

1.4 OEQ are considered 

crucial for 

understanding 

complex subjects, but 

are mostly used with 

pre-coded options 

Open-ended questions are 

considered useful for capturing 

nuanced information (such as 

capturing impact or the preferences 

of the population), particularly 

items that were not considered 

when designing the questionnaire. 

In surveys this is done by including 

pre-coded options in interview 

guides, often together with a free 

text response option. 

“The open ended is where you get the true, like, impact. People might speak 

more to their unique situation. And I think that if we had some way to sort of 

analyze it at that level, we would just be able to speak more to our impact.” (KI 

#03) 
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1.5 There is confusion 

about what constitutes 

qualitative and 

quantitative 

information 

Quantitative methods, such as pre-

coded open-ended questions in 

structured questionnaires, are used 

to measure qualitative information. 

The distinction between the two 

terms can therefore lead to 

confusion. 

“You know, like, it's not a, it's not a quantitative question for me to ask you what 

your top priorities are right now, that's qualitative for you and your household. 

But because we collect it from, you know, you know, several thousand people 

and we present it in a graph, we make it into a quantitative thing. But it's still a 

qualitative piece of information.” (KI #02) 

1.6 Uncoded OEQ can be 

crucial for filling in 

information gaps 

Uncoded OEQ in semi-structured 

or unstructured KII are seen as 

ideal to maximize the time of the 

respondent and fill in crucial 

information gaps. 

“I think key informant interviews, especially when done towards the beginning 

really helps you also decide what it is. You know, it gives you It gives you a 

good background on what's going on where the needs are. And then it lets you 

cross check them with a number of people in a way that they… You know, you 

can ask for the specific questions, but then you also hear things that come out of 

those questions that may not be what you're asking and may further orient you 

towards the, you know, a deeper subject or something that you need to be 

looking at, at which you don't get that orientation in the same way, when you're 

just asking, you know, an A, B, C, and D question.” (KI #12) 

1.7 Paper and Excel are 

often preferred over 

CAPI tools for taking 

long notes in KII 

Notes for what was said during 

semi-structured KII are often 

written on paper. These are often 

entered into preformatted Excel 

tables (sometimes called “transcript 

templates”). This is considered 

faster and more convenient than 

typing notes into a CAPI tool. 

“They were doing fewer key informant interviews, and so I think it's just like 

easier for them to write down on paper. It was just easier. And then we didn't 

have to go through setting up a[electronic] form, find your form and then fill it 

out and then send the form.” (KI #07) 

1.8 Donors are exerting 
pressure in favor of 

quantitative methods, 

particularly MSNA 

There has been a strong push from 
certain donor governments to 

increase the amount of quantitative 

data from household surveys, 

particularly through MSNA in 

order to be able to compare the 

situation in different crises and 

improve data-driven prioritization 

of funding. This has been driven in 

particular by the 2016 Grand 

Bargain commitments and led to 

the creation of the JIAF. 

“I'm not sure if you're familiar with something called the joint intersector or 
analysis groups, …  So there's been a big push on collecting household level 

information. And kind of like “MSNAs can solve everything", which is a bit of a 

. . . which isn't the case. Because you still need like, national GDP numbers that 

you're not going to get from a sample you have to kind of guess that's where you 

have to go everywhere.” (KI #08) 

1.9 Some organizations 

are biased in favor of 

Some organizations / HNA 

professionals strongly prefer 

“Management sees qualitative data as something that's easy to be cluttered if you 

want to have an easy approach. But I think the teams always rely only on 
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quantitative methods quantitative data, particularly 

household surveys, as the main 

method for understanding 

population needs. 

household assessment data, because that is more scientific. That's, of course, the 

term that's often being used.” (KI #18) 

1.10 Qualitative methods 

are critical for 

answering “why” and 

“how” questions 

Qualitative methods are widely 

considered to be critical for 

answering deeper questions that 

cannot be measured easily with 

quantitative methods. 

“I mean, I think it's really useful in terms of understanding perceptions. … It 

gives you a much richer understanding, it really enhances any understanding that 

you might get from a purely quantitative viewpoint.” (KI #12) 

1.11 Qualitative and 

quantitative methods 

are seen as 

complimentary 

Household surveys, FGD, and KII 

were cited as complementary 

methods for answering different 

questions during HNA. 

“It's just that when we don't use qualitative data, we might really miss out on 

really key elements. And also, if we miss out on having the quantitative 

component, we also miss out on representativity, which is like also super 

important, right? So in an ideal case scenario, we have both Yeah. Both aspects 

can complement each other.” (KI #13) 

1.12 Qualitative skills are 

slowly increasing 

There is a growing demand for 

qualitative research skills in the 

humanitarian sector, including 

anthropologists. 

“I feel like if there's a trend that I'm seeing in humanitarian work at the moment, 

like especially over the last, you know, 12 months to two years, is somehow a 

greater, a greater desire to be more context specific.” (KI #02) 

Thematic Group 2: Constraints related to quantitative interview methods 

2.1 Some information by 

respondents is never 

recorded 

Some potentially important 

information given by respondents 

is lost because of structured data 

entry methods. 

“If someone asks a question … ‘Do you have access to the markets?’ ‘No … I 

got intercepted by military, I tried to do this, and the roads were like’ … That's 

interesting. And it's not there.” (KI #07) 

2.2 For some sectors, 

household surveys are 

not the best method to 

obtain important 

information 

Household surveys are not 

considered useful for some 

humanitarian sectors. KIs cited in 

particular health and protection as 

two sectors that require qualitative 

methods. 

“[I am] trying to stop people from asking diagnostic questions in household 

surveys because people are not great at self-diagnosing. It's a general rule. And 

even that data is really unreliable for us. We can't use it for anything, it's not 

operational. So, there are some things that we collect from MSNA type surveys, 

but up until very recently, and I would say maybe this upcoming year, the bulk 

of it has been one question on ‘How far away is the nearest health facility in 

minutes?’” (KI #05) 

2.3 Some groups are 

suspicious of 

quantitative 

assessments, 

particularly remote 

survey methods 

Certain populations (especially 

rural, but also specific groups such 

as displaced Rohingya) have been 

found to react suspiciously to 

quantitative methods, leading 

potential to higher rates of refusal 

or not being as forthcoming with 

“They've reported it 100 times, they don't like quantitative data collection, 

especially when they're asking about people's behavior and how they're feeling 

and things like that. They don't really quite understand why someone would 

want that information. They don't find that consultative, they don't find that any 

type of conversation. So it's hard to get any type of meaningful data if that's not 

what they would like to communicate through.” (KI #10) 
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their responses. This is true in 

particular with remote survey 

methods (CAPI). 

2.4 Structured KII are 

overused 

Many HO conduct KII using 

structured interview guides even 

more qualitative approaches are 

possible, either out of habit or for 

convenience reasons. 

“So we're collecting data that way because it's the only way we can collect data 

at the speed we need to collect it. In the immediate aftermath of an event, so we 

know our data is questionable. We were sacrificing immense quality, just to get 

it fast and make sure that we've got something with which to base the next round 

on, you are still supposed to be collecting better data. A few weeks down the 

road like this should not be the basis for everything. It's just the initial planning. 

So we know it's questionable then the problem is when you're still using those 

methods when you no longer need to. And that happens far too often just 

because they're easy. So effectively quick and dirty has its time in place. We 

need to be careful of not overusing it and we do we overuse it a lot” (KI #05) 

2.5 A lot of quantitative 

data is contradictory 

or is not explained 

In some emergencies there can be a 

lot of quantitative data from 

multiple assessment rounds—at 

times with conflicting results. 

Despite this wealth of data, there is 

sometimes little actual 

understanding of the population, 

which can only be achieved with 

good qualitative data. 

“You're covered in data. But it took me I think, three or four months before I 

was like, wait a minute, I'm drowning in all this secondary data. But I don't feel 

like I understand the population at all. And all I feel like I'm seeing is conflicting 

quantitative data that says this, many people need this, but then they're doing this 

behavior. And I just was, I think I spent a good two weeks running around 

talking people trying to understand because I just assumed that I was missing 

something.” (KI #10) 

2.6 Limited access to 

affected population 

can bias assessment 

results 

Access to KI or households from 

the affected population can be very 

constrained in emergencies, either 
due to logistics or limitations 

imposed by political or security 

actors, introducing potential biases 

to the HNA results. 

“The most so they were able to do basically a lot of it was through key informant 

interviews, both through the humanitarian community, and I would say including 

national Local authorities, and then they were able to speak with some 
representatives and I would say representatives because not all of them were 

official local, like local officials within some of the key targeted geographic 

regions… And where we were able to have access, the government is quite 

controlling, over access within the country. … But we weren't able to speak to 

the population, we weren't able to do any kind of household interviews or even, 

you know, like, have any kind of group discussion of any kind, not even sort of 

informally, with either displaced or host communities.” (KI #12) 

2.7 Household surveys 

can put respondents 

and staff in danger 

Household surveys can put 

respondents and staff in danger in 

conflict areas or cities with a high 

incidence of targeted violence. 

“In Honduras, for example … it was way too sensitive and dangerous to run a 

survey, it was too dangerous to enter the communities with a big group of 

enumerators running around with their, you know, tablets, and that's just super 

dangerous. So, what happened there, we mainly worked only through focus 

group discussions with local NGOs or partners who had been working within the 

communities for years before” (KI #13) 
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2.8 Representative 

household surveys are 

not appropriate during 

Phases 1 and 2 

Household surveys are not 

appropriate right after a sudden-

onset emergency due to access and 

sampling challenges. 

“The term rapid needs assessment has a lot of different views. Some people view 

that as a household level representative assessment, that needs to be done in two 

weeks. Which is wrong, it can't happen. “ (KI #14) 

2.9 Questionnaires are not 

contextualized enough 

Although often being translated, 

survey instruments are often not 

contextualized with local team. 

This step ensures that no relevant 

questions are left out or that 

questions are culturally sensitive. 

“Many people think contextualizing tools is translating it. What is not [done is] 

sharing with a team and trying to formulate the questions to see if they are 

culturally sensitive or not, what needs to be changed, what additional questions 

need to be made.” (KI #20) 

Thematic Group 3: Constraints related to qualitative interview methods 

Cluster 3.1: Capacity limitations 

3.1.1 Qualitative analysis is 

too time consuming 

for emergency 

contexts 

Proper analysis of qualitative data 

requires a lot of time. That makes it 

unsuitable for most emergency 

contexts where results need to be 

established quickly. 

“In sudden onset disaster, my experience and my... I don't have a vision for the 

future of qualitative data in sudden onset disaster. It's too complex. They 

struggle too much to do what already they should be doing, which is SDR, KIIs 

and direct observation. If you add in there anything which is text... We do not 

recommend it, even now. In training, I'm used to saying, "Hey, do not collect 

focus group data in a sudden onset disaster. You can do this in phase three. You 

can do this after one month. No problem. In the first month, guys, you need to be 

quick, so it's more important to be fast than to know the little nuances and 

differences between the gender and the old and the young and so on.” (KI #23) 

3.1.2 There are not enough 

staff with expertise in 

qualitative methods 

Organizations often lack 

sufficiently skilled staff to analyze 

qualitative data. In many 

organizations, staff asked to 

support or lead HNA have trained 

almost exclusively in quantitative 

skills. 

“I think it's often easier with an emergency team, because you have people that 

it's a smaller group people, you train them. And usually they're the people that 

are coming with quite a lot of experience. And that doesn't mean that they 

always do things, know how to do things well or not, but like they're coming 

with a certain level of experience. Whereas at country program level or even 

with enumerators you might hire on the spot. Often it's not necessarily those 

people with the same level of experience. “ (KI #12) 

3.1.3 Interviewer training is 

much too short 

Interviewers involved in data 

collection for HNA often do not 

have sufficient skills for qualitative 

methods. 

“So in some cases, if they really have done a day and covered a lot of what they 

should, then I'm not necessarily thrilled, but I am happy because at least had 

done that because there have been like, would there have been cases in the past 

where we would do like a one-hour training, and that that is the reality of NGOs 

sometimes. Quality has come a long way in the past few years. And one of those 

areas is needs assessments. And so a day is already an improvement on what was 

the case in some areas, not saying it's right, I'm just speaking the truth.” (KI #14) 

Cluster 3.2: Notetaking / transcript challenges 
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3.2.1 Manually created 

notes are often of poor 

quality 

Manually written notes of what a 

respondent said are often of very 

poor quality. Contributing factors 

are insufficient training of the 

interviewer as well as the 

difficulties of entering long notes 

into CAPI tools.   

“Every time we tried it was a total disaster [laughs] it was a total failure. It 

requires so much. … Are they transcribing properly? Are they interpreting what 

the person is saying? They are doing their eighth interview today. They're just 

talking whatever. They're tired. So, it's never actually worked really. We tried 

that way.” (KI #21) 

3.2.2 Verbatim transcripts 

of interview responses 

are only rarely created 

because audio is 

almost never recorded 

Verbatim transcripts of interview 

responses (created later on based 

on an audio recording) are very 

rare in HNA. The main reason 

given is the amount of time needed 

to create the transcript, creating a 

translation, and then condensing or 

coding it.   

“Audio? I don't see that. I have yet to see that in an operation that I’ve worked 

in.” (KI #16) 

3.2.3 Audio files can create 

data protection risks 

or make respondents 

more reticent 

Audio files created during 

interviews were seen as adding a 

potential layer of risk to the 

respondent due to the lack of 

anonymity. 

“We often try not to record much just because from experience, people are very 

nervous about recordings. And so especially if we're talking to like people in the 

affected population, so it is an option to record. But we guide our teams to only 

do that if they really know people are comfortable.” (KI #14) 

Cluster 3.3: Language issues 

3.3.1 Significant language 

gaps hamper 

qualitative data 

collection and analysis 

There is a gap between the 

languages spoken by affected 

communities and those of of the 

responding humanitarian 

organizations. This significantly 

hampers the ability to collect and 

analyze qualitative data. 

“We had to use also translators and interpreters because sometimes we had 

people that spoke only English and then we find one translator from English to 

Portuguese and another one from Portuguese to the local language. Ideally, we 

were trying to get someone that could go from English to the local language, but 

sometimes it was not possible.” (KI #20) 

3.3.2 Notes are rarely 

translated properly 

Notes taken from open-ended 

interview responses are often not 

translated into a language spoken 

by the person analyzing the data 

due to a lack of time or resources. 

As a result, they are often not 

considered during the analysis. 

“The problem is, as I said, I mean, even just “others”, most of the time, [the 

notes] don't get translated. … And by then now, because they're so used to the 

systems where you can collect that on KoboToolbox, and then it goes straight 

into whatever automated system you've created, and you've got a graph, and you 

have your results already, they don't want to wait. Those steps slow the process 

down. And they also are extremely costly.” (KI #05) 

3.3.3 Meaning is lost 

because analysis is not 

Local staff who can contextualize 

responses or clarify 

“Why don't we show the qualitative data so that it must be in the native 

language? … We must be able to do it in … Swahili, in Farsi, in Somali—not 
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done by or with local 

staff 

misunderstandings are often not 

involved. 

just in English, French, Arabic or Spanish. That's not good enough. There are so 

many words that change the entire meaning, or it will not exist in a certain 

vocabulary, that can completely screw your assessment. “ (KI #21) 

Cluster 3.4: Systemic challenges 

3.4.1 Qualitative and 

quantitative methods 

are often not 

integrated 

Qualitative data collection is often 

done by completely separate teams 

in the same organization; or it is 

done instead of quantitative 

methods in order to maximize 

resources. 

“Frequently, what happens—because assessments are multifactorial—is we wind 

up shoving more of certain sectors into the qualitative, and some of the others 

out into the quants data. So, we can ask most economic type questions in quant 

data. And so most of that gets sidelined and pushed out of the qualitative data, 

which creates problems sometimes.” (KI #04) 

3.4.2 There are systematic 

biases against 

qualitative data 

Biases against qualitative methods 

can be found at all levels, ranging 

from assessment specialists and 

senior leadership up to the 

organizational level. 

“Qualitative interviews … have kind of pointed to deficiencies in the quality of 

food assistance, for example, serious deficiencies have been brushed aside by 

key organizations involved in food, because it well, “Just because 12 households 

or whatever told you that. That doesn't really mean anything in a response of one 

million people. Our teams who work for us, the organization providing the food, 

found that there wasn't a problem. So it's fine.”“ (KI #02) 

3.4.3 The trend to collect 

data remotely reduces 

the ability to collect 

qualitative data 

There has been a drive to conduct 

assessments increasingly through 

remote data collection methods, a 

trend accelerated during the 

COVID-19 pandemic. This has 

reduced the amount of qualitative 

data collected. 

“There are risk associated to do remote operation. For sure. And the more we do, 

Yes, there will also be strategy of adaptation from the from the beneficiaries, 

strategy adaptation from the communities that, you know, It's like they 

understand how to reply, and I say, yeah, you know. You know better than me 

that you can go in certain communities in Congo, and basically, the teacher says 

Okay, what do you need? What do you need? A list of women-headed household 

or with disability? The other one, for IDPs: for less than three months of the 

IDPS  more than three months? Everything is ready, right? Because they already 

got exactly how to get from the system. And I think it's fair. It's totally fair. And 

but that's going to happen. Also, we do remote data collection more and more 

and more of that repeated thinking. And per se, again, is not a total tragedy. If 

we are honest enough with what knowledge does bias to, to factor this in our 

analysis, to maybe identify possible risk mitigation measures that we can use, 

etc. “ (KI #21) 

3.4.4 Donors’ short funding 

cycles don’t allow for 

qualitative methods 

Humanitarian organizations may be 

hard pressed to conduct a needs 

assessment within a very short 

period due to a donor’s short 

application deadline. This limits 

the use of qualitative methods. 

“The time sensitivity that comes from the donor that says, Yeah, we are opening 

a call and you have 10 days to apply. And you want to do a need assessment, 

because you want partly to feed the donor's demand for fresh data, partly 

because you actually care. And you think it would make a better program if you 

were to do a little need assessment. But if the donor wants it in 10 days, and you 

have to do the analysis, and you have to do the proposal writing that there is it is 

urgent, even though it didn't have to be” (KI #19) 
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3.4.5 The push for more 

secondary data 

analysis and 

automation cannot 

replace qualitative 

primary data 

Challenges with using automated 

coding of qualitative data include 

the errors made by existing tools, 

lack of trust in the results, potential 

lack of human verification. 

“And now there's a push to automate analysis—I really loved when I heard that 

one: DEEP is going to automate analysis, apparently, yeah, yeah. … But so the 

that push, I think that we need to check that we're right. If you're going to do 

those sorts of things, if you're going to rely on algorithms, you need to check that 

they're doing what you think they're doing, that they're telling you what you 

think they're telling you. And the only way I know how to do that is with 

qualitative information.” (KI #05) 

Thematic Group 4: Challenges specific to pre-coded open-ended questions 

4.1 Pre-coded responses 

to open-ended 

questions in 

questionnaires can 

lead to false data 

Pre-coded responses for recording 

responses to open-ended questions 

in household surveys are 

problematic because the response 

options are often not 

contextualized for the local 

context. This risks that relevant 

information is not captured and 

programming is informed by 

inaccurate results. 

“The ideal needs assessment [at the UN level] is a household survey. And it's 

quantitative. But they're collecting qualitative data in a quantitative format. And 

we make these ridiculous assumptions that we know the answer options we 

should be giving without testing them, and we roll them out globally and keep 

using the same ones. And because we use them in so many places, we consider 

that evidence that they work. But we never often go in and actually check that 

that's what we should be asking. So there's problems with how we phrase them. 

There's bias built into the questions we use, that we repeatedly implement. “ (KI 

#05) 

4.2 OEQ are considered 

an obstacle to 

obtaining large 

samples 

OEQ, whether with or without pre-

coded responses, are often 

considered as an obstacle to 

collecting data from larger 

samples. This is due to the 

additional time needed for 

respondents to answer such 
questions, as well as the increased 

time required to analyze responses 

that were entered as text. 

“We try to have very few open ended because we want, we're trying to get larger 

numbers of responses. And to get a better picture of more people. And, it's just 

really hard. Often in a needs assessment, you're working before you have like a 

full program team. So, it makes it harder to do analysis, the heavier the tool it 

is.” (KI #03) 

4.3 Most text responses to 

OEQ are not properly 

analyzed 

Qualitative text responses to OEQ 

are not systematically analyzed, or 

not analyzed at all, for a large 

proportion of HNA. KI underline 

the importance of doing this 

properly but most immediately 

qualified this to say that manual 

analysis (and often translation) of 

these notes is either not done well 

or not done at all. 

“People do type in the text. But if I'm very honest, I don't think it's being used as 

much as it could be, because you focus on your 90% of the data that's easily 

processed. Then you’ll say “I’ll come back to that,” and then you don't come 

back to that.” (KI #09) 
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4.4 Interviewers may not 

choose the correct 

responses among pre-

coded options 

Interviewer may not select the 

correct responses among pre-coded 

options, either for a lack of 

familiarity with the terminology, 

personal biases, or fatigue. 

“That's why sometimes we even don't use the “other”. It really depends, I guess. 

So. It can be a tricky thing. That also really [depends on] how well you trained. 

And you're right. So… Because we don't want to end up with a survey where 

they always use "99 - Other". Yeah. Wow. Okay. Great. Thank you for that.” (KI 

#13) 

Thematic Group 5: Suggestions for improving the role of qualitative interview methods in HNA 

5.1 More funding is 

needed for longer 

training sessions 

Interviewers require more training 

to be able to do more qualitative 

data collection. Funding was 

universally identified as the 

limiting factor to conducting longer 

training sessions. 

“You need much more rigorous training. Right now trying to get three days of 

training for enumeration is a stretch for qualitative data, you would need way 

more than that. And it's just that timeframe. And funding is a major problem.” 

(KI #05) 

5.2 Ensure assessments 

teams have qualitative 

expertise and speak 

local languages 

Assessment teams should include 

people who are trained in 

qualitative methods, if need be, by 

hiring additional staff or training 

existing ones. Involving local staff 

in the design and analysis stages is 

essential to ensure as little meaning 

as possible is lost to translation. 

“We have a massive problem with assessments because we're not hiring the right 

people to do them. So we're focusing on that IMO type, who don't have the right 

background… Even if you want people with serious humanitarian background, 

hire your M&E people to run the assessments. … Make sure that you've got 

some people who know how to design it and train people on qualitative data 

collection, because it's a lot harder to do.” (KI #05) 

5.3 MSNA should contain 

more qualitative 

methods 

In protracted emergencies, MSNA 

should be reduced or replaced with 

qualitative methods. 

“For protracted crises, I do not understand why we are putting so many questions 

in our questionnaires. … It's insane. 450 variables. 900 variables. It's crazy. It's 

hours of discussion. It's bullshit. Everything that you ask after 45 minutes, it's 

bullshit. The guy just wants to leave or to be somewhere else. … I think it's not 

smart. It's simply not smart what we are doing right now. Putting 1.5 million into 

a field assessment, there is barely a secondary data review done beforehand. 

There are barely any qualitative interviews being done in advance to help 

shaping the questionnaire—which goes for everything in this stupid 

questionnaire. For me it's a real waste of money and I find it damaging, harmful, 

non-ethical, irresponsible. … In the field, we should have much more qualitative 

data.” (KI #23) 

5.4 Conduct hybrid 

surveys with a mix of 

quantitative and 

qualitative methods 

Combining quantitative and 

qualitative approaches in surveys 

could generate data that is timely, 

representative, and provide more 

depth. 

“You know, what, if I can have a shorter questionnaire, and then I ask my two 

typical things, right? And then I tell them, okay, which are your three priorities? 

Right, the classic question. "Which are your three priorities?" And the person 

says "food." And then you tell them "Okay, great. Can you explain me why?" I 

could probably cut my survey in half. Okay. "Which are your priorities right 

now?", and then This, this and this, and this. "Okay, why? Tell me." And then I 



 

 

190 

can analyze the why. I could get rid of at least 20-30 questions, easily.” (KI #21) 

5.5 More audio recordings 

would be useful to 

capture all details 

Having audio recordings of 

interview responses would be 

beneficial for multiple purposes. 

This includes the ability to do 

quality control of interviews, 

derive more data from a response, 

keep the interview shorter, and to 

create transcripts. 

“I would, if I could choose, I would always go for transcripts and recordings.” 

(KI #01) 

5.6 Automatic 

transcription would 

allow more 

widespread qualitative 

data collection 

Automatic speech recognition 

(ASR) of interview responses 

would allow organizations to 

conduct more qualitative 

interviews. ASR would reduce the 

amount of time spent by local 

teams. But gaps exist regarding the 

languages required. 

“If we had a way to take qualitative information, and analyze it to the depth of 

what we can do with quantitative information, like, and we could interview I 

mean, and we could interview like 10 times as many people as we currently do. 

And we could then have far more representative data about a population at a 

much more intimate and deeper level.” (KI #03) 

5.7 Machine translation 

would be helpful for 

systematically 

translating transcripts 

or notes 

Translating interview transcripts or 

manually entered notes would help 

generate useful insights for HNA. 

Machine translation (as well as 

streamlined reviews by 

professional translators) would be 

needed to obtain results quickly 

enough. 

“I think if you had like, Google Translate, and you could export the qualitative 

wording … We would copy and paste that into our Excel file and start doing our 

analysis that way around. … But I think the biggest hurdle is the translation.” 

(KI #14) 

5.8 Automatic coding 

would be helpful to 

speed up analysis 

Automated methods for coding 

qualitative data would save a lot of 

time and allow for using such data 

more widely. 

“I think if there was a way that the kind of initial coding or sorting of that data 

could be done in an automated, quick way, so that it relieved the fact that it just 

takes so long to do it manually. And I think that would be kind of the big, the big 

lightbulb, the big key that would change everything.” (KI #02) 
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4.8. Chapter 4 - Appendix 3 

Interview Guide 

 

1. To start off, could you please describe your current role at [ORG], what types of 

responsibilities you have, and what kinds of data collection are you typically involved in? 

2. I’d like to first understand the role of evidence that’s used to decide what kinds of 

assistance [ORG] will provide where, when, and to whom. How would you describe the 

role that evidence plays to inform [ORG]’s decisions? What kinds of decisions do your 

needs assessments typically need to inform? 

3. What would you say are the greatest challenges related to understanding affected 

people’s needs?  

4. I’d like to understand how you and [ORG] in general go about understanding people’s 

needs. Could you talk me through how do you usually conduct needs assessments, both 

before and since the beginning of the pandemic? 

5. Do you think that some of these changes since the beginning of the pandemic are here to 

stay? 

6. I’d like to talk specifically about primary data now. What role do qualitative methods 

play in your needs assessments when collecting primary data from affected people? 

7. Do you consider open-ended questions a type of qualitative data? 

8. How do you collect qualitative / open-ended data? 

9. How do you typically analyze qualitative data (transcription, translation, keywords)? 
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10. Have you ever collected audio as part of a form? 

IF YES: How do you and your teams usually deal with audio responses? 

11. I’d like to switch over to ethics now. Are there any ethical issues that keep you up at 

night related to your work? Are there major concerns? 

12. Generally, how do you ensure that the data you collect is processed in a way that doesn’t 

pose risk to your respondents?  

[PROBE: What about informed consent, anonymization, etc.]  

13. Are there any particular data protection guidelines or similar framework that you use or 

that you need to adhere to in your work?  

14. What role do you think AI or algorithms will play in humanitarian response in the future? 

Do you think they pose any additional risks for use in humanitarian response? 

15. Do you have any other comments you’d like to share? Do you have any questions for 

me?  
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Chapter 5 Ethical Implications Related to Processing of Personal Data in Humanitarian 

Crises: A Scoping Review 

Abstract 

Humanitarian organizations are rapidly expanding their use of data in the pursuit of 

operational gains in effectiveness and efficiency. Ethical risks from the processing of such data, 

including through the use of artificial intelligence, are increasingly recognized but are 

insufficiently addressed by existing humanitarian data protection guidelines. This study reports 

on a scoping review that maps the range of ethical issues that have been raised in the academic 

literature regarding data processing of people affected by humanitarian crises. We systematically 

searched databases to identify peer-reviewed studies published since 2010. Standardized forms 

were used to extract data and compare findings and study characteristics. The ethical issues 

identified in each study were grouped into the ethical value categories of autonomy, beneficence, 

non-maleficence, and justice. The study protocol followed PRISMA-ScR reporting guidelines for 

scoping reviews, and yielded 100 relevant studies after screening 8,387 papers. The majority 

were published after 2015 (n = 73) and included at least one author based in a high-income 

country (n = 93). Most studies focused on processing data for assessments (n = 36); discussed the 

use of social media (n = 48), and identified ethical issues based on real-life examples (n = 54).  

Only eight included an author from a lower-middle income country while none included an 

author from a low-income country. One in four (n = 25) discussed technologies related to 

artificial intelligence. A total of 22 ethical issues were identified. Published research shows 

widespread concerns that data processing in humanitarian assistance can cause additional harm, 

may not provide direct benefits, may limit the autonomy of affected populations, and has the 
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potential to lead to the unfair distribution of resources. Specific and robust guidance is needed to 

navigate emerging ethical concerns. Further empirical research is needed into ethical issues 

arising from the use of commonplace humanitarian tools and data management processes. In 

addition, case studies of early adoptions of AI in humanitarian operations should address which 

ethical considerations are being applied.   
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Ethical Implications Related to Processing of Personal Data in Humanitarian Crises: A 

Scoping Review 

Organizations involved in humanitarian assistance currently face significant pressure on 

multiple fronts. Protracted violent conflicts in many countries, intensified by worsening 

conditions due to climate change, have led to 82 million forcibly displaced people, and more 

than 235 million people need some form of humanitarian assistance (OCHA, 2021; UNHCR, 

2021). In addition, the gap between humanitarian needs and available funding reached its highest 

level on record in 2020 (OCHA, 2021). The aim of this review is to map the range of ethical 

issues that have been raised in the academic literature regarding data processing of people 

affected by humanitarian crises.   

A review by Schofield et al. (2021) found that the vast majority of included studies 

discussing “ethical challenges” in healthcare had failed to include an explicit definition of how 

that term was understood by the respective authors, leading to potential misunderstandings and 

ambiguity. This section, therefore, will first provide working definitions for the key terms and 

concepts discussed in this study. Humanitarian assistance is understood here to refer to 

coordinated actions that save lives and alleviate suffering of crisis-affected populations (UN 

OCHA, 2003). It also includes “protection”, which “encompasses all activities aimed at 

obtaining full respect for the rights of the individual in accordance with the letter and the spirit of 

the relevant bodies of law” (IASC, 1999, p. 4). Humanitarian crises are defined here as a “series 

of events representing a critical threat to the health, safety, security or wellbeing of a community, 

usually over a wide area” (WHO, 2007, p. 7). For the purposes of this study, data processing is 

understood as: “Any operation or set of operations which is performed on data or on sets of data, 

whether or not by automated means, such as collecting, registering, storing, adapting or altering, 
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cleaning, filing, retrieving, using, disseminating, transferring and retaining or destroying” 

(OCHA, 2019, p. 47). Ethical issues are defined in this study as actions that may not conform to 

moral standards, particularly those set out by various humanitarian principles (Slim, 2015, pp. 

47–145) because of the risks they present.  

Humanitarian organizations rely on processing increasingly large amounts of data to 

inform their operations, much of which is collected directly from affected populations (e.g., 

through registrations, household surveys, or cash disbursements). At the same time, the people 

working for these organizations have themselves often become targets of kidnappings and 

killings, which has led organizations to increasingly resort to remote methods of managing 

operations and collecting data from affected people (Donini & Maxwell, 2013; Humanitarian 

Outcomes, 2021). The COVID-19 pandemic has accelerated this trend of the increased use of 

remote methods. This combination of factors has led to an exponential increase in the amount of 

personal data that is being distributed, stored, and analyzed in various locations around the 

world. At the same time, humanitarian organizations are continuously seeking innovations 

involving information and communication technologies (ICT) in the pursuit of operational gains 

in effectiveness and efficiency.  

Organizations turning to new or existing digital tools to collect, store, or analyze data 

more efficiently may knowingly or inadvertently introduce new ethical issues affecting people 

who are already vulnerable (International Committee of the Red Cross and Privacy International, 

2018). Weighing the responsible use of new technologies in humanitarian crises is fraught with a 

number of ethical issues (Sandvik et al., 2014) that are increasingly being highlighted in specific 

circumstances such as refugee registrations (Jacobsen, 2015), health emergency response 

(Perakslis, 2018), or the use of drones in humanitarian assistance (van Wynsberghe & Comes, 
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2020). In practice, ethical decisions  are made—knowingly or unknowingly—on a daily basis 

about what data to collect, which tools to use, or how and with whom to share this information to 

avoid adverse consequences (Raymond et al., 2016; UN Global Pulse, 2016). In light of such 

challenges, organizations rarely choose to forego new tools altogether, such as Oxfam’s decision 

in 2015 to halt the use of biometrics in its programs in order to assess the potential risks (The 

Engine Room and Oxfam, 2018). Rather, some organizations are more likely to invest in new 

innovations without considering, weighing, or fully grasping the long-term ethical issues (Parker, 

2019).  

However, because of these challenges, more guidelines are now being produced for the 

ethical  processing of data for humanitarian assistance purposes, with the goal of minimizing or 

eliminating risks to vulnerable people. Notable examples include Data Responsibility in 

Humanitarian Action by the Inter-Agency Standing Committee (2021), the Handbook on Data 

Protection in Humanitarian Action by the International Committee of the Red Cross (2020), and 

the Data Responsibility Guidelines by the United Nations Office for the Coordination of 

Humanitarian Affairs (2019). Similarly, regulatory environments are changing in many countries 

(such as the European Union’s General Data Protection Regulation, GDPR), which have moved 

many humanitarian organizations to change their approaches to data processing in order to 

improve data privacy. Focusing on the issue of ethical design of new tools, Krishnaraj et al. 

(2021) have created practical guidelines that aim to mitigate risks as early as possible (Elhra & 

Humanitarian Health Ethics, 2021). But the speed of technological innovation means that such 

guidance can quickly become out of date as new data technology tools appear and organizations 

respond to new circumstances (such as insecure environments or lack of access to populations 

during the COVID-19 pandemic). Artificial intelligence (AI) systems that use machine learning 
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and other methods for automating data processing may usher in a completely new set of ethical 

issues that humanitarian organizations will have to confront (Tegmark, 2017). Although a 

considerable number of studies discuss the ethics of using various technologies in humanitarian 

assistance, to date, there is little evidence that there has been a comprehensive review of relevant 

ethical issues in the published literature.   

Conducting this type of review is challenging due to the wide-ranging nature of 

humanitarian assistance, lack of well-defined nomenclature for data processing technologies and 

activities, and that relevant research may be published in the intersecting fields of ethics 

research, design, engineering, health, medicine, geography, development, social science, and 

technology research, among others. Previous scoping reviews focusing on humanitarian 

assistance only addressed more limited contexts, such as natural disasters (Tansey et al., 2018), 

and displaced populations (Makhoul et al., 2018), or did not include terms to capture more novel 

humanitarian activities such as responding to large-scale migration or public health emergencies 

(Pal et al., 2019). Other relevant studies in the past have included a literature review focused on 

social media and privacy issues (based on literature published between 2013 and 2014 (Watson 

& Rodrigues, 2018), a scoping review on the types of digital tools used during the 2014-2016 

Ebola outbreak in West Africa (Bempong et al., 2019), a scoping review on the impact of health-

related tools in humanitarian crises (Mesmar et al., 2016), and a scoping review on ethical 

considerations related to the use of drones in humanitarian assistance (Wang et al., 2021). 

However, we have not found a sufficiently comprehensive sets of keywords that could be used to 

search databases for any of this study’s three inclusion criteria (people affected by humanitarian 

crises, processing data for humanitarian assistance, meaningful discussion of ethical issues).  
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Another distinct challenge is the lack of established ethical categories or theories used by 

studies discussing ethics in the humanitarian sector (Wang et al., 2021). First introduced by the 

International Federation of Red Cross and Red Crescent Societies (Pictet, 1979), the four 

humanitarian principles (humanity, impartiality, independence, and neutrality) are now widely 

used among many humanitarian organizations (see, for example, MSF, n.d.), in international law 

(OCHA, 2012), as well as in ethical codes attempting to guide the actions of the humanitarian 

sector as a whole (see, e.g., IFRC, 1994; Sphere Association, 2018). However, previous studies 

have shown the difficulty of applying these humanitarian principles in everyday practice 

(Hilhorst & Schmiemann, 2002), in guiding the use of information technology (Raymond & 

Card, 2015), or in mapping humanitarian organizations’ ethical obligations (Broussard et al., 

2019). In particular, the broad humanity “principle” has been argued as being better understood 

as an absolute moral value rather than an ethical principle (Slim, 2015, p. 62). As a result, a 

growing number of studies use the ethical value categories of autonomy, beneficence, non-

maleficence, and justice, which are widely used in the fields of bioethics and research ethics 

(Beauchamp & Childress, 2019), as a better operational ethical terms to reference ethical issues 

inherent to humanitarian practice (Cawthorne & Wynsberghe, 2019; P. N. Pham & Vinck, 2012). 

This study therefore uses these four ethical value categories to group the ethical issues identified 

in the literature and to better link the nascent field of humanitarian ethics to the larger theoretical 

and practical advances in the fields of bioethics and research ethics. A definition of each ethical 

value category is provided in Table 11. For the purposes of this study, the ethical value category 

of beneficence is considered to include the humanitarian principles of independence and 

neutrality as these can be best understood as “mechanisms” (Orbinski, 1994, p. 7) of the 
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imperative to reach and provide benefits to the greatest number of affected populations in 

conflict settings. 

The aim of this review is to map the range of ethical issues that have been raised in the 

academic literature regarding processing relevant to people affected by humanitarian crises, and 

to provide suggestions for future research. 

Table 11 - Definitions of Each Ethical Value Category 

Definitions of Each Ethical Value Category, Based on Beauchamp and Childress (2019, p. 16) 

Principle Definition 

Respect for 

autonomy 

Respecting the decision-making capacities of autonomous persons 

Beneficence Providing benefits and balancing benefits against risks and costs 

Non-

maleficence 

Avoiding the causation of harm 

Justice Distributing benefits, risks, and costs fairly 

5.1. Methods 

5.1.1. Study protocol 

We chose to conduct a scoping review as this method is best suited for generating a broad 

overview of relevant evidence, to examining emerging areas of research, to clarifying key 

concepts, and to identifying gaps in the literature (Peters et al., 2015). A study protocol was 

developed prior to data collection and screening using the scoping review method established by 

Arksey and O’Malley (2005) as further refined by Levac et al. (2010) and follows the framework 

maintained by the Joanna Briggs Institute (Peters et al., 2017). The protocol was revised based 

on feedback received from the research team and incorporated the results from a pilot conducted 

for this study November-December, 2019. It follows the Preferred Reporting Items for 
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Systematic Reviews and Meta-analysis for Protocols—Extension for Scoping Reviews, or 

PRISMA-ScR (Tricco et al., 2018). The final version of the study protocol is available in 

Chapter 5 - Appendix 1.  

5.1.2. Identifying the research question 

The specific research questions of this scoping review were: 

1. Which ethical issues have been raised in the literature related to processing data 

from people affected by humanitarian crises in order to inform humanitarian 

assistance? 

2. To what extent do real-world examples of ethical issues reflect the concerns 

presented in the literature? 

3. Which technologies were the focus of concern over these ethical issues? 

5.1.3. Eligibility criteria 

The following eligibility criteria for the selection of relevant studies were established a 

priori as per the categories and requirements for scoping review protocols (Tricco et al., 2018). 

• Condition/Domain: Ethical issues stemming from the processing of data relating to 

people affected by a humanitarian crisis with the explicit goal or potential of informing 

humanitarian assistance. 

• Population: People affected by a humanitarian crisis, including armed conflicts, natural 

disasters, and large public health emergencies, as well as refugees and transborder 

migrants fleeing from such a crisis—regardless of their current location. We also 

included studies that concern humanitarian assistance (including related fields such as 

disaster response or emergency management) that are global in scope. Studies about 
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natural disasters were only included if the study focused on events in low or lower 

middle-income countries (defined as countries that ranked low income or low middle 

income at least once by the World Bank between 2011-2020) (World Bank, 2020). The 

Ebola outbreak in West Africa (2014-2016) was included as it was widely considered to 

be a humanitarian crisis in scope (UN News Centre, 2015). We used the Financial 

Tracking Service by UN OCHA (n.d.) to judge if an event should be considered a 

humanitarian crisis (defined as whether a given country was a recipient of humanitarian 

aid in the same year).  

• Interventions: Data processing relating to people affected by a humanitarian crisis with 

the explicit goal or potential of informing humanitarian assistance. Excluded were studies 

that focus on technologies that do not process data on affected people, such as robotics 

for clearing debris or land mines, algorithmic models for predicting the occurrence or 

impacts of natural hazards, or tools used for planning humanitarian logistics (e.g., 

relief/distribution networks, supply chain management, and resource scheduling). 

• Outcomes: Studies that investigate ethical issues stemming from the processing of data 

(as defined above) were included only if they contained a significant discussion about this 

subject. During the screening stage, studies were eligible for inclusion if the abstract  

referenced or mentioned potential ethical issues. During the full text review this was 

assessed qualitatively by two reviewers. 

• Study Designs: All study designs were eligible for inclusion, including empirical studies, 

commentaries, and theoretical papers. Excluded were non-peer reviewed studies as well 

as book reviews.  
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• Context: For feasibility reasons, we restricted the review to studies published between 1 

January 2010 and 31 December 2019.  

• Setting: Studies in all countries or territories affected by a humanitarian crisis (or relevant 

host countries for refugee or cross-border migrant or displaced populations) were 

included, as defined above.  

5.1.4. Search Strategy and Information Sources 

Comprehensive literature searches of electronic databases were conducted on 31 March 

2020, using Ovid, Ebsco, Web of Science, and Proquest to search 20 databases for relevant 

studies. Only studies published in English, French, or Spanish were included.   

As recommended by the scoping review guidelines described above, keywords were 

selected and piloted in multiple iterations to identify all relevant articles. The authors had 

previously identified 34 studies, and these were used as a minimum search target. After an initial 

search showed that only 13 were included, we repeated the database search over several 

iterations with additional terms until all 34 studies were reflected in the results. This yielded 

additional keywords such as “risks” and “challenges” to represent ethical challenges, as well as 

“innovation” and “experimentation” which are sometimes used to refer to data processing 

activities. Further, careful searching for terms such as “acute malnutrition” or “forcibly displaced 

population” were also found to describe specific phenomena in a humanitarian crisis without 

using terms such as “refugees” or “humanitarian” in the study’s metadata. Likewise, to find all 

studies that discuss processing data of affected people, we iteratively expanded our search terms 

to include specific technologies (e.g., biometrics, remote sensing), emerging practices (e.g., 

remote management, crowdsourcing), or shorthand keywords introduced by researchers (e.g., 

experimentation, crisis informatics, innovation). A sample of the search strategy for the OVID 
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databases is displayed in Table 12. The complete search syntax for each database can be found in 

Chapter 5 - Appendix 2.  
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Table 12 - Search Strategy for OVID Databases 

Search Strategy for OVID Databases 

Concept 
 

Keyword and syntax 

Humanitarian 

assistance 

1 humanitarian*.tw. 

2 relief work.tw. 

3 aid work.tw. 

4 (disaster? Adj (relief or response? Or assistance)).tw. 
5 emergency relief.tw. 

6 ((conflict? Or war?) adj10 (human rights or public health)).tw. 

7 (ebola adj6 (west africa or sierra leone or liberia or guinea or 2014 or 2013)).tw. 

8 acute malnutrition.tw. 

9 (refugee* adj2 (camp* or assistance or population?)).tw. 
10 (displace* adj2 (forced or forcibly or population? Or human? Or internal*)).tw. 

11 (((population? Or person* or communit*) adj3 affected) adj1 (conflict? Or violence)).tw. 

12 or/ 1-11 

13 (cris?s or emergenc* or disaster?).tw. 

14 humanitarian*.af. 
15 13 and 14 

16 12 or 15 

ICT for data collection 17 ict.tw. 

18 technolog*.tw. 

19 ((data or information) adj2 (system* or manage* or collection or analys?s or process*)).tw. 
20 (blockchain or distributed ledger).tw. 

21 (ai or artificial intelligence or machine learning or algorithm*).tw. 

22 biometric*.tw. 

23 smartphone app*.tw. 

24 remote sensing.tw. 
25 analytics.tw. 

26 digital*.tw. 

27 experimentation.tw. 

28 automat*.tw. 
29 innovation?.tw. 

30 remote management.tw. 

31 cyber.tw. 

32 big data.tw. 

33 (sms or text messag* or interactive voice recognition or online survey*).tw. 
34 (kobotoolbox or kobo or odk or open data kit).tw. 

35 crowdsource*.tw. 

36 social media.tw. 

37 crisis adj (informatics or data or map*).tw. 

38 digiti?ation.tw. 
39 datafication.tw. 

40 or/ 17-39 

Ethical concerns 41 concern?.tw. 

42 risk?.tw. 

43 challenge?.tw. 
44 harm?.tw. 

45 privacy.tw. 

46 protection?.tw. 

47 humanitarian adj (principle? Or standard? Or guideline?).tw. 

48 problem?.tw. 
49 bias?.tw. 

50 ethic*.tw. 

51 consequence?.tw. 

52 critique?.tw. 

53 insecurity.tw. 
54 implications.tw. 

55 peril?.tw. 

56 impact?.tw. 

57 or/ 41-56 

 16 and 40 and 57 
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5.2. Study Selection 

Study selection and coding were done using the DistillerSR systematic review software 

(Evidence Partners, 2022). Using the a priori eligibility criteria, we developed questionnaires for 

selecting citations during discrete title, abstract, and full text review stages. Two reviewers 

independently selected studies during each screening stage.  

Regular meetings to discuss rating discrepancies and to compare working definitions 

were held during the review of the first 1,000 references in the title screening stage and for the 

first 100 references during the abstract screening stage. Any conflicts during the title and abstract 

screening stages were included in the full text review. In the full text screening stage, daily 

meetings were held during the review of the first 20 references to discuss rating discrepancies 

and to improve working definitions of terms. Rating discrepancies were resolved by discussion, 

and in five cases, by using a third adjudicator.  

5.2.1. Data Collection Process 

For included studies, we extracted details on study characteristics (year of publication, 

countries of all authors, author organization types), population characteristics (type of 

humanitarian crisis), intervention characteristics (purpose of data processing, technologies 

described), and outcomes (specific ethical issues identified, whether studies used real-world 

examples to identify issues). Author organization types were coded for all listed affiliations, 

while author country was extracted only from the first-listed affiliation. For each country, we 

additionally tabulated the geographic region and income level, using the 2020 World Bank 

classification scheme (World Bank, 2020).  

The data extraction form was created in the DistillerSR software. It was then piloted 

based on a random sample of 10 included studies and modified based on discussions and 
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feedback from the two reviewers. As per the study protocol, since the number of included 

citations was greater than 30, data extraction was done by one reviewer and verified by another. 

The data extraction form included several pre-coded ethical issues, but additional emergent  

issues could be entered qualitatively in text format.  

5.2.2. Synthesis 

We summarized results quantitatively (using frequencies) and qualitatively (using 

descriptive analytics). We analyzed and coded the ethical issues related to data processing that 

were entered in text form using SPSS 25. Specific issues described by authors could be assigned 

to one or more categories of ethical issues. Issue codes were updated iteratively and recursively 

by creating new codes based on new observations and through constant retrospective reviews of 

previously collected data. In some cases, rarely-mentioned codes were also merged 

retrospectively to limit the size of the final list of issues. The ethical issues mentioned in each 

study were then grouped into the ethical value categories of autonomy, beneficence, non-

maleficence, and justice, based on which category was deemed to be the affected most. 
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5.3. Results  

5.3.1. Literature search 

The database literature search returned 8,387 citations (see Figure 7). After removing 

duplicates, 6,000 were included for screening. 3,951 were excluded during the title screening 

stage and 1,751 during abstract screening. After reviewing full texts of 298 potentially relevant 

studies, 198 were excluded. As a result, 100 were included in this scoping review (full list of 

citations listed in Chapter 5 - Appendix 4).  

Figure 7 - Study Flow Detailing the Flow of Information About Studies During All Stages of the Scoping Review 

Study Flow Detailing the Flow of Information About Studies During All Stages of the Scoping 

Review  
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5.3.2. Study Characteristics 

Figure 8 - Map Showing the Number of Authors per Country of Primary Affiliation 

Map Showing the Number of Authors per Country of Primary Affiliation 

 

The included 100 studies were published between 2010 and 2019, as shown in Table 13. 

The majority (n = 73) were published after 2015, and the most common publication year was 

2019 (n = 28). Most were written by authors based in Europe and Central Asia (n = 56) and 

North America (n = 39), while only a small number of studies included authors from East Asia & 

Pacific (n = 8), South Asia (n = 5), Sub-Saharan Africa (n = 4), Middle East and North Africa (n 

= 3), and Latin America and the Caribbean (n = 2), as shown in Figure 8. 32 studies included an 

author from the United States while about one quarter (n = 27) included an author from the 

United Kingdom. Overall, 93 studies included at least one author from a high-income country 

while a smaller number included at least one author from an upper middle-income country (n = 

8) or lower middle-income country (n = 8). No study included an author from a low-income 

country. Similarly, no study included an author from China. The vast majority (n = 92) of studies 
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included at least one author from an academic institution, while only 7 studies included at least 

one author affiliated with a humanitarian organization.   

Table 13 - Study Characteristics 

Study Characteristics 

(N=100) 
 

Count 

Year of publication 2010 2  

2012 2  

2013 5  

2014 9  

2015 9  

2016 20  

2017 12  

2018 13  

2019 28  

Region represented by authors  Europe & Central Asia 56  

North America 39  

East Asia & Pacific 8  

South Asia 5  

Sub-Saharan Africa 4  

Middle East & North Africa 3  

Latin America & Caribbean 2  

Country income level based on author 

location 

High income 93  

Upper middle-income 8  

Lower middle-income 8  

Low-income 0  

Parent organization type based on author 

affiliation  

Academic 92  

For-profit 12  

Non-profit 10  

Humanitarian 7  

Think tank 2  

Government 1  

5.3.3. Type of Humanitarian Crisis 

Similar numbers of studies focused on or included examples of natural disasters and 

armed conflict (n = 37 and n = 36, respectively), as shown in Table 14. Of the 100 studies 
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selected, 32 discussed people displaced by a humanitarian crisis, whereas 19 focused on large 

public health emergencies. Twenty studies were general in nature and only discussed the fields 

of humanitarian assistance, emergency management, or disaster response without providing 

specific examples. 

Table 14 - Types of Humanitarian Crises Discussed   

Types of Humanitarian Crises Discussed   

(N=100) 
 

Count  

Type of humanitarian crisis Natural disaster 37  

Armed conflict 36  

People displaced by a humanitarian crisis 32  

Large public health emergency 19  

Not specified  20  

5.3.4. Purpose of Data Processing 

While most studies reported more than one purpose, the most common data processing 

purpose was conducting assessments (n = 36), such as needs assessments or damage surveys (see 

Table 15). Twenty-four studies examined different forms of case management (e.g., refugee 

registrations), while 20 discussed handling of medical or public health data. Twenty-three did not 

specify any reasons for data processing but instead discussed in theoretical terms the use of 

information and communication technologies or data processing in humanitarian assistance. 

5.3.5. Technologies Described 

The most commonly described technologies used for data processing were social media 

(discussed by 48 studies), crowdsourcing (n = 45), various forms of mapping and other forms of 

geographic information systems (GIS; n = 43), whereas nearly one in three studies focused on 

big data (n = 30) or private messaging services (n = 30). 
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One quarter (n = 25) discussed various forms of tools and technologies related to artificial 

intelligence (AI), including the use of algorithms and machine learning. The capture of satellite 

images for humanitarian assistance and the collection of biometrics (typically, fingerprint or iris 

scans) were discussed by 23 and 22 studies, respectively. Of the 22 studies, 19 discussing 

biometrics were published after 2015. Other technologies cited are shown in Table 15. Five 

studies did not discuss any specific technologies used for data processing.  

Table 15 - Data Processing Purposes and Technolog ies Described by Studies  

Data Processing Purposes and Technologies Described by Studies 

(N=100) 
 

Count 

Purposes of data 

processing  

Assessment (of needs, damage, etc.) 36 

Registration/case management 24 

Medical care or public health 20 

Forecasting/modeling/early warning 19 

Delivery of assistance 12 

Accountability (complaints, feedback collection, etc.) 9 

Cash transfer 8 

Human rights violations 8 

Logistics 8 

Search and rescue 8 

Other 18 

Not specified  23 

Specific technologies 

described 

Social media 48 

Crowdsourcing 45 

Mapping/GIS 43 

Big data 30 

SMS or private messaging software 30 

AI/algorithms/machine learning 25 

Satellite imagery 23 

Biometrics 22 

Information systems 22 

UAV 18 

Medical data  12 

Cash distribution 11 
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Call data records  9 

Data storage 5 

Blockchain / distributed ledger technology 4 

Computer-assisted personal interviewing  3 

Not specified 5 

 

5.3.6. Ethical Issues Identified 

As shown in Table 16, we identified 22 ethical issues in the studies under investigation, 

which were grouped according to the four previously identified bioethical values categories. 

Eight issues were attributed to the ethical value category of autonomy, six to beneficence, seven 

to non-maleficence, and five to justice. On average, studies cited seven different ethical issues 

each (M = 6.97, SD = 3.4), ranging from more than two for non-maleficence issues (M = 2.44, 

SD = 1.3) to less than one for justice issues (M = 0.98, SD = 0.77; see Table 17). The vast 

majority of studies mentioned issues related to non-maleficence (n = 93) and beneficence (n = 

89). Slightly fewer studies discussed issues concerning justice (n = 73) and autonomy (n = 71). 
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Table 16 - Ethical Issues Identified 

Ethical Issues Identified  

(N = 100) 
 

Count 

Autonomy Lack of consent: Data are collected without informed consent 52 

Data agency: People do not have the right to control, access, or delete their data 31 

Lack of respect: People/communities are not treated with respect 30 

Autonomy: Unwillingness to share data does not lead to disadvantages (e.g., 

exclusion from assistance or protection 

26 

Participation: People/communities are not involved in decisions to use of 

new/experimental technologies for collecting data 

18 

Undisclosed use: Data may be used beyond purposes for which they were collected 8 

Lack of group agency: Processed information is not available to affected communities 8 

Any issue related to Autonomy 71 

Beneficence Unreliability: Processed data are inaccurate and do not sufficiently reflect reality to 

inform assistance 

61 

Dependence: Data is processed with the assistance of a political, economic, or 

military entity 

48 

Lack of action: Processed data is not utilized to inform assistance to the affected 

person/community 

40 

Non-neutrality: Data is processed in a way that benefits or appears to benefit one side 

of the conflict over the other 

29 

Ineffective or inefficient: Not producing expected result, unmet expectations 4 

Any issue related to Beneficence 89 

Non-

maleficence 

Privacy: Personal/sensitive data is shared with third parties 74 

Harm: People may suffer physical or psychological harm as a result of data 

processing 

68 

Data security: Personal/sensitive data is not protected against malicious actors 42 

Power imbalance: Data processing reinforces or worsens a lack of power of affected 

people 

34 

Excess: More data was collected than necessary 17 

Redress/rectification: People do not have the ability to correct wrong information 

about them or receive compensation 

9 

Any issue related to Non-maleficence 93 

Justice Bias: Data is processed in a way that may result in aid being distributed 

disproportionately to people’s actual needs 

63 

Lack of accountability: Endangering (or not protecting) rights; absolving 

responsibility 

16 

Barriers to inclusion due to technology choices during data collection 14 

Unfair distribution of risks and benefits 5 

Any issue related to Justice 73 
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The most frequently cited ethical issue categorized under the value category of  

autonomy was data being collected without sufficient informed consent (n = 52). For example, 

Shoemaker et. al. (2019) found through interviews with refugees are frequently being asked by 

humanitarian organizations to provide personal information that the respondents considered 

intrusive, without being offered a justification on why this was relevant.  

Within the value category of beneficence, the ethical issue most frequently mentioned by 

studies was processed data being inaccurate and not sufficiently reflecting reality to inform 

assistance (n = 61). This is illustrated by Paul & Sosale (2020), who cite the challenges of using 

social media as a basis to inform humanitarian assistance. In an example the authors cite, the 

same information was re-posted multiple times by well-meaning users, making it difficult for 

emergency responders after a severe flooding event to identify new information that might 

require a team to be dispatched.  

Falling under the value category of  non-maleficence, the most-cited ethical issue (n = 

74) were privacy concerns in cases where personal or sensitive data may be shared with third 

parties. For example, Hayes & Kelly (2018) discuss how personal requests for help that are 

aggregated by a crowdsourcing platform such as Ushahidi can make personal information 

publicly available, including to bad actors trying to exploit vulnerable people.  

The most frequently mentioned ethical issue categorized under the justice value category was 

biased data processing leading to (dis)advantaging people disproportionate to their humanitarian 

needs (n = 63). This issue, which often relates to different forms of sampling problems that could 

endanger the impartial distribution of aid, has become more pressing as more organizations turn 

to “big data” solutions for informing humanitarian assistance without properly understanding 

their limitations (Latif et al., 2019).   
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Table 17 - Number of Ethical Issues Cited by Ethical Value Category 

Number of Ethical Issues Cited by Ethical Value Category 

(N = 100) mean, SD (min to 

max) 

All ethical value categories 6.97, 3.4 (1 to 15) 

Autonomy 1.73, 1.59 (0 to 7) 

Beneficence 1.82, 1.16 (0 to 5) 

Non-maleficence 2.44, 1.3 (0 to 6) 

Justice 0.98, 0.77 (0 to 3) 

 

5.3.7. Information Sources for Ethical Issues  

As shown in Table 18, slightly over half of studies (n = 52) cited at least one real-world 

example of an ethical issue, usually based on anecdotal information found in news reports or 

other published literature (see, e.g., Comes et al., 2019; Haworth et al., 2018). Fully 29 studies 

included ethical issues that were raised by interviews or other kinds of consultations with 

experts. Examples here include Shoemaker et. al. (2019), who conducted qualitative interviews 

with 198 refugees in Lebanon, Jordan, and Uganda, as well as Vannini et al. (2020), who 

interviewed nine representatives from organizations assisting transborder migrants in the United 

States. Four studies included a systematic review of the literature (Bempong et al., 2019; 

Cinnamon et al., 2016; Mesmar et al., 2016; Watson & Rodrigues, 2018).  

Table 18 - Information Sources of Ethical Issues 

Information Sources of Ethical Issues 

(N = 100) Count  

Specific instances of ethical issue (rooted in real-life experience) 52 

Ethical concerns raised in interviews/expert consultations 29 

Systematic review of the literature 4 
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5.3.8. Key Results for Studies Discussing AI 

Of the 25 studies that discuss the use of AI, all were published since 2014, with about 

half (n = 13) published after 2017 (see Chapter 5 - Appendix 3 for all figures related to the AI-

related studies). The most common type of humanitarian crisis discussed in the 25 studies was 

natural disaster (n = 9), followed by armed conflict and large public health emergencies (n = 7, 

respectively). The most common purposes for data processing were related to assessments (n = 

9) as well as handling medical or public health data (n = 7). The majority of the 25 studies 

related to AI also discussed big data (n = 15), social media (n = 15), and GIS (n = 13). The vast 

majority mentioned ethical implications related to privacy (n = 23) and the risk of physical or 

psychological harm (n = 22). Eighteen studies related to data being processed in a way that may 

result in aid being distributed disproportionately with regard to people’s actual needs. 

5.4. Discussion 

The aim of this review was to map the range of ethical issues that have been raised in the 

academic literature regarding data processing of people affected by humanitarian crises. This 

review identified 22 such ethical issues. Issues related to the value category of non-maleficence 

were brought up by the vast majority of studies (n = 93), which dovetails with a strong trend in 

the recent literature focusing on the imperative of “do no harm” in humanitarian assistance 

(Anderson, 1999; Sandvik & Raymond, 2017; WHS, 2016). The risk of increasing  harm 

(whether physical or psychological) as a result of data processing was mentioned by a high 

number of studies (n = 68).  

Privacy concerns were cited by 74 studies—far more commonly than all other issues—

reflecting an increased awareness of this issue over the last years across organizations and the 



 

 

218 

media. Among studies discussing AI as a data processing technology, privacy concerns were 

even more prevalent, with 23 out of 25 (92%) mentioning this issue. This points to a significant 

worry across the humanitarian sector about the many ways in which personal data from affected 

people is being processed in a manner that may endanger their right to privacy, which is 

enshrined in the 1948 Universal Declaration of Human Rights (UN General Assembly, 1948). 

Studies discuss a wide gamut of how personal privacy can be violated, including accidental or 

intentional sharing with third parties beyond what the affected person had agreed to during 

personal interviews, or if at all. Even in cases where informed consent was given, interviewees in 

vulnerable situations—or who lack understanding of sophisticated data management, access and   

processing—may not understand all the potential ways in how their personal information may be 

used, stored and accessed. Collecting and processing personal data from social media, by 

unmanned aerial vehicles (UAV), or public records (often under the “big data” category) that 

lack explicit consent are particularly problematic. Although the protection of privacy can be 

understood an essential right to safeguard human dignity (Floridi, 2016), more studies and 

initiatives in humanitarian assistance need to resolve the apparent conflict between the duty to 

protect privacy and the urgent duty to assist and protect those in danger (Hayes & Kelly, 2018). 

Many studies pointed out that organizations frequently collect much more data than they 

need (n = 17) or are able to absorb (n = 40). We consider the former as a potential for harm, as 

any excessive information increases the risks associated with data leaks and privacy violations.  

Data collected but that is not used can be regarded as related to the ethical value of beneficence, 

which implies that all information collected should have a concrete purpose related to informing 

humanitarian assistance. But even for data that were used for the intended purpose, a majority (n 
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= 61) of studies discussed that it may be too unreliable or inaccurate to adequately inform 

assistance programming.  

Related to the ethical value category of autonomy, a strong theme emerged regarding 

insufficient consent mechanisms. About half the studies (n = 52) mentioned that informed 

consent was either not provided by the affected population or was given without a full picture of 

how data would be processed or used. Eight studies cited that data might be used for reasons 

other than the original purpose for which consent may have been obtained. Related to the ethical 

value category of autonomy, about one in four papers (n = 26) mentioned that a refusal to 

provide information could lead to being excluded from receiving assistance. This issue is 

illustrated by Shoemaker (2019) who documented how refugees felt that they lacked a choice on 

whether or not to provide personal information to UNHCR as their ability to access assistance 

depended on it. Detailed guidance has been created by the International Rescue Committee on 

how to obtain proper consent, whereas the International Committee of the Red Cross has 

published the legal basis for situations when data processing is permissible—even when consent 

cannot be assumed or obtained (International Committee of the Red Cross, 2020; International 

Rescue Committee, 2018). However, more work is clearly needed to train humanitarian 

professionals in these practices, and to monitor for better compliance with best consent practices 

as well as other minimal ethical guidelines. Existing guidance also needs to be updated to ensure 

the protection of private, personal and demographically identifiable information that extends to 

population groups rather than individuals (Raymond, 2017).  

Directly related to the value category of justice, a majority (n = 63) of studies were 

concerned about data being processed in a way that may result in aid being distributed 

disproportionately with regard to people’s actual needs. This finding directly mirrors the 



 

 

220 

importance of the humanitarian impartiality value category which refers to providing assistance 

solely based on need and regardless of personal preferences or discriminatory factors (Pictet, 

1979).  

A cross-cutting issue was the potential of data processing to exacerbate power imbalances 

(mentioned by 34 studies), often due to an exclusion from data collection, given the unequal 

access to certain technologies (n = 14). In many cases, data processing was found to diminish the 

perceived neutrality of humanitarian organizations (n = 29) as data could be processed in a way 

that might benefit one side of the conflict over the other. Concerningly, about half (n = 48) of the 

studies found that humanitarian data processing might be overly dependent on potentially biased 

external entities (such as commercial entities, militaries, or foreign governments). This could be 

increasingly problematic for humanitarian organizations for multiple operational and ethical 

reasons, but particularly in conflict environments where the perception of independence is 

widely considered to be an essential humanitarian value category.   

Another theme identified across many studies was that data processing did not follow the 

principles of Accountability to Affected People (AAP)  (Global Health Cluster, 2017; 

International Committee of the Red Cross, 2019), which manifested in various ways across 

several of the four bioethical value categories. For the value category of autonomy, 18 studies 

remarked that affected communities were not involved in decisions on whether to use 

experimental technologies, whereas a smaller number (n = 8) commented that processed 

information was not being made available to communities to allow for better group agency. 

Related to the values category of non-maleficence, nine papers discussed people’s inability to 

rectify inaccurate information about them or receive any form of compensation. Finally, related 

to the value category of justice, one in six (n = 16) of studies found that data processing lacked 
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accountability in terms of humanitarian organizations’ obligation to protect rights—or even 

pointed to ways that they may be violating these rights themselves. The Signal Code 

(Greenwood et al., 2017), first published by the Harvard Humanitarian Initiative in 2017, 

considers data agency and redress/rectification as crucial rights and proposes specific actions to 

safeguard them in practice. We propose extending this list to always include affected 

communities when sharing collected data and involving them in decisions over experimental 

technologies.  

About half of studies (n = 52) cited ethical issues that were rooted in real-life experiences 

whereas almost one third (n = 29) contained issues based on qualitative interviews or expert 

consultations. This signals that ethical issues have moved from theoretical concerns to actual 

incidents. However, it also reflects the large and diverse array of ethical issues that are emerging 

in connection with data processing in humanitarian crises which may first manifest as theoretical 

concerns before being validated as potentially negative consequences that can and do occur in 

real life. 

The results from this study show a wide array of ethical issues that should be addressed 

when processing data in a humanitarian context. However, to our knowledge, to date no 

humanitarian data protection guidance is sufficiently comprehensive to provide practical 

guidance for all concerns identified in the literature. More work may therefore be needed to 

expand existing guidelines and to ensure that future updates are also informed by systematic 

reviews of newly published studies. Moreover, there is a need to improve humanitarian 

organizations’ accountability to affected populations, including the need to proactively prevent 

harm, and monitor the potential for causing harm and to limit risks. Finally, organizations 

involved in providing humanitarian assistance should review internal processes for training staff 
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and create methods for verification that ensure appropriate minimal ethical standards are being 

met.  

Geographically, publications were disproportionately from authors in high-income 

countries, primarily in Europe and North America, demonstrating a high level of interest in 

countries that have been the traditional source of most humanitarian funding but also of most 

technological innovation. Conversely, the small number of authors from lower-middle income 

countries and the complete absence of any authors from low-income countries highlights the lack 

of published perspectives from countries most affected by humanitarian crises. The lack of any 

study with an author from China may reflect that the large body of disaster related studies from 

Chinese authors published in English primarily discuss the response to domestic rather than 

foreign crises, or that ethical issues explored in this review may be more explored in Chinese 

language publications. People living in affected countries make up the vast majority of 

humanitarian organizations’ staff, which could be a potential boon to a more diverse authorship 

on this subject. However, given the very small number of studies with authors from a 

humanitarian organization, more efforts need to be made by publishers to invite and support 

submissions from humanitarian professionals.  

The number of studies discussing natural disasters (n = 37) was about the same as the 

number discussing armed conflict (n = 36), even though by the end of 2020, 87% of 

displacement was caused by conflict (IDMC, 2021). This disproportionate focus may be due to 

disasters generating a higher level of media attention, as well as interest among technology 

enthusiasts, volunteers, and private companies—a  trend identified by several studies (Burns, 

2019; Duffield, 2016; Lev Aretz, 2019; Taylor, 2016). Likewise, empirical research in conflict 

settings is far more difficult given the inherent security risks, which in turn limits the 
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development of theories and academic discourse that rely on data from the field. More research 

will be needed in the future focusing on ethical issues that are unique to conflict settings, as data 

processing without appropriate consideration of ethical issues in these settings arguably has the 

potential to cause far greater harm.  

Our results show a significant focus on both internally and externally displaced 

populations, particularly those trying to reach Europe or the United States. Likewise, the Ebola 

virus disease outbreak in West Africa in 2014-2016 was the focus of major international 

containment response because of the perceived threat of pandemic spread beyond the region, and 

the subject of a large number of well-funded studies. The increased focus on assistance to 

displaced populations could be due to the intense media coverage, whereas technological 

experimentation during the Ebola response was taken to new levels in areas such as processing 

of call data records without explicit consent (Sean McDonald, 2016).  

A significant number of studies discussed ethical issues without going into detail about 

the particular context: 20 studies discussed humanitarian assistance or crisis response in general, 

while 23 did not specify a data processing purpose. Given the lack of widely shared 

understandings of what constitutes terms such as “humanitarian community” or “information and 

communication technologies”, we recommend that even theoretical papers provide sufficient 

definitions and examples. 

We found that studies most commonly discussed activities involving the initial collection 

of data from affected populations, including assessments, registrations, and health interventions. 

To some extent, this reflects that a large number of studies investigated the use of crowdsourcing 

and social media to gain an understanding of a particular humanitarian crisis (see below). It may 

also be a reflection of the increasing emphasis that humanitarian organizations and their donors 
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have been placing in recent years on establishing an “evidence base” before rolling out assistance 

programs (Blanchet et al., 2017; K. T. Pham et al., 2017). More research is needed to investigate 

the link between the potential increase of ethical risk and the push for collecting more needs 

assessment data.  

Studies discussing social media (n = 48), crowdsourcing (n = 45), and mapping (n = 43) 

dominated, often due to the perceived lack of good ground-validated data in humanitarian 

assistance. There were many use cases of social media, but the most-discussed application was 

mining public Twitter posts for clues on potential population needs. We also found that many 

studies focus on the potential use of other “new” technologies, especially if they can be used 

remotely to assess needs (e.g., satellite imagery, unmanned aerial vehicles, call data records). 

Crowdsourcing, a method of obtaining information from the general public (Martin-Shields, 

2013), was discussed by almost half the studies. Many studies traced their enthusiasm for—or 

criticism of—crowdsourcing to the creation of the Ushahidi platform (mentioned by 25 studies) 

in 2007. Similarly, the emergence of digital platform based volunteer networks since the 2010 

Haiti earthquake (Meier, 2014; Phillips, 2018) can partially explain the large number of studies 

referencing these tools.  

Surprisingly, only three studies mentioned computer-assisted personal interviewing 

(CAPI) tools such as KoboToolbox which has been adopted by a broad range of international 

and national humanitarian agencies as the tool of choice for needs assessments (OCHA, 2015; 

Sapkota & Siddiqi, 2019). Similarly, use of spreadsheets were only mentioned by one study as a 

cause for ethical concern, despite being the main data storage and sharing mechanism of choice 

for many humanitarian organizations (Madon & Schoemaker, 2019). Such low-tech data 

processing means are addressed in recent guidelines, for example, giving guidance on how to 



 

 

225 

remove sensitive data before sharing Excel files with others (OCHA, 2019). However, more 

research is needed on current practices and ethical risks associated with these commonly used 

technologies.  

The ethical issues associated with biometrics were discussed by a significant number of 

studies, particularly for the registration of refugees and other migrants by organizations such as 

the UN High Commissioner for Refugees, UNHCR (see, for example, Jacobsen, 2015). In 2015, 

such concerns led Oxfam, one of the largest international humanitarian NGOs, to put a 

moratorium on its use of biometrics in order to assess potential risks (The Engine Room and 

Oxfam, 2018). In 2021, this in turn resulted in the creation of a policy intended to ensure that the 

technology is used ethically within Oxfam’s operations (Eaton-Lee & Shaughnessy, 2021).  

Finally, ethics related to AI and similar technologies were discussed significantly more 

frequently after 2017. This seems to correlate with the growing presence and desire to analyze 

“big data” resources, in order to learn more about the needs and sentiments of the affected 

population. For example, big data and medical data were mentioned twice as frequently by 

studies that discussed AI; call data records were cited 78% more often. More theoretical and 

empirical research is needed to understand the potential issues that come with applying these 

rapidly evolving technologies to humanitarian assistance.   

5.4.1. Limitations of the Scoping Review 

This study is limited to literature published since 2010 and before January 2020, and it 

excludes work from non-peer-reviewed sources. As mentioned above, identifying all relevant 

studies was a significant challenge due to the lack of a shared nomenclature across disciplines for 

humanitarian assistance, ethical issues, and data processing. As a result, potentially relevant 

articles that met the inclusion criteria may have been missed. Nonetheless, we believe that our 
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search strategy represents the most comprehensive and inclusive set of keywords to capture 

studies in the diverse field of humanitarian assistance to date.  

As suggested by the Arksey and O’Malley framework, a consultation exercise with 

humanitarian and ethics experts will be organized to present our results, aid knowledge 

translation, ensure that the results from this study are relevant, and frame a future research 

agenda. The results of this consultation will be published separately.  

5.5. Conclusion 

From 2010 to 2019, the number of peer-reviewed articles and conference proceedings 

about the ethical issues related to processing data of people affected by humanitarian crises has 

grown significantly, particularly after 2015. Published research shows widespread concerns that 

data processing in humanitarian assistance, without due ethical attention to known harms or 

potential risks, can cause additional harm, may not provide direct benefit, can show a lack of 

respect for affected populations’ autonomy, and can lead to the unfair distribution of resources, 

among other concerns. We found that studies containing ethical discussions are often skewed 

towards investigating natural disaster contexts, as well as the use of technologies that allow the 

involvement of non-traditional actors, especially by gathering information from social media or 

crowdsourcing platforms. More research into ethical issues that arise in conflict settings is 

needed to better investigate the heightened security risks to vulnerable people in the large 

number of humanitarian crises associated with conflict, war, and social instability.  

As some studies in this review have pointed out, data may be collected in many 

humanitarian crises without due attention to data privacy and the security of the person providing 

the data, leaving them subject to malfeasant actors. Further, data can be collected or processed in 

a way that is inaccurate or out-of-date for the purpose for which it is being used, a risk that 
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increases with methods such as crowdsourcing or analyzing social media posts. Both potential 

outcomes may pose added safety and security risks for people already vulnerable in a 

humanitarian crisis. They may also potentially render inaccurate needs assessments to 

humanitarian actors that may mean material humanitarian assistance delivered is inappropriate to 

actual needs, thus further increasing the vulnerability of people already at risk.    

The ethical issues identified in this review should be used to inform the development of 

ethical codes of conduct (whether voluntary or mandated by organizations). Further, companies 

and institutions behind the various technologies—as well as the humanitarian organizations that 

use them to process data as part of their work—should investigate to what extent these ethical 

issues are being addressed, and where more needs to be done. However, existing humanitarian 

data protection guidance and mechanisms are not sufficient to address all concerns identified in 

the literature and in this study. Likewise, training and accountability mechanisms to monitor the 

actual harm or potential for causing harm and to limit risks, are insufficient. These guidelines 

and mechanisms will need to be reviewed, expanded and informed by regular reviews that keep 

pace with technological change and changes in practice.  Further research, especially using 

empirical methods, is necessary to better identify and understand the type and prevalence of 

ethical issues in the field.  

Finally, more investigations are needed into the appropriate and inappropriate use of 

commonplace humanitarian tools and data management processes, such as CAPI, spreadsheets, 

filesharing, or use of online databases. At the same time, case studies of early adoptions of AI 

should address which ethical considerations were given when using tools that may involve data 

processing using multiple services and companies globally, in order to inform local decisions. 
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Such research is urgently needed to create better guidance, training, and auditing methods to 

support humanitarian organizations to use data processing technologies as ethically as possible. 
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5.7. Chapter 5 - Appendix 1 

Scoping Review Protocol Developed A Priori 

 

This study uses the scoping review method established by Arksey and O’Malley (2005) 

and further refined by Levac et al (2010) and follows the framework maintained by the Joanna 

Briggs Institute (Peters et al., 2015, 2017). The protocol was revised based on feedback received 

from the research team and incorporated the results from a pilot conducted for this study 

November-December 2019. It follows the Preferred Reporting Items for Systematic Reviews and 

Meta-analysis for Protocols – Extension for Scoping Reviews (PRISMA-ScR) (Tricco et al., 

2018) for complete and transparent publishing of scoping reviews. This protocol has been 

adapted from Tricco et al.(2016). 

Review title and timescale  

1  Review title:  

 Ethical Implications Related to Processing Personal Data in Humanitarian Crises: A 

Scoping Review 

2  Anticipated or actual start date:  

 12/2/2019 

3  Anticipated completion date:  

 8/1/2020 

4  Stage of review at time of this submission:  

 Review stage Started Completed 

Preliminary searches  ☐  X 

Piloting of the study selection process  ☐  X  

Formal screening of search results against eligibility criteria  X  ☐  

Data extraction  ☐  ☐  

Risk of bias (quality) assessment  ☐  N/A  

Data analysis  ☐  ☐  
 

 

Review team details  

5  Named contact  

 Tino Kreutzer 
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6  Named contact email  

 kreutzer@yorku.ca 

7  Named contact address  

 Suite 2150, Dahdaleh Building, York University 

88 The Pond Road, Toronto, Ontario, Canada, M3J 1P3 

8  Named contact phone number  

 +1 416-736-2100 x34447 

9  Organizational affiliation of the review  

 Dahdaleh Institute for Global Health Research, York University 

10  Review team members and their organizational affiliations  

  Mr. Tino Kreutzer, York University (PhD candidate) 

Dr. James Orbinski, York University (dissertation supervisor) 

Dr. Lora Appel, York University (dissertation committee member) 

Dr. Aijun An, York University (dissertation committee member) 

Dr. Patrick Vinck, Harvard University (dissertation committee member) 

11  Funding sources/sponsors  

 N/A 

12  Conflicts of interest  

 Authors have no known conflicts of interest to declare. 

 

Review methods  

13  Review question(s):  

 The objective of this scoping review is to map existing research on ethical implications 

stemming from the processing of data to inform humanitarian assistance. The specific 

research questions are: 

 

Which ethical implications related to processing data from people affected by 

humanitarian crises in order to inform humanitarian assistance have been raised? 

What was the empirical basis used to establish these implications? 

Which technologies did these implications relate to? 

What types of humanitarian crises did the study relate to? 

 

14  Literature Search:  

 Comprehensive literature searches of electronic databases were conducted on March 31, 

2020 using Ovid, Ebsco, Web of Science, and Proquest to search 20 databases for relevant 

studies. Only studies published in English, French, or Spanish were included. Search was 

limited to publications from 2010 onwards. 

 

15  URL to search strategy:  

 See https://bit.ly/3fIqJgO for full details and search syntax. 

 

16  Condition or domain being studied:  

https://bit.ly/3fIqJgO
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 Ethical implications stemming from the processing of data relating to people affected by a 

humanitarian crisis with the explicit goal or potential of informing humanitarian 

assistance. 

17  Population/Problem:  

  People affected by a humanitarian crisis.1 This includes armed conflicts, natural 

disasters, and large public health emergencies—as well as refugees and migrants fleeing 

from such a crisis, regardless of their current location. We will also include studies that 

concern humanitarian assistance (including related fields such as disaster response or 

emergency management) that are global in scope. The following are included for the 

purpose of this study: 

• Natural disasters in low or lower middle-income countries (defined as countries 

that ranked low income or low middle income at least once by the World Bank 

between 2011 and 2020) (World Bank, 2020)  

• The Ebola outbreaks in West Africa (2014-2016) and DR Congo (2018-2020)  

• Any events taking place in countries registered in the same year as recipients by 

UNOCHA’s Financial Tracking Service (https://fts.unocha.org) 

 

Excluded are:  

• Studies related solely on natural disasters high or high middle-income countries 

 

 

  

 

1 Humanitarian crises are defined here as “an event or series of events representing a critical 

threat to the health, safety, security or wellbeing of a community, usually over a wide area” 

(WHO, 2007). 

https://fts.unocha.org/
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18  Intervention(s)/Exposure(s):  

 Studies that investigate the processing of data2 relating to people affected by a 

humanitarian crisis with the explicit goal or potential of informing humanitarian 

assistance3.  

  

Excluded from this definition are: 

• Studies that discuss data processing purely for research purposes  

• Any technologies that do not collect or process data related to affected people, e.g., 

robotics for clearing debris or land mines or any other robotics 

• Military aircraft (unless used to collect such data to support humanitarian 

assistance) 

• Algorithmic models for predicting the occurrence or impacts of natural hazards  

• Tools used for planning humanitarian logistics as long as they do not involve 

personal data from affected people (e.g., relief / distribution networks, supply 

chain management, and resource scheduling). 

 

 

19  Comparator(s)/Control(s):  

 Studies without a comparator are eligible for inclusion. Any comparator is relevant for 

inclusion, such as comparing different technologies with each other or versus no 

technology used. 

 

20  Types of study to be included:  

 All study designs will be eligible for inclusion.  

 

Excluded are:  

 
2 Data processing is defined here as “Any operation or set of operations which is performed on 

data or on sets of data, whether or not by automated means, such as collecting, registering, 

storing, adapting or altering, cleaning, filing, retrieving, using, disseminating, transferring and 

retaining or destroying” (OCHA, 2019). 

3 Humanitarian assistance refers to coordinated actions that save lives, alleviate suffering, and 

maintain human dignity during and after human-made crises and disasters caused by natural 

hazards (Pictet, 1979). Humanitarian assistance here is considered to include “protection”, which 

“encompasses all activities aimed at obtaining full respect for the rights of the individual in 

accordance with the letter and the spirit of the relevant bodies of law” (IASC, 1999, p. 4). 
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• Non peer-reviewed studies 

• Congressional documents and publications (e.g., committee hearing reports) 

• Conference announcements or summaries (e.g., “abstract list”, “poster abstracts”, 

etc.) 

• Book reviews 

 

21  Context:  

 For feasibility reasons, we restrict the review to studies published since 1/1/2010. Studies 

in all countries or territories affected by a humanitarian crisis (or relevant host countries 

for displaced populations) will be included, as defined in point 17.   

 

22  Primary outcome(s):  

 Studies that investigate ethical implications4 stemming from the processing of such 

data (as defined in point 18).  

 

Only studies that contain a meaningful discussion about this subject will be included. 

This will be assessed initially by whether ethical issues are explicitly mentioned in the 

abstract (including by looking for a broad range of potential synonyms, such as 

challenges, problems, risks, etc.). During the full text review this will be assessed 

qualitatively by two reviewers. 

 

Empirical studies and those developing theory or frameworks, as well as reports, 

commentary or other types of articles will be included.  

 

23  Secondary outcome(s):  

 Not applicable. 

 

24  Data extraction (selection and coding):  

 Study selection and coding will be done using the DistillerSR software. Using the a priori 

eligibility criteria (points 17, 18, 20, and 22), standardized questionnaires have been 

developed. Testing and training exercises will precede each level of screening. Reviewer 

pairs will screen references and full texts independently.  

 

The following selection process will be used: 

 

Title screening 

• Two reviewers will independently select studies solely on their title and 

bibliographic information 

 
4 Ethical implications are defined here as actions that may not be conforming to moral standards, 

particularly those set out by various humanitarian principles (Slim, 2015, pp. 47–145) because of 

the risks they presented  
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• Daily meetings will be held to compare working definitions and discuss rating 

discrepancies during the first 1,000 references being reviewed 

• Each reference may be excluded based on the following screening questions: 

1. Is the study likely to be about a humanitarian crisis? 

2. [if (1) = yes or unsure]: Is the study likely to investigate the processing of 

data relating to people affected by a humanitarian crisis? 

3. Is the type of study and study language eligible? 

• A study is excluded if any question was answered ‘no’ 

• Any conflicts during this title screening will be included in the abstract review, 

meaning that if one reviewer included and one excluded the reference it is 

considered included 

 

Abstract screening 

• Two reviewers will independently select studies based on their title, abstract, and 

bibliographic details 

• Daily meetings will be held during the review of the first 100 references to discuss 

rating discrepancies 

• Each reference may be excluded based on the abovementioned title screening 

questions, plus the following: 

1. [if (2) = yes or unsure]: Is the study likely to have a meaningful discussion 

of ethical implications? 

• A study is excluded if any question was answered ‘no’ 

• Any conflicts during this abstract screening will be included in the full text review, 

meaning that if one reviewer included and one excluded the reference it is 

considered included 

 

Full text review 

• Two reviewers will independently select studies based on the full text 

• Daily meetings will be held during the review of the first 20 references to discuss 

rating discrepancies 

• Each reference may be excluded based on the abovementioned screening criteria 

(see Appendix for the exact screening questions)  

• A study is excluded if any question was answered ‘no’ 

• Rating discrepancies will be resolved by discussion or by using a third adjudicator 

 

Data extraction 

• Two reviewers will independently collect data from each study. In case a large 

number of studies is identified (>30), we will conduct data extraction with one 

reviewer and one verifier. 

• Data collection form will be pilot-tested prior to full data extraction 

• We will extract data on  

1. Study characteristics (e.g., country of corresponding author, journal 

discipline) 

2. Population characteristics (e.g., type of humanitarian crisis) 

3. intervention characteristics (e.g., purpose of data processing, technologies 

described) 
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4. Outcomes (e.g., specific ethical implications identified, whether 

implications are based on empirical data or theoretical, details of empirical 

data, whether artificial intelligence or related technologies were mentioned, 

specific implementation and/or compliance methods that may have been 

proposed) 

 

25  Risk of bias (quality) assessment:  

 No quality appraisal will be conducted as this is a scoping review. This is consistent with 

the framework proposed by Arksey and O’Malley, as well as the Joanna Briggs Institute 

guidance on conducting Scoping Reviews. 

 

26  Strategy for data synthesis:  

 Results will be summarized quantitatively (using frequencies) and qualitatively (using 

descriptive analytics) to map and to identify gaps in the existing literature.  

 

27  Analysis of subgroups or subsets:  

 Not applicable  

  

Review general information  

28  Type of review  

  Scoping review 

29  Language  

  English  

30  Country  

  Canada  

31  Other registration details  

  Not applicable  

32  Reference and/or URL for published protocol  

 Not applicable 

33  Dissemination plans:  

 Do you intend to publish the review on completion?  

Yes x No ☐  

34  Keywords  

  

35  Details of any existing review of the same topic by the same authors.  

  Not applicable  

36  Current review status  

  Ongoing (study selection phase)  

37  Any additional information:  

  Not applicable  
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38  Details of final report/publication(s):  

  Not applicable (review still in progress) 
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5.8. Chapter 5 - Appendix 2 

Search Strategy and Keywords Used for Each Database 
Concept 

 
OVID Ebsco Scopus WOS Proquest    

(( (TITLE-ABS-KEY ( (TS=( (noft( 
Humanitarian 

assistance 

1 humanitarian*.tw. TI humanitarian* or AB humanitarian* or SU humanitarian* humanitarian* humanitarian* humanitarian* 

 
2 relief work.tw. or TI "relief work" or AB "relief work" or SU "relief work" or "relief work" or "relief work" or "relief work"  
3 aid work.tw. or TI "aid work" or AB "aid work" or SU "aid work" or "aid work" or "aid work" or "aid work"  
4 (disaster? adj (relief or response? or assistance)).tw. or TI (disaster# N0 (relief or response$ or assistance)) or AB (disaster# N0 (relief or response$ or assistance)) or 

SU (disaster# N0 (relief or response$ or assistance)) 
or (disaster# N/0 (relief or response or assistance)) or (disaster$ NEAR/0 (relief or response or 

assistance)) 
or (disaster? NEAR/0 (relief or response$ or 
assistance))  

5 emergency relief.tw. or TI "emergency relief" or AB "emergency relief" or "emergency relief" or "emergency relief" or "emergency relief"  
6 ((conflict? or war?) adj10 (human rights or public 

health)).tw. 
or TI ((conflict# or war#) N10 ("human rights" or "public health")) or AB ((conflict# or war#) N10 ("human 
rights" or "public health")) 

or ((conflict# or war#) N/10 ("human rights" or 
"public health")) 

or ((conflict$ or war$) NEAR/10 ("human rights" or 
"public health")) 

or ((conflict? or war?) NEAR/10 ("human rights" or 
"public health"))  

7 (ebola adj6 (west africa or sierra leone or liberia or 
guinea or 2014 or 2013)).tw. 

or TI (ebola N6 ("west africa" or "sierra leone" or liberia or guinea or 2014 or 2013)) or AB (ebola N6 ("west 
africa" or "sierra leone" or liberia or guinea or 2014 or 2013)) 

or (ebola N/6 ("west africa" or "sierra leone" or 
liberia or guinea or 2014 or 2013)) 

or (ebola NEAR/6 ("west africa" or "sierra leone" or 
liberia or guinea or 2014 or 2013)) 

or (ebola NEAR/6 ("west africa" or "sierra leone" or 
liberia or guinea or 2014 or 2013))  

8 acute malnutrition.tw. or TI "acute malnutrition" or AB "acute malnutrition" or "acute malnutrition" or "acute malnutrition" or "acute malnutrition"  
9 (refugee* adj2 (camp* or assistance or 

population?)).tw. 
or TI (refugee* N2 (camp* or assistance or population#)) or AB (refugee* N2 (camp* or assistance or 
population#)) 

or (refugee* N/2 (camp* or assistance or 
population#)) 

or (refugee* NEAR/2 (camp* or assistance or 
population$)) 

or (refugee* NEAR/2 (camp* or assistance or 
population?))  

10 (displace* adj2 (forced or forcibly or population? or 
human? or internal*)).tw. 

or TI (displace* N2 (forced or forcibly or population# or human# or internal*)) or AB (displace* N2 (forced or 
forcibly or population# or human# or internal*)) 

or (displace* N/2 (forced or forcibly or population# 
or human# or internal*)) 

or (displace* NEAR/2 (forced or forcibly or 
population$ or human$ or internal*)) 

or (displace* NEAR/2 (forced or forcibly or 
population? or human? or internal*))  

11 (((population? or person* or communit*) adj3 

affected) adj1 (conflict? or violence)).tw. 

or TI (((population# or person* or communit*) N3 affected) N1 (conflict# or violence)) or AB (((population# or 

person* or communit*) N3 affected) N1 (conflict# or violence)) 

or (((population# or person* or communit*) N/3 

affected) N/1 (conflict# or violence)) 

or (((population$ or person* or communit*) NEAR/3 

affected) NEAR/1 (conflict$ or violence)) 

or (((population? or person* or communit*) NEAR/3 

affected) NEAR/1 (conflict? or violence))  
12 or/ 1-11 ) ) ) )    

or ( or ( or (TS= or ((  
13 (cris?s or emergenc* or disaster?).tw. (TI (cris#s or emergenc* or disaster#) or AB (cris#s or emergenc* or disaster#) TITLE-ABS-KEY(cris#s or emergenc* or 

disaster#) 
(cris$s or emergenc* or disaster$) noft(cris?s or emergenc* or disaster?) 

   
) and and and and  

14 humanitarian*.af. TX humanitarian* ALL(humanitarian*) ALL=humanitarian* ft(humanitarian*  
15 13 and 14 )) and )) and )) and )))) and  
16 12 or 15 

    

ICT for data 

collection 

17 ict.tw. (TI ict or AB ict TITLE-ABS-KEY(ict TS=(ict noft(ict 

 
18 technolog*.tw. or TI technolog* or AB technolog* or technolog* or technolog* or technolog*  
19 ((data or information) adj2 (system* or manage* or 

collection or analys?s or process*)).tw. 
or TI ((data or information) N2 (system* or manage* or collection or analys#s or process*)) or AB ((data or 
information) N2 (system* or manage* or collection or analys#s or process*)) 

or ((data or information) N/2 (system* or manage* 
or collection or analys#s or process*)) 

or ((data or information) NEAR/2 (system* or 
manage* or collection or analys$s or process*)) 

or ((data or information) NEAR/2 (system* or 
manage* or collection or analys?s or process*))  

20 (blockchain or distributed ledger).tw. or TI (blockchain or "distributed ledger") or AB (blockchain or "distributed ledger") or (blockchain or "distributed ledger") or (blockchain or "distributed ledger") or (blockchain or "distributed ledger")  
21 (ai or artificial intelligence or machine learning or 

algorithm*).tw. 
or TI (ai or "artificial intelligence" or "machine learning" or algorithm*) or AB (ai or "artificial intelligence" or 
"machine learning" or algorithm*) 

or (ai or "artificial intelligence" or "machine 
learning" or algorithm*) 

or (ai or "artificial intelligence" or "machine learning" 
or algorithm*) 

or (ai or "artificial intelligence" or "machine learning" 
or algorithm*)  

22 biometric*.tw. or TI biometric* or AB biometric* or biometric* or biometric* or biometric*  
23 smartphone app*.tw. or TI "smartphone app*" or AB "smartphone app*" or "smartphone app*" or "smartphone app*" or "smartphone app*"  
24 remote sensing.tw. or TI "remote sensing" or AB "remote sensing" or "remote sensing" or "remote sensing" or "remote sensing"  
25 analytics.tw. or TI analytics or AB analytics or analytics or analytics or analytics  
26 digital*.tw. or TI digital* or AB digital* or digital* or digital* or digital*  
27 experimentation.tw. or TI experimentation or AB experimentation or experimentation or experimentation or experimentation  
28 automat*.tw. or TI automat* or AB automat* or automat* or automat* or automat*  
29 innovation?.tw. or TI innovation# or AB innovation# or innovation# or innovation$ or innovation?  
30 remote management.tw. or TI "remote management" or AB "remote management" or "remote management" or "remote management" or "remote management"  
31 cyber.tw. or TI cyber or AB cyber or cyber or cyber or cyber  
32 big data.tw. or TI "big data" or AB "big data" or "big data" or "big data" or "big data"  
33 (sms or text messag* or interactive voice recognition 

or online survey*).tw. 
or TI (sms or "text messag*" or "interactive voice recognition" or "online survey*") or AB (sms or "text 
messag*" or "interactive voice recognition" or "online survey*") 

or (sms or "text messag*" or "interactive voice 
recognition" or "online survey*") 

or (sms or "text messag*" or "interactive voice 
recognition" or "online survey*") 

or (sms or "text messag*" or "interactive voice 
recognition" or "online survey*")  

34 (kobotoolbox or kobo or odk or open data kit).tw. or TI (kobotoolbox or kobo or odk or "open data kit") or AB (kobotoolbox or kobo or odk or "open data kit") or (kobotoolbox or kobo or odk or "open data kit") or (kobotoolbox or kobo or odk or "open data kit") or (kobotoolbox or kobo or odk or "open data kit")  
35 crowdsourc*.tw. or TI crowdsourc* or AB crowdsourc* or crowdsourc* or crowdsourc*  
36 social media.tw. or TI "social media" or AB "social media" or "social media" or "social media"  
37 crisis adj (informatics or data or map*).tw. or TI "crisis N0 (informatics or data or map*)" or AB "crisis N0 (informatics or data or map*)" or "crisis NEAR/0 (informatics or data or map*)" or "crisis NEAR/0 (informatics or data or map*)"  
38 digiti?ation.tw. or TI digiti#ation or AB digiti#ation or digiti$ation or digiti?ation  
39 datafication.tw. or TI datafication or AB datafication or datafication or datafication  
40 or/ 17-39 ) ) ) )    

and and and and 

Ethical concerns 41 concern?.tw. (TI concern# or AB concern# TITLE-ABS-KEY(concern# TS=(concern$ noft(concern?  
42 risk?.tw. or TI risk# or AB risk# or risk# or risk$ or risk?  
43 challenge?.tw. or TI challenge# or AB challenge# or challenge# or challenge$ or challenge?  
44 harm?.tw. or TI harm# or AB harm# or harm# or harm$ or harm?  
45 privacy.tw. or TI privacy or AB privacy or privacy or privacy or privacy  
46 protection?.tw. or TI protection# or AB protection# or protection# or protection$ or protection?  
47 humanitarian adj (principle? or standard? or 

guideline?).tw. 

or TI humanitarian N0 (principle# or standard# or guideline#) or AB humanitarian N0 (principle# or standard# 

or guideline#) 

or humanitarian N/0 (principle# or standard# or 

guideline#) 

or humanitarian NEAR/0 (principle$ or standard$ or 

guideline$) 

or humanitarian NEAR/0 (principle? or standard? or 

guideline?)  
48 problem?.tw. or TI problem# or AB problem# or problem# or problem$ or problem?  
49 bias?.tw. or TI bias# or AB bias# or bias# or bias$ or bias?  
50 ethic*.tw. or TI ethic* or AB ethic* or ethic* or ethic* or ethic*  
51 consequence?.tw. or TI consequence# or AB consequence# or consequence$ or consequence?  
52 critique?.tw. or TI critique# or AB critique# or critique$ or critique?  
53 insecurity.tw. or TI insecurity or AB insecurity or insecurity or insecurity  
54 implications.tw. or TI implications or AB implications or implications or implications  
55 peril?.tw. or TI peril# or AB peril# or peril$ or peril?  
56 impact?.tw. or TI impact# or AB impact# or impact$ or impact?  
57 or/ 41-56 ) ) ) ) and pd(2010-2019)    

) 
   

  16 and 40 and 57     
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5.9. Chapter 5 - Appendix 3 

Results Table for Studies Discussing AI (n = 25) 
 

Results for Studies Discussing AI (n=25) Count 

Year of 

publication 

2010 
 

2012 
 

2013 
 

2014 3 

2015 3 

2016 4 

2017 2 

2018 5 

2019 8 

Type of 

humanitarian 

crisis 

Natural disaster 9 

Armed conflict 7 

Refugees or migrants who fled a humanitarian crisis 6 

Large public health emergency 7 

Not specified  
 

Purposes of 

data processing  

Assessment (of needs, damage, etc.) 9 

Registration / case management 6 

Medical care or public health 7 

Forecasting / modeling / early warning 6 

Delivery of assistance 5 

Accountability (complaints, feedback collection, etc.) 3 

Cash transfer 2 

Human rights violations 2 

Logistics 1 

Search and rescue 4 

Other 0 

Not specified  0 

Specific 

technologies 

described 

Social media 15 

Crowdsourcing 10 

Mapping / GIS 13 

Big data 15 

SMS or private messaging software 8 

AI / algorithms / machine learning 25  
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Satellite imagery 7 

Biometrics 7 

Information systems 5 

Unmanned aerial vehicle (UAV) 6 

Medical data  6 

Cash distribution 3 

Call data records  4 

Data storage 2 

Blockchain / distributed ledger technology 2 

Computer-assisted personal interviewing  0 

Not specified 7 
 

computer-assisted telephone interviewing (CATI) 0 

Ethical Issues  

Autonomy Lack of consent: Data is collected without informed consent 16 

Data agency: People do not have the right to control, access, or delete 

their data 

9 

Lack of respect: People/communities are not treated with respect 11 

Autonomy: Unwillingness to share data does not lead to disadvantages 

(e.g., exclusion from assistance or protection 

10 

Participation: People/communities are not involved in decisions to use of 

new/experimental technologies for collecting data 

5 

Undisclosed use: Data may be used beyond purposes for which they were 

collected 

1 

Lack of group agency: Processed information is not available to affected 

communities 

0 

Beneficence Unreliability: Processed data is inaccurate and does not sufficiently reflect 

reality to inform assistance 

17 

Dependence: Data is processed with the assistance of a political, 

economic, or military entity 

14 

Lack of action: Processed data is not utilized to inform assistance to the 

affected person/community 

11 

Non-neutrality: Data is processed in a way that benefits or appears to 

benefit one side of the conflict over the other 

8 

Ineffective or inefficient: Not producing expected result, unmet 

expectations 

1 

Non-

maleficence 

Privacy: Personal/sensitive data is shared with third parties 23 

Harm: People may suffer physical or psychological harm as a result of 

data processing 

22 

Data security: Personal/sensitive data is not protected against malicious 

actors 

8 
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Power imbalance: Data processing reinforces or worsens a lack of power 

of affected people 

8 

Excess: More data was collected than necessary 5 

Redress/rectification: People do not have the ability to correct wrong 

information about them or receive compensation 

3 

Justice Bias: Data is processed in a way that may result in aid being distributed 

disproportionate with regard to people’s actual needs 

18 

Lack of accountability: Endangering (or not protecting) rights; absolving 

responsibility 

6 

Unequal access to technology / exclusion from data collection 3 

Unfair distribution of risks and benefits 1 
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Chapter 6 Systematic Design and Evaluation of New Humanitarian Needs Assessments 

Tools for Collecting Qualitative Data Using Natural Language Processing  

Abstract 

Interview data from humanitarian needs assessments (HNA) are commonly collected by 

entering responses into computer-assisted personal interviewing (CAPI) tools. However, the 

proper transcription and translation of qualitative interview responses are hard to conduct rapidly 

and at scale during a humanitarian crisis. This study reports on the design and empirical 

evaluation of new features for KoboToolbox, a CAPI tool supported and used by humanitarian 

organizations, to systematically transcribe, translate, and analyze answers to open-ended 

questions from HNA interviews. First, 23 interviews were conducted with international key 

informants (KIs) to explore accepted approaches to conducting HNA, as well as constraints 

related to different interview methods. Second, a scoping review that identified 100 studies, was 

conducted to map the range of ethical issues that had been raised in the peer-reviewed academic 

literature related to processing data of people affected by humanitarian crises. Third, using a 

user-centered design approach, new software features were designed and implemented, and 

usability testing was conducted based on observations and structured feedback from 14 test 

users. Interviews with 23 KIs and a review of 100 studies identified through the scoping review 

led to 25 themes and seven ethical issues, respectively, which were then used to inform the 

iterative design process. User testing showed strong support for the applicability and usability of 

new features and was subsequently used to identify and address several usability issues. It was 

concluded that the adoption of a multi-disciplinary user-centered design approach was crucial for 
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creating a new set of tools for scaling up the use of qualitative data in humanitarian needs 

assessments, while accommodating both the ethical realities and the operational constraints 

experienced in humanitarian assistance.  
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Systematic Design and Evaluation of New Humanitarian Needs Assessments Tools for 

Collecting Qualitative Data Using Natural Language Processing 

Organizations involved in providing humanitarian assistance and responding to global 

health emergencies work under extreme conditions and with limited funding to provide life-

saving support to people with the greatest need. In 2021, the cost of humanitarian assistance 

amounted to US $ 41 billion in order to assist as many as possible of the 274 million people 

requiring external aid (OCHA, 2021a). With increasingly inadequate financial resources to 

address growing humanitarian needs, Humanitarian needs assessments (HNAs) can provide 

critical evidence of population needs, so that the most appropriate interventions can be chosen; 

create a baseline for measuring their impacts, and can help prioritize use of limited funding 

(Banatvala, 2000; Cosgrave, 2009; Gerdin et al., 2014; Redmond, 2005; Spiegel et al., 2001). 

Both quantitative and qualitative approaches to collecting primary data to inform HNA are 

important, but significant technical, organizational, and systemic challenges make collecting 

qualitative data very difficult in practice, as described in Chapter 4 (Kreutzer, 2021b).  

The aim of this study was to investigate how new software might be designed to enable 

specialists involved in managing HNA data to systematically transcribe, translate, and analyze 

answers to open-ended questions (OEQ) from HNA interviews. This section begins by providing 

an overview of the operational context for collecting HNA data. Second, it describes the needs 

expressed by HNA professionals to better manage qualitative data at scale, which led to the 

design proposal for integrating natural language processing (NLP) into the KoboToolbox 

software. Third, it briefly outlines three challenges that have been identified in relation to 

implementing such software features, namely limitations of NLP related to languages spoken in 
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humanitarian crises, ethical issues stemming from designing new data processing tools for 

humanitarian assistance, and usability issues that can limit implementation rates of new software.  

Humanitarian assistance here refers to coordinated actions that save lives, alleviate 

human suffering, and maintain human dignity during and after human-made crises and disasters 

caused by natural hazards (IASC, 1999; Pictet, 1979). For the purposes of this study, 

humanitarian crises are defined as a “series of events representing a critical threat to the health, 

safety, security or wellbeing of a community, usually over a wide area” (WHO, 2007, p. 7). 

HNA are understood here to be the “set of activities necessary to understand a given situation, 

[which] entails the collection, updating and analysis of data pertaining to the population of 

concern (needs, capacities, resources, etc.), as well as the state of infrastructure and general 

socio-economic conditions in a given location/area” (UNHCR, 2006, p. 4). Data processing is 

defined here as any “operation or set of operations which is performed on data or on sets of data, 

whether or not by automated means, such as collecting, registering, storing, adapting or altering, 

cleaning, filing, retrieving, using, disseminating, transferring and retaining or destroying” 

(OCHA, 2019). NLP is understood here as “the use of computational methods to analyze and 

process spoken or written statements in a language commonly used by humans” (Assal et al., 

2011, p. 2).  

Interview data from HNA are commonly collected by entering responses into handheld 

computer-assisted personal interviewing (CAPI) tools. KoboToolbox (Kobo, 2022), a CAPI tool 

created in collaboration with the UN Office for the Coordination of Humanitarian Affairs 

(OCHA) and the UN High Commissioner for Refugees (UNHCR), is used by most humanitarian 

organizations for HNA and similar purposes (Building Markets & Orange Door Research, 2018). 
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However, such CAPI tools are primarily effective with quantitative data collection using 

structured interviews that use standardized questionnaires in which primarily closed-ended 

questions are asked in a pre-determined order. Yet, mixed-methods approaches that combine 

qualitative and quantitative data collection methods are often considered optimal for informing 

relevant humanitarian assistance during in-depth assessments (OCHA, 2021b; UNHCR, 2017). 

In practice, the collection and reliable analysis of qualitative data are considered too challenging, 

costly, and slow for inclusion in HNA—particularly during the acute emergency phase of a 

humanitarian crisis.  

The urgent need to address this issue was first discussed by several leading humanitarian 

organizations at the International Health Emergency Data Science Workshop at York University, 

4-5 December 2018. A working group convened by the Dahdahleh Institute of Global Health 

Research at with representatives from ACAPS, Elrha, Harvard Humanitarian Initiative (HHI) , 

the International Rescue Committee (IRC), NetHope, OCHA, Pivotal, Purple Compass, World 

Food Programme (WFP), and the Dahdaleh Institute for Global Health Research at York 

University (Emergency Data Science Workshop, 2018). Several members of this working group 

collaborated to describe the potential role that natural language processing (NLP), a type of 

artificial intelligence (AI), can play in increasing the speed and scope for processing qualitative 

interview data, as shown in Chapter 3 (Kreutzer et al., 2020). The working group concluded that 

focusing on NLP innovations that can save valuable time and costs while making richer data 

available to humanitarian organizations—especially by utilizing tools such as AI—carries 

enormous potential (Emergency Data Science Workshop, 2018). However, three distinct 

challenges were noted: 1) NLP is not available for many languages spoken during humanitarian 
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crises; 2) there are many ethical issues that arise when designing new data processing tools for 

humanitarian assistance, and 3) usability issues often limit implementation rates, particularly in 

non-commercial sectors. Each of these is discussed below. 

First, in recent years, NLP has surpassed several important milestones (Galanis et al., 

2021), particularly due to breakthroughs in the areas of deep learning and neural networks (Otter 

et al., 2021). The rapid advances in these fields (see, for example, Bansal et al., 2018; Weiss et 

al., 2017) have led to a boom in commercial applications for automated speech recognition 

(ASR) and machine translation (MT), as well as different types of content analysis (e.g., from 

Google, IBM Watson, Microsoft Azure, Amazon Web Services). At the same time, open-source 

software and training models are being created to replicate or surpass the performance of these 

systems. Open-source examples include Transformer (Vaswani et al., 2017), DeepSpeech 

(Hannun et al., 2014), and OpenNMT (Klein et al., 2017). But despite this progress and a clear 

need to improve multilingual communication, use of these tools in health and other critical real-

world settings remains slow.  

One important factor is that the varying accuracy of automated speech recognition and 

machine translation requires human correction—especially given the wide range of speakers, 

accents, recording quality, and other factors (Dew et al., 2018). Another challenge, particularly 

for HNA, is that in some countries currently affected by humanitarian crises, commercial tools 

for ASR and MT do not support the local languages, including Amharic, Hausa, Rohingya, or 

Fulfulde (Abbott & Martinus, 2018; Gu et al., 2018). Alternative methods exist today to create 

high quality ASR and MT models without the use of commercial providers. Examples include 

Coqui (2022) and Mozilla’s (2022b) DeepSpeech, two open-source libraries for ASR and MT 
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that can be used with freely available corpuses of language libraries, such as Mozilla’s (2022a) 

CommonVoice and Tatoeba (2022). Such public repositories tend to favor languages spoken in 

wealthier countries, which drives organizations such as Translators Without Borders to build 

ASR and MT models specifically for languages spoken in developing countries experiencing 

some of the most protracted humanitarian crises (Ansari & Petras, 2018). Recent efforts by 

Google Research to close this gap have also resulted in 24 additional MT languages being added 

to “cover languages with large speaker populations in regions that are under-represented in 

technology” (Bapna et al., 2022, p. 5). Finally, depending on audio quality and the accuracy of 

the ASR model for a given language, errors can often be found in automated transcripts, which 

typically require human verification in order to ensure that the text is accurate (Basma et al., 

2011). 

The second of the three major challenges is that there are significant ethical issues that 

could stem from carelessly created language models for transcribing or translating human 

speech—as well as software that make these technologies more available—which could 

negatively affect vulnerable people affected by humanitarian crises. Ethical issues are defined 

here as actions that may not conform to relevant moral standards, particularly those moral 

standards implicit in relevant humanitarian principles because of the risks they present to 

affected populations or to organizations providing humanitarian assistance (Slim, 2015, pp. 47–

145). Such risks are particularly acute when processing personal data, such as biometrics 

collected for refugee assistance or individuals’ names that may be deemed necessary for 

delivering assistance (International Committee of the Red Cross and Privacy International, 2018; 

Raymond et al., 2016; Roberts & Faith, 2021; The Engine Room and Oxfam, 2018; UN Global 
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Pulse, 2016). In particular, NLP technologies have the potential to introduce new ethical issues 

in humanitarian assistance: Previous research has shown that some ASR technologies were less 

accurate when transcribing speech from women (Garnerin et al., 2019; Tatman, 2017) or from 

African Americans (Koenecke et al., 2020). Such issues can potentially introduce more errors in 

datasets—or mean that some groups are not represented at all and thereby result in what Sarı et 

al. (2021) termed “fairness gaps.” Without addressing such disparities when deploying NLP in 

practice, blind reliance on inaccurate transcription or translation models could in the future affect 

high-level decisions for distributing aid by magnifying gender, racial, or cultural biases. 

Humanitarian organizations have increasingly become directly involved in the software  

innovation process (Betts & Bloom, 2014; Obrecht & Warner, 20116; Ramalingam et al., 2009), 

giving them the chance to design tools that best benefit people affected by humanitarian crises. 

Smith et al. (2020) propose that humanitarian organizations explicitly incorporate ethical values 

into their design process, for example by following practical guidelines that aim to mitigate 

ethical issues during the initial innovation stage (Elhra & Humanitarian Health Ethics, 2021; 

Krishnaraj et al., 2021). Many humanitarian organizations have established guidelines that aim to 

protect against ethical issues, particularly those that stem from processing personal data (IASC, 

2021; International Committee of the Red Cross, 2020; OCHA, 2019), or that help their 

organization weigh the harms and benefits of adopting new innovations (Sheather et al., 2016). 

But because of the nature of software innovation, technical guidance documents can quickly 

become out of date—particularly as artificial intelligence systems become more widely used to 

assist with data processing.  
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The third major challenge is that many software innovations suffer from such poor design 

that it can render them unusable, regardless of good intentions and substantial financial 

resources. Usability is understood here as the “extent to which a system, product or service can 

be used by specified users to achieve specified goals with effectiveness, efficiency and 

satisfaction in a specified context of use” (International Organization for Standardization, 2018). 

Usability is particularly problematic for publicly funded software projects that often fail to 

deliver the expected impact, despite considerable financial resources (Anthopoulos et al., 2016; 

Savoldelli et al., 2014). Best practices in web and software design therefore often follow the 

approach known as user-centered design (UCD), which is also known as human-centered design. 

UCD is understood here to be a framework for flexibly and iteratively creating innovations that 

are supported by knowledge about user realities, as well as knowledge of the institutional context 

in which software innovations are intended to be used (Holden & Boustani, 2021). UCD 

approaches typically require 1) a thorough understanding of the eventual users that takes their 

needs and environment into account; 2) empirical evaluations of user interactions, and 3) 

iterative cycles of designing and building new systems or services (Gould & Lewis, 1983). 

Failures during this process can mean that new software technology tools are rejected by 

organizations or professionals, or can have the potential to cause harm (Cornet et al., 2019). 

These challenges are unique and acute in critical settings such as during the provision of 

humanitarian assistance in humanitarian emergencies, or in providing healthcare to extremely 

vulnerable populations by often overstretched professionals (Ben-Zeev et al., 2015; Kushniruk & 

Nøhr, 2016). Similarly, whereas UCD is often embraced in theory, evaluating new tools 



 

 

 

278 

empirically based on user testing has many challenges that can dissuade humanitarian innovators 

from embracing this practice more widely (Cornet et al., 2020).  

Given the three major challenges described above, the aim of this study was to 

investigate ways in which new features for the KoboToolbox software might be designed, to 

provide specialists involved in managing HNA data with the ability to systematically transcribe, 

translate, and analyze answers to OEQ from HNA interviews. This study formed part of a 

broader mixed-methods program of research to design tools to improve the quality of HNA by 

exploring the potential role played by different NLP technologies, as described in Chapter 3 

(Kreutzer et al., 2020). The study was based on a three-stage, mixed-methods approach that 

included qualitative interviews, a scoping review, as well as an iterative user centered design 

process accompanied with usability testing, as diagrammed in Figure 9. In Stage 1, data from 

interviews with 23 key informants (KIs) involved in conducting HNA about proposed 

technological innovations were analyzed with the goal of informing the functional requirements 

of the new features. Stage 2 identified relevant details from a scoping review of ethical issues 

and their implications, stemming from the processing of data relating to people affected by a 

humanitarian crisis, in order to inform ethical considerations during the design process. Results 

from stages 1 and 2 are described in full detail in Chapters 4 and 5 (Kreutzer, 2021b, 2021a). In 

Stage 3, data about the iterative design process of the new software features, as well as usability 

testing results based on observations and feedback from 14 test users during the design process, 

were acquired and analyzed. 
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Figure 9 - Overview of Methods and Data Collected for this Study  

Overview of Methods and Data Collected for this Study. Graphic based on Cornet et al. (2020) 

 

6.1. Methods 

This study followed a mixed-methods Design Science Research (DSR) approach, 

whereby design is considered “disciplined, reflective discovery, and development of concepts for 

seeing what is possible and methods for realizing what is possible ” (Jackson & Aakhus, 2014, p. 

3). Whereas user-centered design is one particular method for creating highly usable software, 

DSR is a widely accepted research method for understanding the process of designing new 

solutions (Adikari et al., 2009).The DSR cycle typically starts with an awareness of a problem 

and a suggestion for a solution, resulting in a proposal and a tentative design. The further design 

and development of the new solution then leads to various forms of evaluation, leading to 
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iterative changes to the initial problem, further suggested solutions, and new development—until 

a conclusion can be reached at the end of the research project (Vaishnavi & Kuechler, 2015).   

6.1.1. Stage 1: Key Informant Interviews 

During Stage 1, 23 KIs were selected from 13 countries, representing 17 humanitarian 

organizations. A semi-structured interview guide was developed to: 1) investigate the contextual 

considerations for using quantitative and qualitative methods in HNA; 2) to understand the 

constraints related to qualitative interview methods, and 3) to solicit proposed concrete solutions 

for improving the relevance of qualitative interview methods used to gather data to inform 

humanitarian assistance. Data collection took place between November 2020 and May 2021. Full 

methodological details are provided in Chapter 4 (Kreutzer, 2021b). 

6.1.2. Stage 2: Literature Scoping Review 

A scoping review was conducted to map the range of ethical issues that have been raised 

in the academic literature regarding the processing of data from people affected by humanitarian 

crises. The scoping review using the method established by Arksey and O’Malley (2005), and 

further refined by Levac et al. (2010), following the framework maintained by the Joanna Briggs 

Institute (Peters et al., 2015, 2017). Comprehensive literature searches of 20 databases were 

conducted using Ovid, Ebsco, Web of Science, and Proquest and based on a list of iteratively 

developed keywords to identify peer-reviewed studies published since 2010. Further 

methodological details are available in Chapter 5 (Kreutzer, 2021a).  

6.1.3. Stage 3: User Interface Design, Testing and Software Development 

Design. Based on the needs identified in Stages 1 and 2, a proposed conceptual design of 

new features for the KoboToolbox software was developed by the researcher. The proposed 
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conceptual design was then used to inform an iterative creation process of comprehensive 

interactive prototypes by a user interface design specialist at KoboToolbox, using the Figma user 

interface design software (Figma Inc., 2021). The user-centered design process followed the 

approach proposed by Gould & Lewis (1983) as described above. The prototypes were intended 

for use on desktop computers where they could be accessed through the Figma web application, 

allowing users to interact with it. After the initial prototype design stage, designs were refined 

following each round of user testing, as shown in Figure 9. 

User Testing. The research identified 14 user testing participants who possessed prior 

experience working with qualitative data, either in the role of managing data collection, 

transcribing audio responses, or analyzing collected data. They took part in two testing sessions, 

intended to test the usability of the new KoboToolbox software features by systematically 

recording observations made by the researcher about the test users, as well as and oral feedback 

received from the participants (Travis & Hodgson, 2019). Only participants who spoke either 

English, French, German, or Spanish were considered as these were languages spoken by the 

researcher. Participants were chosen using purposive sampling from a list of volunteers. Initial 

volunteer recruitment was done by posting a message on a web-based community forum to ask 

for volunteer participants with relevant experience. For Round 1, participants were also sought 

specifically at an organization that provides translation services to many humanitarian 

organizations using qualitative and recorded verbal interview methods. For Round 1, six 

participants were recruited. For Round 2, eight participants were recruited. Participants were 

sought to maximize heterogeneity based on geographic location, gender, type of organization, 

and level of experience working with qualitative data. In addition, participants in Round 2 were 
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also identified based on whether they spoke at least one additional language other than English in 

order to be able to transcribe and translate audio responses. Identified participants were informed 

about the study by email and informed consent was obtained from them. The consent form 

indicated that a screen recording of the user test might be created (if explicit consent was given) 

but that all responses would be treated confidentially.  

Data collection took place in October 2021 and in July 2022 for the first and second 

rounds of user testing, respectively. User testing was conducted remotely using the Zoom 

platform (Gray et al., 2020), while video recordings of users’ screens were created to support 

analysis. Participants were given access to the design prototypes during the course of the first 

testing session, and access to the actual software on a staging server for the second round. During 

each testing session, participants were asked to look at various prototype designs and software 

features on their computer and interact with them. They were given simple prompts to execute 

several tasks, such as “You would like to translate this transcript from Swahili to English using 

the automated option. How would you do this?” Participants were told that they could ask 

questions about functionality and were asked to “think out loud” about their use of the prototypes 

throughout each task. In all rounds, participants were asked a series of open-ended questions 

after completion of the exercises, to gather general feedback and suggestions, and to find out 

whether they found the new functionalities to be intuitive, which aspects they struggled with or 

would modify, and whether or how they would use the new features in their own work. The list 

of tasks and prompts and questions for each round of user testing can be found in Chapter 6 - 

Appendix 1. 
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Detailed anonymized notes were taken for each user testing session by the researcher. 

Notes for observations about how each task was performed by participants, as well as a summary 

of oral responses given to each open-ended debriefing question, were entered into a spreadsheet 

during the user testing session and were further expanded or corrected based on the recording, as 

needed. A summary of notes was created after each of the two rounds of user testing to extract 

relevant comments and individual recommendations to inform necessary modifications to the 

new KoboToolbox software features .  

Software Development. Software engineers implemented the new software features using 

agile software development methods (Holden et al., 2021). Software development began after the 

completion of Round 1 of user testing based on the first design refinement, as shown in Figure 9. 

New features were then deployed to a staging server for Round 2 of user testing. Software code 

was updated after the second design refinement to fix pressing issues based on observations and 

feedback received from participants from Round 2. 

6.2. Results 

6.2.1. Stage 1: Key Informant Interviews 

23 KIs (61% female) residing in 13 countries from 17 humanitarian organizations 

participated. The mean duration of interviews was 89 minutes (SD = 26; range = 46–144 min).  

Analysis of the transcribed interviews resulted in 47 themes. Full results and discussion 

of the qualitative interviews, particularly around the contextual considerations, limitations, and 

non-technological proposals, are published in Chapter 4 (Kreutzer, 2021b). 

Of the 47 themes, 25 themes were assessed qualitatively to identify issues that related to 

or could be addressed through technological innovations in a CAPI tool, as shown in Table 19 
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and summarized in this section, including quotes from KIs that are representative of similar 

responses.  
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Table 19 - Themes Derived from KI Interviews Related to Technological Innovations in CAPI Tools  

Themes Derived from KI Interviews Related to Technological Innovations in CAPI Tools 

Theme 

Prevailing Approaches to Data Collection in HNA 

1 The prevalence of quantitative data has increased due to the widespread usage of KoboToolbox 

2 OEQ are considered crucial for understanding complex subjects, but answers are mostly grouped as pre-

coded options 

3 Uncoded answers to OEQ can be crucial for filling in information gaps 

4 Paper and Excel are often preferred over CAPI tools for taking long notes in KII 

5 Qualitative methods are critical for answering “why” and “how” questions 

6 Qualitative and quantitative methods are seen as complimentary 

Constraints related to quantitative interview methods 

7 Some information by respondents is never recorded 

Constraints related to qualitative interview methods 

8 Qualitative analysis is too time consuming for emergency contexts 

9 There are not enough staff with expertise in qualitative methods 

10 Interviewer training is much too short 

11 Manually created notes are often of poor quality 

12 Verbatim transcripts of interview responses are only rarely created because audio is almost never recorded 

13 Audio files can create data protection risks or make respondents more reticent 

14 Notes are rarely translated properly  

15 Meaning is lost because analysis is not done by or with local staff 

16 Qualitative and quantitative methods are often not integrated 

Challenges specific to pre-coded open-ended questions 

17 Pre-coded responses to open-ended questions in questionnaires can lead to false data 

18 OEQ are considered an obstacle to obtaining large samples 

19 Most text responses to OEQ are not properly analyzed 

20 Interviewers may not choose the correct responses among pre-coded options 

Suggestions for improving the role of qualitative interview methods in HNA 

21 Conduct hybrid surveys with a mix of quantitative and qualitative methods 

22 More audio recordings would be useful to capture all details 

23 Automatic transcription would allow more widespread qualitative data collection 

24 Machine translation would be helpful for systematically translating transcripts or notes 

25 Automatic coding would be helpful to speed up analysis 
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Interviews with KIs showed a strong need for qualitative data for HNA in many 

situations, including a desire to use mixed-methods approaches and include OEQ in surveys: 

When we don’t use qualitative data, we might really miss out on really 

key elements. If we miss out on having the quantitative component, we 

also miss out on representativity. . . . So, in an ideal case scenario, we 

have both. (KI #13) 

Many KIs argued that OEQ, and qualitative methods in general, are crucial for 

understanding complex subjects related to the needs of affected populations, because “people 

might speak more to their unique situation.” (KI #03) Some were very critical of the view that 

“the ideal needs assessment [at the UN level] is a household survey” (KI #05), instead arguing 

for more qualitative methods to provide more accurate information.  

For most KIs, existing tools do not easily lend themselves towards collecting more 

qualitative information during HNA. KoboToolbox was brought up by all respondents as a tool 

that enabled rapid quantitative data collection:  

Kobo’s been set up in such a way where it’s so easy to get large volumes 

of data. . . . That day, you can do a survey and, in the evening, get back—

or even in the car on the way back from the site, you can start to look at 

the data almost immediately. It’s amazing. (KI #08) 

However, KIs also pointed out that using CAPI tools like KoboToolbox were not 

conducive to typing in notes to OEQ due to the small screen size (they often preferred paper or 

laptop computers), whereas recording responses as an audio file during CAPI interviews was 

rarely done. KIs also reported that limited budgets or available time also meant that OEQ were in 
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some cases taken out of household surveys to “get a better picture of more people” (KI #03) 

through bigger samples. KIs cited a significant lack of enumerators or analysts trained in 

qualitative methods, making qualitative assessments often dependent on small teams of “people 

that are coming with quite a lot of experience” (KI #12) who are flown in during an emergency 

phase. KIs reported that the role of international staff often required notes or transcripts to be 

translated into English or another language spoken by the international team—a practice one KI 

criticized passionately:  

Why don’t we show the qualitative data so that it must be in the native 

language? . . . That’s not good enough. There are so many words that 

change the entire meaning, or it will not exist in a certain vocabulary, that 

can completely screw your assessment. (KI #21) 

Some interviewees noted that even when notes were collected during interviews, “most 

of the time, [the notes to OEQ] don’t get translated” (KI #05) and are therefore not considered 

for analysis. Systematic time and funding shortages were seen as a barrier to addressing this gap: 

KIs noted that enumerator training was often limited to a single day, which was already 

considered an improvement as “there have been cases in the past where we would do like a one-

hour training, and that that is the reality of NGOs sometimes” (KI #14).  

Respondents provided several suggestions related to innovations in CAPI tools that 

would help overcome these constraints. Some suggested creating a mixed-methods hybrid survey 

that replaced many closed-ended questions with open-ended ones for which audio is recorded 

and then later analyzed into separate variables, arguing “we could then have far more 

representative data about a population at a much more intimate and deeper level” (KI #03). Some 
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KIs suggested that this would require fewer closed-ended questions, with more variables to be 

created during the analysis stage:  

I could probably cut my survey in half. “Which are your priorities right 

now?”, and then “This, this, and this”. “Okay, why? Tell me.” And then I 

can analyze the why. I could get rid of at least 20-30 questions, easily. 

(KI #21) 

Finally, many KIs said that having an easier method to record, store, and process audio 

recordings of interviews would be beneficial: “If I could choose, I would always go for 

transcripts and recordings” (KI #01). Several KIs recommended leveraging automated means for 

processing responses to OEQ, including MT and automated coding:  

If . . . initial coding or sorting of that data could be done in an automated, 

quick way . . . that would change everything. (KI #02) 

6.2.2. Stage 2: Literature Scoping Review 

The database literature search returned 8,387 citations, of which 100 were included for 

data extraction following all screening stages.  

The scoping review identified 22 ethical issues, which are described in more detail in 

Chapter 5 (Kreutzer, 2021a). Of the 22 ethical issues, seven were identified qualitatively as 

having the potential to be addressed through technological innovations in CAPI tools, as opposed 

to organizational measures or procedures. The seven issues, as well as the number of studies in 

which they were identified, are displayed in Table 20.  
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Table 20 - List of Ethical Issues Identified Related to Technological Innovations in CAPI Tools  

List of Ethical Issues Identified Related to Technological Innovations in CAPI Tools 

 
Ethical Issues Number of 

Studies 

1 Unreliability: Processed data are inaccurate and do not sufficiently reflect reality to 

inform assistance 

61 

2 Lack of consent: Data are collected without informed consent 52 

3 Dependence: Data are processed with the assistance of a political, economic, or 

military entity 

48 

4 Data security: Personal/sensitive data are not protected against malicious actors 42 

5 Lack of respect: People/communities are not treated with respect 30 

6 Excess: More data than necessary were collected 17 

7 Undisclosed use: Data may be used beyond purposes for which they were collected 8 

 

The most frequently cited ethical issues were data being collected in ways that are 

unreliable so that data is not sufficiently representative of reality to justify assistance (n = 61) 

and a lack of informed consent about how and for what purposes data were being processed (n = 

52). For example, Shoemaker et al. (2019) found that refugees were frequently asked by 

humanitarian organizations to provide personal information that these refugees considered 

intrusive, without being told why this was relevant—and feeling that they lacked agency to 

decline. Other issues included a dependence on political, economic, or military entities for 

processing data (n = 48). Often, this was related to unclear data processing by commercial 

providers, insufficient data protection against malicious actors (n = 42), a lack of respect in 

connection with processing data (n = 30), collecting more data than needed (n = 17), and 

secondary uses of data beyond the initial purpose (n = 8).  

6.2.3. Stage 3: User Interface Design, Testing and Software Development 
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Design. Relevant themes from Stage 1 (as displayed in Table 1) as well as relevant 

ethical issues from Stage 2 (as displayed in Table 20) were used to inform the proposed 

conceptual design. The proposed conceptual design is diagrammed in Figure 10 and included in 

detail in Chapter 6 - Appendix 2. It described at a high functional level how new features in 

KoboToolbox would allow users to 1) better collect audio responses during HNA interviews, 2) 

create transcriptions and translations of the audio files using NLP methods, 3) make corrections 

to the NLP-generated text as needed, and 4) review and download the data. The proposed 

conceptual design required extending both the main web application of KoboToolbox and its 

mobile data collection application, KoboCollect (KoboToolbox, 2022a) 

Figure 10 - Diagram of Proposed Conceptual Design 

Diagram of Proposed Conceptual Design 

 

Ethical issues and needs identified by KIs were linked to specific decisions about the 

need for particular features. In some cases, design suggestions were identified that addressed 
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different and multiple themes or ethical issues. The design decisions, as well as the relevant 

ethical issues or themes that informed them, are listed in detail in Table 21. 

Table 21 - Design Decisions Linked to Themes from Key Informant Interviews (Stage 1) and Ethical Issues Related to CAPI Software (Stage 2) 

Design Decisions Linked to Themes from Key Informant Interviews (Stage 1) and Ethical Issues 

Related to CAPI Software (Stage 2)  

Feature Design Decision KII 

Themes 

Ethical 

Issues 

1. Justification for 

innovation 

Processing qualitative data should be as intuitive, user friendly, 

and as easy to train as possible 

9, 8, 10, 

15 

 

Integrate more qualitative features to be used alongside 

quantitative CAPI features in KoboToolbox 

1, 6,16, 

18, 20, 

21 

 

Create features for analyzing uncoded OEQ qualitatively post-

data collection 

2, 3, 5, 

17 

5 

2. Data security Ensure high level of data security; educate users about proper 

data protection measures 

13 4 

Allow deletion of transcripts, translations, or audio recordings 6 

Enable removal of personal information; allow deletion of audio 

recordings 

3. Transcription Allow automated/bulk processing of audio recordings 18 
 

Enable rapid human verification of transcripts 

Users should be able to turn audio recordings into more 

complete notes as part of the analysis process 

11 
 

Allow easy control over audio playback while creating notes or 

transcripts 

4 

Users should be able to rapidly create a transcript using ASR 23 
 

Manual transcription should not require additional set up or 

training 

4. Translation Enable users to translate manually created notes 14 
 

Allow manual or machine translation of notes 24 
 

Enable users to verify MT text 

5. Open-source ASR 

and MT 

Do not allow secondary processing, e.g., for improving ASR or 

MT algorithms without consent 

 
7 

Create a method for ASR and MT that does not require the use 

of commercial services 

 
3 

6. Qualitative 

analysis 

Enable users to do rapid categorization of responses to OEQ 19 
 

Ensure that categories can be updated and amended easily 
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Feature Design Decision KII 

Themes 

Ethical 

Issues 

Explore the use of automated content analysis tools (future 

enhancements) 

25 
 

7. Mobile 

application 

Add warning for background recording in mobile application 

when the form is opened 

 
2 

Propose requesting consent as part of form 

Users should be able to record audio in the background for entire 

interview 

7 1 

Users should be able to create specific audio questions alongside 

one or more regular questions 

12 

Allow users to compare audio with structured data for accuracy 22 

 

The comprehensive interactive prototypes for the web application were developed 

iteratively. Bi-weekly meetings between the user interface design specialist and the researcher 

were held to discuss progress and to make decisions about potential solutions based on the data 

collected during Stages 1 and 2. Initial designs focused on processing audio files for ASR and 

MT in bulk, for example, to transcribe all audio files at once. This option assumed a completely 

separate view for reviewing and processing audio files. However, based on a review of results 

from Stage 1, a decision was made to focus primarily on processing individual audio files first, 

given the importance of making manual corrections to automatically generated transcripts or 

translations, as well as the need to create these texts manually. This decision also signaled the 

need for additional designs to modify the existing data table feature to allow users to access new 

transcription, translation, and analysis features for processing and viewing OEQ data directly in 

the existing data table view—a complex design requirement given the limited amount of space 

available in the user interface. Additional designs covered new functionality for exporting 

transcript data for use in external applications, as well as different navigation options to switch 

between respondents and between different audio responses from the same respondent.  
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Figure 11 - Examples of the Prototype Designs used in Round 1 of User Testing 

Examples of the Prototype Designs used in Round 1 of User Testing 
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Interactive prototypes related to the transcription and translation features were created for 

the purpose of conducting the first round of user testing. Examples of designs used for Round 1 

of user testing can be found in Figure 11. 

User Testing Round 1. A total of six candidates (two of whom were female) from four 

countries participated in the first round of user testing (three from Nigeria, one each from 

Argentina, Cambodia, and Switzerland). The mean duration of user testing sessions was 46 

minutes (SD = 6.4; range = 39–53 min). Three participants were active KoboToolbox users with 

significant qualitative data collection experience, whereas three participants had little or no 

previous experience using KoboToolbox but were involved in transcribing and translating 

interview responses with other tools. One interview was conducted in Spanish with the 

remainder conducted in English.  

Most participants were able to do all the assigned tasks with no or minimal prompting. 

All participants evaluated the new features as positive and useful for their work. Evaluations 

with test users pointed to eight usability issues (one for the table view, three for the transcription 

feature, three for translations, one related to the analysis feature, and one for navigation between 

audio questions), as shown in Table 22. 

For each item, a specific design change was identified that would address the issue. For 

example, three testers did not recognize the “Process” button as the way to access transcription 

and translation features and required additional prompting, which was changed to show an 

obvious way of playing the audio in the table view, in addition to a button labeled “Analyze”. 

Two participants found a list of technical options for conducting ASR confusing, which was 

addressed by using a single default ASR and MT method. Another participant argued in favor of 
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allowing users to navigate between responses to the same question, as well as between responses 

to different qualitative questions from the same respondent, which was addressed by creating 

more obvious way of switching between questions and moving to the next or previous 

interviewee.  

Specific design changes were implemented based on the findings from the results of user 

testing round 1. The updated set of designs was then used as the basis for implementing the new 

web application software features in KoboToolbox.  

Table 22 - Overview of Issues from User Testing Round 1 and Decisions on Design Changes  

Overview of Issues from User Testing Round 1 and Decisions on Design Changes 

Feature Feedback No. of 

participants 

Design change 

Table Did not recognize “Process” button for 

accessing transcription/translation feature 

3 Rename or make button more 

intuitive 

Transcription Expected the question above the transcript, and 

the respondent name/ID at the top (where the 

question currently is) 

1 Make the labeling more 

intuitive 

Move text editing section 

under the question label 
 

Was not sure what different ASR providers 

meant 

2 Choose a provider by default, 

allowing users to edit if 

needed 
 

Did not immediately understand difference 

between automatic and manual transcription 

2 Add explanation labels 

Translation Did not find the “Begin” button for creating 

first translation 

1 Rather than “Begin”, name the 

button “Create transcript” and 

“Create translation” 
 

Did not see language variant dropdown for UK 

after selecting English 

1 Make language variant 

dropdown more intuitive 
 

Ability to compare any translation or transcript 

side by side 

1 Add dropdown to switch text 

in left panel 

Analysis Was confused by the Coding tab, assumed it 

referred to adding timestamps rather than 

analyzing qualitative data 

1 Rename from Coding to 

Analysis 

Navigation Did not find an easy way to switch to next 

respondent in the same question or next audio 

question for same respondent 

1 Add additional navigation 

options 
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Other suggestions were considered useful for further development of the new features but 

were not possible to implement given time and budget constraints (see Table 23). This included 

ideas such as differentiating speakers in focus groups or other group interviews, adding 

timestamps to long responses, or marking the quality of audio or generated text, transcribing 

directly from one language into another, or seeing visually whether a translation was done 

manually or through MT.  

All participants stated that the new features would be useful in their work, particularly for 

saving time. Four participants liked that the user interface was intuitive in their opinion, two of 

whom suggested that this would make onboarding of their teams easier.  
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Table 23 - Proposed Additional Features Identified During User Testing 

Proposed Additional Features Identified During User Testing  

Feature Feedback No. of 

Participants 

Text editing Offline functionality: Not losing work at any point in time, maybe display 

warning when connectivity is lost or unstable. 

1 

 
Basic text styling functionalities to emphasize parts of the text, different 

speakers, etc. 

3 

 
Spell Check functionality (or integration with existing dictionary) 2 

Transcription Automatically recognize different speakers 1 
 

Add a rating for audio quality 1-5. Helps knowing which audios to 

prioritize. 

1 

 
Include timestamp functionality 3 

 
Keyboard shortcuts for pausing audio, slowing down, speed up, etc. 1 

Translation/ 

transcription 

One respondent at a time: See more audio questions from the same 

respondent. 

1 

 
Audit functionality/history of changes to the text (transcript and translation) 2 

 
Translations/transcription verification. Checkbox where each can be 

approved. 

3 

Analysis Tag/add metadata at the sentence level and the respondent level 1 
 

Functionality to do some pattern recognition 1 

General Indication of whether the translation was done manually or by MT, or 

reviewed already. 

1 

 Ability to transcribe and translate directly from the source to the target 

language 
2 

 

User Testing Round 2. A total of eight candidates (three of whom were female) from 

eight countries participated in the second round of user testing (one each from Afghanistan, 

France, Guatemala, India, Indonesia, Mexico, Nepal, and Nigeria). The mean duration of user 

testing sessions was 47 minutes (SD = 10; range = 35–67 min). Four participants worked for 

international organizations, two for an academic institution, and one for a local non-

governmental organization. All participants were active KoboToolbox users of whom three 

reported to collect qualitative data somewhat often and five said they were frequently involved in 
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collecting qualitative data. One interview was conducted in Spanish with the remaining user 

testing sessions conducted in English. 

Tasks given to participants involved transcribing and translating interview responses 

from audio files. All respondents were asked to transcribe files in English as well as in another 

language spoken by the participant. Among them, participants transcribed into and translated 

from audio files in Dari, English, French, Haussa, Hindi, Indonesian, Nepali, and Spanish. All 

candidates were able to complete the list of tasks with no or minimal prompting. Changes 

implemented based on the results from Round 1, as shown in Table 22, were confirmed to have 

resolved the earlier usability issues. A set of smaller new usability issues were identified based 

on observations and user feedback with corresponding design changes identified, which are 

shown in Table 24.  

Candidates were first asked to transcribe audio to text. Audio files provided were 

intentionally of low to medium quality in order to make the transcription more challenging and 

to require manual corrections in case ASR was chosen. In all cases and without being prompted 

or explained what it refers to, they chose “automatic” transcription rather than the manual option. 

When asked to explain the functionality, users instinctively described correctly how ASR 

worked, with one explaining it meant “the machine will do it for me” (P4). Most participants 

judged the ASR-generated transcription to be good. Most users only found errors in the text, 

either immediately or after being prompted by the researcher. Quality of ASR text appeared to 

depend on audio quality rather than languages, with one respondent judging the ASR result from 

English to be much poorer than that from an Indonesian response, even though both were 

recorded from the same respondent. Participants were found to correct transcripts quickly by re-
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listening to audio files and pausing to make corrections. Several participants did not correct all 

mistakes in transcripts from English recordings, possibly because English was not the first 

language for any candidate. Conversely, corrections in transcriptions in candidates’ native 

language appeared to be easier, with participants appearing to correct transcripts more from 

memory than from re-listening to specific parts of the audio file.  

All participants immediately found the translation feature without requiring help. When 

searching for the target language, one user typed in “Español” and did not get a result in the 

language dropdown, but instinctively searched for “Spanish” instead. Similarly, one user trying 

to translate from English into Dari (the main language spoken in Afghanistan) found that it was 

not available for automatic translation and instead searched for “Persian” (which overlaps 

significantly with Dari), for which they found MT was available. Similar to the transcription 

exercise, all participants chose to use MT as the translation option. When asked to judge the 

accuracy, participants found fewer issues and corrected them more quickly compared to 

transcripts. Although the original transcript is shown alongside the translation, one user 

translating from Hindi said they preferred listening to the original audio in the source language to 

verify if the English translation was correct, rather than comparing it to the English transcript. 

 The most common UI challenges identified were participants struggling to see an 

overview of all created transcripts in the table (observed with four participants), trying to switch 

between audio questions from the same respondent, and expecting transcripts to be downloaded 

from the single submission view rather than from the Downloads section (observed with three 

participants, respectively). The first two were addressed through a software change whereas the 
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second was remedied through a small hint in the UI that points users to the correct screen for 

downloading transcript data, as summarized in Table 24.  

Several suggestions were noted that may be used in future enhancements of the new 

features, but which were out of scope for the present iterations. One user suggested adding a 

visual cue for users to encourage them to learn more about on ethical ways of collecting and 

processing audio data. Other suggestions included a way to store “favorite” languages, a new 

permission level for only editing transcripts and translations, see a correction log of changes 

made by different users, and adding timestamps to help with very long audio.  

As in the first round, participants found the transcription feature to be very useful for 

their work to save time (mentioned by five participants) or to enable them to collect data more 

efficiently by replacing other kinds of questions with an audio question instead (mentioned by 

three participants).  
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Table 24 - Overview of Issues from User Testing Round 2 and Decisions on Design Changes  

Overview of Issues from User Testing Round 2 and Decisions on Design Changes 

Feature Feedback No. of 

participants 

Design change 

Table Tried to transcribe audio in the submission edit 

feature  

2 Rename button to “Transcribe” 

 Reviewing transcripts in table view was not 

always easy because of auto-generated empty 

columns for each ASR/MT language 

2 Hide empty ASR/MT 

columns; remove “N/A” from 

empty cells 

Transcription Was unclear about what ‘manual’ and 

‘automatic’ buttons referred to 

1 Provide explanation text in the 

UI  
Did not understand that ASR text was in edit 

mode / had to be saved before being able to 

continue 

1 Provide guidance in the UI 

Translation Didn’t see that original transcript text was 

displayed on the right while reviewing MT text 

1 Make the transcript field more 

obvious during translation 

Navigation Couldn’t switch to different audio question of 

the same respondent; when choosing different 

question the first respondent would be 

displayed 

3 Change how question 

navigation works  

Downloads Expected transcript download to be in single 

submission view rather than Downloads 

section 

2 Provide guidance in the UI 

 

Software Development. The software code for new features created for the web 

application of KoboToolbox were released on GitHub (KoboToolbox, 2022b). New features are 

available for humanitarian and other organizations to use on hosted cloud servers (Kobo, 2022).  

Specific changes to the web application software involved the following items:  

1. Building a new user interface for creating, displaying, and interacting with 

transcription data;  

2. Adapting the database model in order to store transcription, translation, and 

analysis related to particular fields in the dataset;  

3. Creating new application programming interface (API) endpoints for accessing 

these fields;  
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4. Creating a method for hosting and integrating with open-source ASR models to 

provide automated transcription for languages that are not yet available 

commercially;  

5. Creating integrations with commercial ASR and MT providers; and 

6. Expanding data export features to be able to customize how new qualitative data 

can be downloaded to other tools. 

In terms of NLP technology, the new software features integrate ASR and MT capability 

provided by Google Cloud Compute, which as of 2022 provide 72 languages for transcription 

(including 138 regional variants) and 106 languages for translation. Users can also choose from a 

list of 6,092 languages for doing manual transcription or translation. This list was established by 

the researcher using the ISO 639-3 (2007) comprehensive list of languages, made available by 

SIL International (Eberhard et al., 2022), and then filtering for any living languages and 

excluding sign languages. For any language that has ASR or MT, users are able to choose 

between “manual” and “automatic” transcription or translation; for the remaining languages only 

the manual method is available.  

Changes to the KoboCollect mobile application were implemented to allow easier 

recording of audio without the need of additional applications. Specifications, user requirements, 

and relevant implications for changes to related technologies were proposed, discussed, and 

decided upon through public consultations in an online forum (Kreutzer, 2019). Specifications 

were decided also for XLSForm (XLSForm.org, n.d.), a method used by KoboToolbox and other 

tools for creating complex CAPI questionnaires. The new feature allows users to set the audio 

recording quality through three pre-defined settings (voice-only, low, and normal, as shown in 
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Table 25). The first two settings were chosen to accommodate users working in low-bandwidth 

environments—a context that applies to many humanitarian crises—whereas the third was 

selected as providing the best balance between quality and file size. New audio recording 

features in KoboCollect, as shown in Figure 12, were released in April 2021 (KoboToolbox, 

2022a). 

Figure 12 - Screenshot of Internal Audio Recording Feature Added to the Mobile Application 

Screenshot of Internal Audio Recording Feature Added to the Mobile Application  
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Table 25 - Available Recording Settings to Accommodate Low-Bandwidth Users 

Available Recording Settings to Accommodate Low-Bandwidth Users 

Value Extension Encoding Bit rate Sample rate File size 

normal .m4a AAC 64kbps 32kHz ~30MB/hour 

Low .m4a AAC 24kbps 32kHz ~11MB/hour 

voice-only .amr AMR 12.2kbps 8kHz ~5MB/hour 

 

6.3. Discussion 

The aim of this study was to investigate how new features in the KoboToolbox software 

can be designed using user centered design principles to enable specialists involved in managing 

HNA data to systematically transcribe, translate, and analyze answers to open-ended questions 

OEQ from HNA interviews. This study formed part of a broader program of research into design 

tools that would improve the use of qualitative methods in HNA by exploring the potential role 

played by different NLP technologies, as described in Chapter 3 (Kreutzer et al., 2020). This 

study was based on a three-stage mixed-methods approach that included qualitative interviews 

(Stage 1), a scoping review (Stage 2), as well as an iterative user centered design process 

validated through two rounds of usability testing (Stage 3). This section describes the 

implications of the findings presented above, and then discusses the strengths and limitations of 

this study.  

The user centered design process in Stage 3 was primarily shaped by the themes and 

ethical issues identified during Stages 1 and 2, as well as feedback from two rounds of user 

testing, and the professional experience of the researcher and user interface design specialist. 

User testing with 14 potential users showed strong support for the new features, particularly on 

the assumption that the new components would be easy to use and save time compared with 
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current methods of transcribing and translating audio recordings of responses to OEQ. User 

testing observations also confirmed that the focus on usability led to the intuitive use of the new 

features, especially for participants without any prior experience using KoboToolbox. The first 

round of user testing identified usability issues that needed to be addressed, such as non-intuitive 

buttons or navigation options. These issues were addressed in an updated design and reflected in 

the software that was built and made available on a public staging server. The second round of 

user testing, focused on using the actual software in a simulated survey setting for transcribing 

and translating audio recordings, confirmed that the first set of issues were addressed properly 

but also identified a smaller set of usability issues related to reviewing and downloading 

transcripts in bulk. Feedback from participants demonstrated that both automated and manual 

transcriptions are expected to make collecting qualitative interview responses faster than current 

methods. The findings also showed that users may be more likely to collect audio recordings to 

responses to OEQ as a way to replace existing questions. This idea, first proposed by KIs during 

Stage 1, recurred unprompted by different test users, thereby confirming the potentially 

widespread adoption of hybrid mixed methods surveys in the future.  

The technical innovations included in the design of new KoboToolbox features were 

directly informed by the findings from Stage 1, which involved in-depth interviews with 23 

purposively sampled KIs involved in conducting HNA that resulted in 25 themes that could be 

addressed through CAPI innovations. Some respondents voiced regret that a lot of useful 

information might be given during quantitative assessments, but that the structured nature of 

surveys has nowhere to record what was actually said. Instead, KIs generally expressed the need 

to be able to collect more qualitative data to inform humanitarian operations—alongside 
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quantitative methods—in order to provide a more complete picture than what is feasible through 

pre-coded multiple-choice questions. Interviews showed that time and resource constraints make 

up the most significant hurdles to collecting and using more qualitative data in HNA. Because 

proper analysis of qualitative data often requires significant time, qualitative methods are often 

considered to be unsuitable in emergency contexts where results need to be produced quickly. 

Many KIs specifically proposed NLP methods that would allow for wider use of 

qualitative findings, in order to complement quantitative data for the purpose of accurately 

assessing population needs. The results from interviews with KIs showed that any technological 

innovations should address extreme constraints in terms of the skills of teams collecting and 

analyzing qualitative data. For the design process, this meant that any new features had to be 

highly intuitive and user friendly to avoid the need for additional training. Especially in 

emergency settings, KIs argued that collecting and analyzing data needs to be as fast and 

seamless as possible. As described in Chapter 4 (Kreutzer, 2021b), these types of technological 

innovations should be made in concert with other changes suggested by KIs for improving the 

quality and relevance of HNA, namely 1) acknowledging limitations of quantitative data, 2) 

prioritizing qualitative interview and analysis skills, and 3) implementing methodological 

innovations. 

The user centered design process was also directly informed by numerous ethical 

considerations related to processing audio files with potentially sensitive interview responses. 

For example, multiple KIs during Stage 1 expressed the importance of protecting the personal 

data of respondents in their work, particularly when handling audio recordings that could more 

easily allow identifying the respondent or reveal sensitive information. A subset of seven ethical 
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issues (shown in Table 20) that could be addressed through software development were 

identified from the scoping review in Stage 2 that sought to map the range of ethical issues that 

have been raised in the academic literature regarding the processing of data from people affected 

by humanitarian crises. In Stage 3, each of the seven ethical issues was addressed in the design 

decisions for new features of the KoboToolbox CAPI software that was part of this study. For 

example, the ethical issue of being dependent on an external entity was addressed by creating an 

alternative way of conducting ASR and MT with non-commercial open-source methods. Results 

of the review showed a wide array of ethical issues that do not only require technological 

solutions, but especially organizational measures—as shown in more detail in Chapter 5 

(Kreutzer, 2021a). 

6.3.1. Strengths and Limitations 

Strengths of this research include the following: a diverse sample of KIs with deep 

experience in HNA from an array of relevant humanitarian organizations and across a large 

global geography; a systematic approach to identifying ethical issues related to processing data 

in humanitarian assistance from all recently published academic studies; and a thoroughly-

documented user centered design process that included two rounds of user testing with a diverse 

and international sample of potential users, to identify and address usability as well as ethical 

issues. This study was conducted in order to fill an important gap in academic research about the 

design of innovations for humanitarian assistance. This study has also contributed to the design 

science discipline by documenting the entire design cycle for new software features that can be 

used in many humanitarian crises over the coming years.  
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Limitations include relative under-sampling of KIs from Africa, East Asia, and Latin 

America as well as over-sampling of KIs from large international humanitarian organizations. 

For the scoping review in Stage 2 from which a subset of seven ethical issues was drawn, 

identifying relevant studies was a challenge due to the lack of a shared nomenclature across 

disciplines for humanitarian assistance, ethical issues, and data processing. Some potentially 

relevant publications that met the inclusion criteria may therefore have been missed. Although 

user testing candidates were chosen to represent the diverse community of potential users 

involved in qualitative data collection, it is impossible to ensure representativeness given the 

qualitative nature and small number of representatives in this kind of research. The two user 

testing rounds may also have missed divergent opinions and feedback from other types of users 

or organizations.  

6.4. Conclusion 

This study used a user-centered design and a mixed-methods approach to inform, design, 

and evaluate new software features for KoboToolbox. These new features have resulted in a set 

of practical tools that address professional requirements and can be readily deployed by 

humanitarian organizations to systematically transcribe, translate, and analyze answers to open-

ended questions from HNA interviews. The needs of potential humanitarian users involved in 

HNA, as well as a subset of identified ethical issues related to using CAPI tools, were identified 

systematically through key informant interviews and a scoping review, respectively. The 

findings informed foundational decisions for the initial design of new KoboToolbox features. 

Two rounds of user testing identified several usability issues which were addressed during an 
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iterative user centered design process, but also showed strong support by potential humanitarian 

users for the applicability and usability of the new features in their work.  

The multi-stage approach employed by this study has the potential to be used to guide 

other software innovations by humanitarian organizations to mitigate low rates of 

implementation, risks of some ethical issues, or costly modifications needed to fix usability 

issues later on. Further research is needed to evaluate the quality of ASR and MT based on audio 

recordings created in a humanitarian crisis setting and to measure the relative operational and 

informational benefits of using more OEQ during HNA.  
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6.6. Chapter 6 - Appendix 1 

Tasks and Prompts for Each Round of User Testing 

6.6.1. User Testing Round 1 

Instructions 

• Let’s assume you have been put in charge of reviewing this KoboToolbox survey. The 

survey includes a number of audio files, and you were asked to transcribe these files as 

well as translate them if necessary. Let’s assume all of this can be done within 

KoboToolbox, without having to download the audio files first. 

Activity 1 - Finding functionality 

• Where would you find these audio files? 

• Please start with [fictional respondent name]. We want to start with him. How would you 

find, open, and start transcribing his audio? 

• Now let’s imagine you are already done with [fictional respondent name] and you want to 

go to the audio of [other fictional respondent name], how would you get there? 

Activity 2 - Transcribing a submission 

• Now that you are in the processing view for [fictional respondent name]’s audio file, you 

want to transcribe his audio. It’s in Italian. You want to do it automatically.  

• Great! Now let’s say that your rough Italian is enough to spot a few errors here and there. 

How would you edit the text? 

• What if you think it’s a terrible transcription and you wanted to delete it and start over 

again? 

Activity 3 - Translating submission 
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• Now that you have your transcript in Italian, you want to make sure the team at HR can 

read this testimony, so you need to translate it to English. Since your Italian is not so 

good, you want to do this using the automated option again, but you want to make sure 

it’s translated to English from the UK, since that’s where HQ of the org are. 

• Now being an international NGO, you also want to translate this to French. Fortunately, 

you speak both English and French very well, so you want to do this translation, from 

English to French, manually. How would you do this? 

Feedback 

• What did you think of the functionality? Did you find it intuitive? 

• What aspects of the activities did you struggle with? Is there anything you would have 

expected to be different? 

• Would this be useful for your work? Would you use it? 

• Do you have any other feedback or suggestions? 

6.6.2. User Testing Round 2 

Instructions 

Let’s assume you have been put in charge of an internal survey at the Global Education 

Cluster. The goal of the survey is to better understand how each of our team members feel about 

the place they live and work from. Your supervisor asked you to make sure that all the audio 

questions are transcribed correctly, and to translate them into English if necessary. They told you 

to do all that in KoboToolbox. 

Activity 1 - Finding audio 

• Where would you find these audio files? 
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• Please start with [AUDIO QUESTION 1] from the submission from [NAME] What 

language do you think this audio is in? 

[Use submission relevant to speaker of that language]  

• How would you transcribe this audio file?  

Activity 2 - Transcription EN 

• Please go ahead with the transcription of the audio file. 

• (If participant chooses ASR): How would you make sure that the transcript is accurate? 

Activity 3 - Translation EN to target language (TG) 

• How would you go about translating this transcript into (TG)?  

• (If participant chooses MT): How would you make sure that the translation is accurate?  

Activity 4 - Transcription TG 

• Now that you have transcribed and translated the first response, please transcribe the 

second question for the next submission.  

• [If participant chose ASR in Activity 2, ask them to do manual transcription, or vice 

versa] 

Activity 5 - Translation TG to EN 

• Please go ahead and translate the second transcript into English.  

• [If participant chose MT in Activity 3, ask them to do manual translation, or vice versa] 

• Save your work and go back to the table 

Activity 6 - Review and download data 

• How would you review the different transcripts you’ve created so far? 

• How would you download the different transcripts? 
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Feedback  

• How useful do you think this functionality would be for your work? How would you use 

it exactly? 

• What aspects of the activities did you struggle with? Is there anything you would have 

expected to be different? 

• Is there anything you found was missing?  

Questions about qualitative analysis 

• If you were to collect this type of data for a large-scale project, how would you 

analyze/categorize it once you have these transcripts/translations? 

• Are you already using other tools for this? Which ones? 

• What would be the ideal outcome of these transcripts? What would you hope to get from 

it? 

• What would you like to see in this interface that could help you do that (analyze)? 

• Would you like to see some of these features here, or would you rather do this type of 

work in other tools? 
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6.7. Chapter 6 - Appendix 2 

Proposed Conceptual Design of NLP Features 

 

6.7.1. Personas 

Marcela 

• Assessment Coordinator at Swiss Refugee Committee (SRC) for 10 years 

• Worked in 20 different humanitarian crises 

• Wants a standard approach for qualitative data to help measure needs 

• Finds qualitative interview notes hard to read and unreliable 

 

Gabriele 

• Translator working in Guatemala City 

• Works for SRC since 2011 

• Fluent in Spanish and English 

• Has used some tools for transcribing in English but mostly does it manually 

 

Linh 

• M&E specialist, consultant for SRC 

• Works with aid organizations to conduct large assessment and research projects in crisis 

environments 

• Records interview responses as audio and quantitative data with KoboToolbox but never 

together 
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6.7.2. User Stories 

Marcela 

• As survey administrator, I want to make sure that written transcriptions and translations 

from audio responses accurately capture the basic meaning so that our intervention 

provides the right kind of aid.  

• As Emergency Assessment Coordinator, I want all field teams to move away from using 

handwritten notes for qualitative questions and use full transcripts/translations instead.  

 

Gabriele 

• As a translator, I want to quickly create transcripts and translations from audio data so 

that Marcela gets the information she wants and people in my country get the help they 

need. 

 

Linh 

• As an M&E specialist, I want to collect qualitative information to understand the 

opinions of refugees of SCR’s work in the country so that I can create a detailed report 

about issues that should be improved.  

• Like Marcela, I want to have written transcripts and translations from audio responses  

 

6.7.3. Scenario 

A conflict has erupted on the border with Country X. Refugees are arriving in great numbers.  
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Marcela is sent to the country to lead an existing SRC team to do a rapid needs assessment. After 

three days on the ground, she launches a survey with KoboToolbox containing closed-ended and 

open-ended qualitative questions. The qualitative questions require enumerators to record 

responses as audio within KoboCollect. 

 

6.7.4. Proposed User Flow 

Create form  

7. Marcela creates form in KoboToolbox using a combination of text, select_one, 

integer, as well as 4 audio questions. The survey will be conducted in Spanish. 

8. Data is being collected by a team of 10 enumerators over 5 days.  

 

Collect audio data in the field 

• User collects non-audio questions 

• Audio question is displayed in KoboCollect 

• User selects a response while recording the audio (to get an immediate response coding) 

• User moves on to other questions 

 

Automated Transcription 

1. Marcela logs into her account to view data collected so far.  

2. She opens the Table view and sees collected data. For audio questions she sees a 

▶ button in each row which she uses to play back the respective audio file. 
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3. She wants to enable automatic transcription from audio to Spanish text for each of 

the audio questions: 

a. She clicks on “Transcription/translation” in the left menu (or clicks on the 

‘Transcribe/Translate’ button above one of the audio questions) 

b. A new screen opens. She sees a list of her 4 audio questions.  

c. She selects all 4 audio questions 

d. In a dropdown, she selects “Spanish (Guatemala)” as the source language. 

e. In a dropdown, she keeps the default transcription method as “Google 

Cloud” 

f. She ticks “Enable automatic transcription for future audio as well”  

g. She clicks on “Enable transcription” 

h. A message tells her: “Transcription started. Based on the number of files 

and length this may take a while . Please check back in a few minutes to see 

transcriptions arrive in the Table view. Based on your setting above, all 

future audio will be transcribed once received by the server.” 

 

Automated Translation 

4. Marcela now wants to enable automatic translation 

a. She clicks on “Transcription/translation” menu item 

b. She again selects her 4 audio questions 

c. In a dropdown, she selects “English (US)” as the target language.  
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d. In a dropdown, she changes the default translation method to “Amazon Web 

Services” 

e. She keeps the check on the default option “☑ Only translate transcriptions 

that have been marked as verified” 

f. She clicks “Enable translation” 

5. After half an hour she opens the Table view and sees that her audio questions now 

have text next to the ▶ button.  

6. She shares her project with Gabriela (giving her Edit rights) so that she can 

correct the automated transcriptions. She calls her to let her know to start working 

on this. 

 

Corrections to Automated Transcription or Translation 

1. Gabriele signs in to her account to correct the transcriptions that Marcela asked 

her to work on.  

2. She opens the project, clicks Data, clicks on “Transcription/Translation” 

3. She clicks on “View and correct transcriptions and translations” 

4. Gabriele selects the first of the 4 audio questions (“¿Cómo su familia encuentra 

comida desde que dejó su hogar?”) 

5. She sees a table with two columns (transcription, translation) 

a. In each row under the transcription field there is a ▶ button and the 

transcription text.  
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b. She clicks the ▶ button and listens to the recording, reading along the text 

that was transcribed automatically.  

c. Underneath the text field, a slider and a time indicator shows progress 

(e.g. 0:09 / 3:01) 

d. Gabriele clicks the ▌▌button to pause and catch up with her edits, then ▶ 

again until she is done with the particular response. 

e. She now marks the transcription as “verified”. 

f. An automated translation text appears in the second column.  

g. She verifies the translation, makes edits, and then marks the translation as 

“verified”.  

h. She then goes to the next row, repeating the above steps until the first 

audio question is completed.  

i. She then moves on to the other 3 questions. 

6. When Gabriele is done, the “View and correct transcriptions/translations” screen 

shows each of the 4 questions as “100% verified” 

7. She sends an email to Marcela to tell her she is done.  

 

Verify and Download Data 

1. Marcela opens the Table view of her project to create translations of the 

transcriptions.  

2. She sees new columns next to each audio question for the transcriptions and 

translations. 
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3. She downloads the data as XLS and begins her analysis in Excel.  
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Chapter 7 Conclusion  

The purpose of this dissertation research was to investigate whether the design of new 

software features for KoboToolbox, a computer-assisted personal interviewing (CAPI) tool, can 

result in better data for humanitarian needs assessments (HNAs), that more accurately reflect the 

needs of people affected by humanitarian crises. These new CAPI software features were 

designed to use natural language processing (NLP), a type of artificial intelligence (AI) to 

systematically transcribe and translate responses to open-ended questions (OEQs). The research 

also aimed to understand the potential ethical implications related to processing data from 

affected people with a view to mitigate against ethical issues in the new CAPI features. This 

manuscript-based dissertation used a mixed-method Design Science Research approach rooted in 

the pragmatist philosophy. It did so by conducting key informant (KI) interviews, a scoping 

review of the literature, designing new CAPI features based on a user-centered design method, 

and by collecting feedback from test users about the new features’ usability.  

Chapter 1 described the rationale for this dissertation research, laid out key definitions, an 

overview of the literature, and the research questions, and described the York University’s 

ethical review and approval of the study.  

Chapter 2 described the theoretical frameworks and provided an overview of the 

methodologies applied. It explained the use of the Design Science Research approach and 

showed how this dissertation is grounded in the pragmatist philosophy, as well as in a set of 

values in the humanitarian assistance, bioethics, and design science sectors, respectively. The 

findings of this dissertation research were laid out in four interconnected studies in chapters 3, 4, 
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5, and 6, using a format that is intended for publication in peer-reviewed academic journals, as 

explained below.  

Chapter 3 presented a chapter manuscript entitled “Improving Humanitarian Needs 

Assessments through Natural Language Processing.” It described how NLP could be used to 

transcribe, translate, and analyze large sets of qualitative responses with a view to improving the 

quality and effectiveness of humanitarian assistance, while also outlining the anticipated 

practical and ethical challenges of such an innovation. 

 Chapter 4 introduced a chapter manuscript titled Overcoming Blind Spots: Constraints 

and Solutions Related to Qualitative Interview Methods in Humanitarian Needs Assessments. 

This study explored current approaches to conducting HNA, constraints related to different 

interview methods—particularly qualitative ones—and solutions for improving the use of 

qualitative interview methods in HNAs.  

The chapter manuscript included as Chapter 5 is entitled Ethical Implications Related to 

Processing of Personal Data in Humanitarian Crises: A Scoping Review. This study mapped the 

range of ethical issues that have been raised in the academic literature regarding the processing 

of data from people affected by humanitarian crises.  

The Chapter 6 manuscript is titled Systematic Design and Evaluation of New 

Humanitarian Needs Assessments Tools for Collecting Qualitative Data Using Natural 

Language Processing. This study reports on the design and empirical evaluation of new features 

added to KoboToolbox, a CAPI tool, to systematically transcribe, translate, and analyze answers 

to OEQs gathered from HNA interviews.  

This Conclusion (Chapter 7) ends the dissertation with a review of the methodologies and 

an overview of the key findings to each of the research questions. It then discusses the 
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significance of the study for policy and practice, and its original contribution to the academic 

literature. Finally, this chapter summarizes this study’s methodological limitations and provides 

recommendations for future research, before offering a final reflection on the overall research 

process.  

7.1. Key Findings 

This section summarizes the research questions and chosen methodologies before 

providing an overview of the key findings in relation to each of the three areas of study described 

in the literature review in Chapter 1. 

7.1.1. HNA Practices and Methodological Constraints  

In order to investigate the prevailing practices and methodological challenges in HNA, 

the following research questions were identified: 

4. What are the current approaches to conducting HNAs in a sample of professional 

staff members of humanitarian organizations with prior experience managing 

HNA data collection?  

5. Among these respondents, what constraints related to different interview methods, 

particularly qualitative ones, are identified? 

6. Which solutions for improving the use of qualitative interview methods in HNAs 

do respondents propose? 

As detailed in Chapter 4, this part of the dissertation was based on semi-structured 

interviews with 23 KIs who had prior experience collecting data for HNA. KIs were drawn form 

from 13 countries and represented 17 different humanitarian organizations, including United 

Nations (UN) agencies, the Red Cross/Red Crescent Movement, as well as nongovernmental 
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organizations (NGOs). Analysis of the transcribed interviews resulted in 47 themes, which were 

further organized into five Thematic Groups: 1) Prevailing approaches to data collection in 

HNA; 2) constraints related to quantitative interview methods; 3) constraints related to 

qualitative interview methods; 4) challenges specific to pre-coded open-ended questions; and 5) 

respondents’ recommendations for improving the role of qualitative interview methods in HNA. 

The findings showed that current approaches to conducting HNA often favor quantitative 

methods, particularly household surveys for multi-sector needs assessments (MSNA). Even 

where qualitative data are collected, they are often not fully analyzed or included in HNA 

reporting. KIs pointed to numerous constraints to collecting qualitative data in HNA due to 

resource shortages, insufficient training of relevant staff members, lack of time to analyze 

qualitative data, and engrained biases in favor of quantitative data. As a result, the role of 

qualitative methods in HNA remains circumscribed compared to that of quantitative methods—

even though qualitative data were widely seen by KIs as crucial for understanding population 

needs. Significant challenges were identified to using pre-coded response scales in CAPI survey 

instruments as a way to capture the information elicited from OEQ. Proposals by KIs to close 

this gap included: 1) acknowledging the limitations of quantitative data to informing HNA; 2) 

investing in more qualitative skills through training or hiring; 3) piloting mixed-methods hybrid 

surveys (a combination of closed-ended questions and OEQs for which audio would be 

recorded); as well as 4) employing NLP for transcribing, translating, and analyzing interview 

responses to OEQs.  

7.1.2. Ethical Implications Related to Processing Personal Data 

Regarding ethical implications related to processing data of people affected by 

humanitarian crises, the following research questions were posed:  
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7. Which ethical issues have been raised in the peer-reviewed literature related to 

processing data from people affected by humanitarian crises in order to inform 

humanitarian assistance? 

8. To what extent do real-world examples of ethical issues reflect the concerns 

presented in the literature? 

9. Which technologies were the focus of concern over these ethical issues? 

As described in Chapter 5, these questions were answered through a scoping review of 

the academic literature to generate a broad overview of relevant evidence and for identifying 

gaps in the literature (Peters et al., 2015). The scoping review method used followed the 

approach first described by Arksey and O’Malley (2005) and further refined by Levac et al. 

(2010), and follows the framework maintained by the Joanna Briggs Institute (Peters et al., 

2017). 

After screening 8,387 papers, the scoping review yielded 100 relevant studies. An in-

depth review of the included studies led to the identification of 22 ethical issues which were then 

grouped along the four ethical value categories of autonomy, beneficence, non-maleficence, and 

justice. Slightly over half of included studies (n = 52) identified ethical issues based on real-

world examples. The technologies most frequently discussed in these studies included social 

media, crowdsourcing, and mapping tools. On the other hand, commonly used tools identified by 

HNA experts in Chapter 4, such as CAPI software, spreadsheets, or use of online databases were 

only rarely discussed—or not at all. Various actual or potential uses of artificial intelligence were 

discussed in 25 studies.  

Included studies showed widespread concerns that data processing in humanitarian 

assistance can cause additional harm, may not provide direct benefits, may limit the autonomy of 
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affected populations, and has the potential to lead to the unfair distribution of resources. The 

most-cited ethical issue (n = 74) was a concern for privacy in cases where personal or sensitive 

data might be inadvertently shared with third parties. Another widely discussed issue was 

inaccurate data that could potentially lead to a false representation of reality and therefore could 

misinform decisions about the provision of humanitarian assistance.  

7.1.3. Design of New CAPI Features Integrating NLP  

Three research questions were identified regarding the design of new CAPI features in 

the KoboToolbox software using NLP technologies: 

10. Which specific constraints identified by professionals with experience managing 

HNA data collection could be addressed through new CAPI features? 

11. Which ethical issues identified in the peer-reviewed literature related to 

processing data from people affected by humanitarian crises should be considered 

when designing new CAPI features for processing qualitative data? 

12. How should new features for the KoboToolbox CAPI software to systematically 

transcribe, translate, and analyze answers to OEQs from HNA interviews be 

designed, usability tested, and implemented? 

As described in Chapter 6, these research questions were addressed through a three-stage, 

mixed-methods approach that included data from qualitative interviews with KIs and the scoping 

review of ethical issues (presented in more detail in Chapters 4 and 5, respectively), as well as an 

iterative design process that was informed by and validated with usability testing. Two rounds of 

usability testing were conducted with a total of 14 test users residing in 13 countries.  

Specific analysis of the data from interviews with KIs led to the identification of 25 

themes about constraints or proposals that could be addressed through new features in CAPI 
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software. Seven ethical implications were found based on an analysis of the scoping review data 

that could be addressed through the design of new CAPI features.  

Using a user-centered design (UCD) method (Gould & Lewis, 1983; Holden & Boustani, 

2021), new KoboToolbox features were designed in an iterative way to first address the themes 

and ethical implications identified. Feedback and observations from usability testers were then 

used to identify strengths and weaknesses of the new features and their design. Each round of 

user testing led to changes in the CAPI design proposals. The final version of the new CAPI 

software features was released publicly as open-source software and is now available for use by 

humanitarian organizations. Feedback from participants showed strong support for the 

applicability and usability of the newly created CAPI features, particularly due the potential of 

NLP methods to save time and to increase the amount of qualitative data that can be collected 

and analyzed in humanitarian crises.  

7.2. Significance of the Study  

This section discusses the potential implications of this study as they relate to: 1) the 

practice of HNA; 2) the mitigation against ethical issues when processing data of people affected 

by humanitarian crises; and 3) the design of new software and other innovations for use in 

humanitarian assistance.  

7.2.1. HNA Practices and Methodological Constraints 

Based on interviews with KIs, four specific recommendations were identified that could 

have a wide-ranging impact on the practice of conducting HNA. These proposals were:  

1. Acknowledge limitations of quantitative data 

2. Increase number of staff with qualitative skills 
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3. Methodological innovation through hybrid surveys 

4. Technological innovations 

These proposals, discussed in more detail in Chapter 4, can be implemented 

independently of each other. The new features designed and implemented as part of this study (as 

described in Chapter 6) are expected to have a significant impact in addressing proposal 4. 

Adoption of the new features by humanitarian organizations can be expected to be rapid given 

the strong interest expressed by KIs, user testers, as well as by practitioners who laid out the 

initial need to identify better solutions for processing qualitative data in HNA (as detailed in 

Chapter 1). Given the widespread use of KoboToolbox by humanitarian organizations to date 

and the user-friendly design of the new features, it is realistic to expect few technological 

obstacles to the collection of more qualitative data in HNA.  

As such, the most important work remaining to address proposals (1) and (2) will require 

institutional policy changes. Implementing these two proposals will require a concerted effort 

both by humanitarian organizations and by governments and international organizations who 

finance and control a large proportion of humanitarian assistance today (Global Humanitarian 

Assistance, 2021).  

Proposal (3) for conducting hybrid surveys may be helpful not only for the conduct of 

HNA but also to researchers and practitioners involved in primary data collection for other 

purposes in humanitarian assistance and related sectors, such as public health or economic 

development. In particular, this proposal includes four steps: 

1. Household or KI interview instruments should be designed to include more OEQs 

while reducing the number of closed-ended questions.  



 

 

341 

2. Audio of spoken responses to OEQs is recorded and quantitative data to closed-

ended questions are stored together in a CAPI tool supporting such a method. 

3. Rapid transcripts should be created as quickly as possible by native speakers and 

supported by NLP and saved as part of the survey dataset.  

4. Transcripts are coded and analyzed rapidly by staff with the resulting data 

becoming part of the survey dataset. If possible, local staff should do this work in 

the interview language to avoid challenges with translating original responses.  

Once implemented, it is expected that the proposals identified in Chapter 4 would 

improve the quality of HNAs and therefore have the potential of making humanitarian assistance 

more relevant, timely, and adapted to local requirements by increasing the amount of qualitative 

data that can be collected and analyzed more quickly and from a larger set of relevant 

informants. 

7.2.2. Ethical Implications of Data Processing 

The ethical implications identified in this study, as detailed in Chapter 5, have the 

potential to inform the development of ethical codes of conduct for both designing and using 

technology to process data from people affected by humanitarian crises. Although several such 

guidelines exist already, as explained in Chapters 3 and 5, to this none have been informed by 

the full range of ethical implications documented in the literature. It can be hoped therefore that 

future versions of existing guidelines will consider using the ethical implications from this study 

as a way to inform mitigation steps. The methods and results from this study are also expected to 

be of important value for future scoping reviews (or a similarly systematic approach) to identify 

emerging ethical implications.  
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The list and structuring of ethical implications identified in this study are also expected to 

be useful to creating an approval process. Such an approach, possibly through a checklist, could 

be created to require anyone involved in creating innovations for the humanitarian sector to 

proactively assess how a solution is designed to avoid or mitigate potential ethical implications. 

This could be achieved, for example, by building on the Ethics for Humanitarian Innovation 

Toolkit published by Elrha and Humanitarian Health Ethics (2021; Krishnaraj et al., 2021).  

Finally, as proposed in Chapter 5, there is a need for more training and appropriate 

accountability mechanisms to monitor the actual harm or potential for causing harm. It can be 

expected that humanitarian organizations will be better equipped to conduct such work by 

utilizing the list of ethical implications identified in this study.  

7.2.3. Design of New CAPI Features Integrating NLP  

Three sets of important contributions from this research can be identified, and relate to 

the design of new CAPI features integrating NLP techniques.  

First, the design and implementation of new features for the KoboToolbox CAPI 

software have resulted in a practical tool that addresses functional requirements identified by 

humanitarian professionals. This tool can now be readily deployed by humanitarian 

organizations to systematically transcribe, translate, and analyze answers to OEQs from HNA 

interviews.  

Second, the research and design activities conducted for this study are expected to result 

in additional software features for improving the use of qualitative data in the coming years. For 

example, further work is expected to take place in 2023 to implement manual and automated 

analysis features in KoboToolbox based on transcripts created from audio files. Future software 
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development is also planned to enable users to access automated transcription for languages that 

are not yet available commercially through an integration with open-source automated speech 

recognition (ASR) models, as well as ASR and machine translation (MT) from other commercial 

providers such as IBM, Amazon Web Services, and Microsoft Azure.  

Third, the multi-stage design science approach rooted in pragmatism as employed by this 

study has the potential to guide other software innovations for the humanitarian assistance sector. 

Humanitarian organizations adopting the UCD method used in this study may be better equipped 

to address ethical implications and prevent abrupt institutional measures such as Oxfam’s 2015 

decision to temporarily stop the use of all biometric systems, due to unaddressed ethical concerns 

(Eaton-Lee & Shaughnessy, 2021). This study showed that it is possible to inform designs at the 

earliest stage by a review of potential ethical issues. Adopting such a method of putting ethical 

considerations at the beginning of the design cycle can have a significant impact, therefore, to 

guard against future ethical risks, particularly in the humanitarian and health sectors.  

By documenting the UCD process of creating significant new features for a widely used 

software in the humanitarian assistance sector, this study also hopes to serve as a strong 

encouragement to adopt such a process more widely in practice. Doing so may help prevent 

severe usability issues that can lead to low rates of implementation and therefore reduce the high 

costs of implementing significant changes later on.  

As demonstrated in the literature (Cornet & Holden, 2018; Fiordelli et al., 2013), there is 

often a misalignment between the rigorous boundaries imposed by risk adverse internal cultures, 

and the flexibility required during the design and creation stages that is central to creating 

effective software. This phenomenon may be particularly acute for some humanitarian 

organizations due to administrative requirements imposed by donor funding, or due to internal 
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procurement rules. It is well recognized in the software development sector that those rules 

require new innovations to be well defined in scope, budget, and a deliverable timeframe—often 

years before a final tool can be launched. Such rigid structures may in turn incentivize an overly 

bureaucratic and risk adverse method of creating innovations, rather than encouraging a flexible 

design process whose goal is to respond meaningfully to user needs. As a result of an inflexible 

approach, humanitarian organizations may not stand to benefit from the rapid improvements 

found in many platforms created by private sector companies that rely on UCD and agile 

innovation methods to create tools that best respond to user needs (Holden et al., 2021). Rigidity 

can also endanger the long-term sustainability of tools created in such a fashion: Many 

humanitarian innovations face a lack of funding to cover the high ongoing costs for maintaining 

them once the initial pilot was realized (Currion, 2020; Finnigan & Farkas, 2020). 

In recent years, donor initiatives such as Humanitarian Grand Challenges (Humanitarian 

Grand Challenges, 2022), the Humanitarian Innovation Fund (Elrha, 2022), or the World Food 

Programme’s Innovation Accelerator (WFP, 2022) have sought to introduce less rigid 

approaches to change and innovation by encouraging grantees to use to UCD for designing their 

innovations. However, based on observations by the researcher, there has been only limited 

success to create the environment and administrative rules required to foster the use of UCD 

more widely.  

This study hopes to contribute to an acceleration of UCD in the humanitarian sector. 

Chapter 6 provides a detailed example of how initial designs were changed iteratively, and final 

outputs were informed through user testing rather than through up-front specifications 

documented in contractual terms. It is hoped that more humanitarian organizations—as well as 

donor governments and grant-making institutions—will better recognize the value of conducting 
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technological innovation in such an iterative fashion. Putting the approach of this study into 

practice will mean accepting that assumptions about user needs or the initial design may have 

flaws that lead to the development of a tool that is different from what was initially envisaged. It 

may also require flexibility in addressing at least one dimension (funding, timing, or scope) as 

usability testing identifies previously undiscovered issues that can significantly alter original 

plans (Cornet et al., 2020). 

7.3. Original Contributions of the Study 

This section considers the original contributions of this study to three different areas of 

scholarship. They include: 1) establishing an in-depth analysis about the practice and 

methodological approaches of HNA; 2) creating a systematic review of ethical implications 

related to processing data of affected people; 3) introducing a Design Science Research approach 

using UCD to the field of humanitarian assistance; and 4) documenting an applied method for 

integrating ASR and MT capabilities within widely used CAPI software.  

First, the results from this study’s KI interviews fill an important gap in the academic 

literature. Based on a review of the available evidence, this is the first academic study that 

provides empirical data about practices and challenges in HNA. The strengths of this research 

include a diverse sample of KIs with deep experience in HNA from an array of organizations and 

a large geographic area, as well as a detailed investigation of several connected topics that 

ranged from institutional constraints to the technical abilities of different software. In particular, 

the difficulties documented in this study about the collection, analysis, and reporting of 

qualitative data have not previously been published. The findings from Chapter 4 also mark a 

significant contribution to the evidence on the challenges inherent in HNA. This gap in 

knowledge was previously identified as hindrance to implementing the commitments articulated 
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in the Grand Bargain to improve needs assessments and to include affected people in decision-

making (WHS, 2016).  

Second, despite the significant amount of interest in, and concern about, ethical 

implications in the literature, this study appears to be the first comprehensive review of relevant 

ethical implications about processing data from affected people for the purpose of humanitarian 

assistance. By choosing to search a wide array of databases and using a broad set of keywords, 

this study appears to have overcome some of the limitations of other scoping reviews. This study 

therefore connects a growing multidisciplinary area of research that has suffered from a lack of 

common terminologies and shared academic approaches. This was manifested in the significant 

challenges in trying to identify the relevant published literature by searching for terms that could 

entail the three concepts of “humanitarian assistance,” “processing data,” and “ethical 

implications.” This study’s search strategy made every effort to represent the most 

comprehensive and inclusive set of keywords, and to capture studies in each of the three 

identified areas of scholarship to date. Further, by documenting detailed technical decisions on 

whether certain events constituted a “humanitarian crisis,” this study provides a transparent 

method for including or excluding different countries or contexts, rather than leaving this up to 

personal interpretations during the screening process.  

Third, the results from this study’s design and empirical user testing fill an important gap 

in academic research about the practical design of software and other innovations for 

humanitarian assistance. The strengths of the results documented in Chapter 6 include two 

rounds of user testing with a diverse and international sample of potential users, in order to 

identify and address usability issues. Strengths also include a systematic approach of using a 



 

 

347 

scoping review of ethical implications and interviews with HNA experts to inform the initial 

conceptual design.  

Fourth, this study presents the first documented instance, based on a review of the 

available published literature, that describes the design and implementation of new CAPI 

software features that integrate ASR and MT capabilities. Particularly by documenting the 

design challenges of implementing these NLP methods in a tool that is not limited to a single 

purpose or language, but rather needs to function well with thousands of languages and with 

many types of data collection methods, this study also contributes to the related disciplines of 

UCD, design science, e-health, and computer science.  

7.4. Limitations of the Study 

Relevant limitations related to the interviews with key informants include a relative over-

sampling of KIs from international humanitarian organizations, as well as under-sampling of KIs 

from Africa, East Asia, and Latin America. Although KIs between them represented 17 

organizations, it cannot not be assumed that the findings from these interviews reflect all views 

within these institutions, nor that the perspectives of those KIs are representative of other 

humanitarian organizations.  

This scoping review in this study was limited to literature published since 2010 and 

before January 2020, and it excludes work from non-peer-reviewed sources. As described in 

Chapter 5, identifying all relevant studies was a significant challenge as no shared nomenclature 

across disciplines for humanitarian assistance, ethical implications, and data processing could be 

identified. The set of keywords, created through multiple stages of piloting, was intended to be as 

inclusive as possible. However, potentially relevant articles that met the inclusion criteria may 

still have been missed.  
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For the design research aspect, although user testing candidates were chosen to represent 

the diverse community of current or future users involved in qualitative data collection, the final 

sample cannot be assumed to be representative of the overall population. The two user testing 

samples may therefore have missed divergent opinions and different feedback from other types 

of users or organizations.  

7.5. Recommendations for Future Research 

This section briefly outlines some of the areas recommended for further study that have 

emerged from the findings related to the fields of HNA methods, ethical implications of 

processing data from affected people, and designing new features for CAPI tools.  

First, related to the practice of HNA, further research is needed to pilot and assess the 

proposed hybrid surveys method. A representative survey among HNA experts would be 

extremely relevant to quantify some of the themes identified in Chapter 4, particularly related to 

the institutional constraints that limit the collection or reporting of certain data.  

The findings from this study indicate that much quantitative data is being collected 

without being applied to practice. Given the high costs of MSNA, which take place in virtually 

all protracted humanitarian crises, it is recommended that a study be conducted to assess the 

usefulness of collected MSNA data for different purposes and actors. Finally, most KIs indicated 

that a lack of enumerator training is a significant source of unreliable data that can severely 

impact the accuracy of HNA results. More research is needed therefore to establish minimum 

standards for enumerator skills for different kinds of methods—as well as a study to assess 

enumerator quality by rigorously accounting for the way an interview was conducted and 

responses were coded quantitatively. Such a study would be made significantly easier through 
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the use of background audio recording and ASR features that were implemented as part of this 

study.  

Second, related to ethical implications of processing data for the purpose of humanitarian 

assistance, more research using empirical methods is necessary to better identify and understand 

the prevalence of the ethical issues identified in this study. Further, as the findings in Chapter 5 

show, not enough is known about the heightened ethical risks stemming from data processing 

that may affect vulnerable people in the large number of humanitarian crises associated with 

conflict, war, and social instability. More research is therefore urgently needed to investigate 

ethical issues that arise specifically in conflict settings. 

A representative study would be extremely useful to quantify the awareness of different 

ethical implications among staff at humanitarian organizations who are directly responsible for 

processing data from affected people, and to investigate the extent to which minimum data 

protection standards, such as published by the International Committee of the Red Cross (2020), 

are applied in practice. Case studies of early adoptions of NLP and other AI methods would be 

useful in investigating the ethical considerations that took place when designing and deploying 

such tools, to discover whether new ethical implications might emerge from such early 

adoptions. Finally, more investigations are needed to uncover the ethical implications of using 

commonplace tools or methods to process data for humanitarian assistance, such as CAPI tools, 

spreadsheets, filesharing, or use of online databases.  

Third, related to designing new software, rigorous field piloting of new KoboToolbox 

features for recording, transcribing, and analyzing more open-ended questions would be crucial, 

to evaluate the efficacy of using ASR and MT functionality. Such research would test the 

effectiveness of using more qualitative methods to better inform humanitarian operations and to 
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assess to what extent different qualitative data can impact operational decisions made by 

humanitarian organizations. Additional research would also be useful to evaluate the quality of 

transcripts created by ASR and MT based on audio recordings of survey responses created in a 

representative field setting. 

7.6. Final Reflections 

The open ended [question] is where you get the true impact. People might 

speak more to their unique situation. And I think that if we had some way to 

sort of analyze it at that level, we would just be able to speak more to our 

impact. (KI #03) 

This study was borne out of the cries for help by humanitarian practitioners expressed 

during a York University Dahdaleh Institute humanitarian conference on Humanitarian Data 

Science (see Chapter 1). Whereas tools such as KoboToolbox drastically changed how 

quantitative data could be collected to inform HNA, qualitative data from OEQs remained 

difficult to collect and analyze—despite the knowledge that it represented a better way 

understand complex realities. As a result, such data was either very limited in scope, under 

analyzed, or not collected in the first place. The idea of integrating NLP methods with 

KoboToolbox for transcribing and translating audio responses to OEQs was quickly confronted 

with significant design challenges as well as potential ethical risks of involving emerging AI 

methods, as outlined in Chapter 3.  

This study’s empirical chapters used a pragmatic approach to understand the 

methodological practices of HNA experts, systematically assess relevant ethical issues, as well as 

design and empirically evaluate new CAPI features for collecting and transcribing audio 
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responses to OEQs. It is hoped that the newly designed features described in Chapter 6 will have 

a significant impact in the conduct of HNA and other types of evidence collection in public 

health and related sectors.  

These features can only address but a small set of the constraints identified in Chapter 4 

and play a modest role in mitigating potential ethical risks documented in Chapter 5. Yet, in 

conclusion, this study hopes to also impact future innovations created to improve humanitarian 

assistance by demonstrating that a pragmatic iterative design process is not only feasible in the 

humanitarian sector, but also likely generates better results. As the drivers behind the significant 

increase in humanitarian needs over the last years are expected to continue or even accelerate, 

global resources dedicated to providing humanitarian assistance will likely continue to be 

strained. In this context, the innovations focused on HNAs that are described in this dissertation 

may make the provision of life saving humanitarian assistance more effective in the future. 
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