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Abstract

The interest in the adoption of smart grid technologies as a means for digitalization

and automation of power distribution systems has increased rapidly in the last

few years. This interest can be explained by the common belief that smart grid

technologies greatly enhance the system reliability, power quality, overall efficiency,

and most importantly the accommodation of distributed generations (DGs). As

DG penetration levels increase, distribution networks are divided into a new set of

management layers based on a microgrid structure. A typical microgrid is formed

of a cluster of DG units feeding a group of loads that operates in parallel to or

isolated from the main grid. Microgrids are the building blocks of smart distribution

grids (SDG). The concept of microgrid brings numerous benefits; among which, the

improvement of system reliability is the most salient. However, the realization of

such benefit is strongly dependent on the implementation of appropriate design

and operation methodologies that take into account the special philosophy and

operational characteristics of microgrids.
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Accordingly, this thesis introduces new methodologies to enhance the opera-

tion and reliability of SDGs clustered into microgrids. In particular, three main

functions are dealt with in this research work: optimum configuration, self-healing

restoration, and the integration between power and natural gas microgrids. First,

an optimal zone clustering (i.e. configuration) algorithm is proposed for dynamic

state estimation in islanded microgrids (IMG) considering the supply adequacy of

each zone. Second, a centralized-based optimization model with multi-objective

functions is formulated to perform the service restoration process for microgrids

operating in both grid-connected and islanded modes of operation. Further, to

obviate the need for a central unit and reduce the problem complexity, the opti-

mization problem is reformulated using distributed automated agents. Third, a new

model is proposed for optimal scheduling of power-to-gas (PtG), gas-fired genera-

tion (GfG), and gas storage units in a multi-carrier energy system (MCES)-based

microgrid. The model aims to facilitate the integration of renewable DGs, utilize

gas and power price arbitrage, provide regulation services to the real-time market,

and contribute to the restoration of power and gas loads during unplanned outages.
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Chapter 1 - Literature Survey and Thesis

Overview

1.1 Legacy of Conventional Power Systems

Figure 1.1 shows the conventional structure of power systems from generation to

loads, where sub-transmission systems represent the portion that connects the high

voltage transmission systems to the distribution system. When power demands

from different types of loads (i.e., residential, commercial, and industrial) are pro-

jected to increase, new centralized generation plants in conjunction with expansion

in bulk transmission systems are installed to meet the expected load growth. Given

that most of the generation plants are fossil fuel based, such conventional mecha-

nism for meeting the growth in power demand is facing serious challenges as many

countries are setting initiatives and aggressive targets to reduce their greenhouse

gas emissions from the electricity sector.
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Figure 1.1: Legacy of Power Network Structure

Typical power system structure consists of the following basic subsystems:

• Generation subsystem: 1kV-30 kV

• Transmission subsystem:

– Extra high voltage Transmission: 500kV-765kV

– High voltage Transmission: 230kV-345kV

– Sub-transmission system: 69kV-169kV

• Distribution subsystem

2



Figure 1.2: Schematic diagram for the evolution of conventional power grid to active

power grids. a) Conventional distribution system, b) Active distribution system.

1.2 Distributed Energy Resources

Over the past few years, the interest in the integration of distributed energy re-

sources into power distribution systems has increased rapidly [1]. The integration

of these resources has changed the legacy of power distribution networks from being

conventional with unidirectional power flow (i.e., from substations to customers)

towards active networks with multi–directional power flow. Figure 1.2 shows a

comparison in the power flow direction between conventional and active distribu-

tion networks. These resources can be classified as distributed generations (DG)s,

battery storage, and electric vehicles (EV)s.
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Figure 1.3: Types of dispatchable and renewable DGs and energy storage devices

1.2.1 Integration of Distributed Generations (DGs)

DG can be defined as small-scale electricity generation fuelled mainly by renewable

energy sources (i.e. wind and solar), or by low-emission energy sources (i.e., fuel

cells and micro-turbines). DG units are typically connected parallel to the utility

grid, and are mostly situated in close proximity to the load.

The research disclosed two main types of DG sources that are used in distribu-

tion systems: dispatchable and non–dispatchable, as shown in Fig. 1.3. Dispatch-

able generation is defined and not limited to Combined Heat and Power (CHP):

These are power plants which can generate electricity as a primary product and

also generate heat as a secondary product, and vice versa. Many DG technologies,

such as reciprocating engines, micro-turbines and fuel cells can be used as CHP

plants. While the most popular non–dispatchable DG types can be classified as
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wind turbines, photovoltaic systems, and hydro power generators.

IEEE [2] defined DG as “the generation of electricity by facilities that are suf-

ficiently smaller than central generating plants so as to allow interconnection at

nearly any point in a power system.” IEEE compared the size of the DG to that of

a conventional generating plant. Another definition is provided by the International

Council on Large Electric Systems (CIGRE): “all generation units with a maximum

capacity of 50 MW to 100 MW, that are usually connected to the distribution net-

work and that are neither centrally planned, nor dispatched.” The interconnection

of additional DG units with distribution systems is motivated by several factors,

such as the continuous growth in electricity demand. In addition, DG units are

located closer to load centres; hence, transmission and distribution losses are re-

duced. From the environmental point of view, there is a strong need for integrating

more renewable energy sources in power systems because these renewable sources

are inexhaustible and non-polluting. In [3] the advantages of installing a DG in dis-

tribution systems are discussed. With the continuous proliferation of DGs, power

systems are undergoing significant restructure from centralized to decentralized [4].

1.2.2 Integration of Energy Storage in distribution grids

The forecast for power production of all renewable DGs is challenging because their

natural behavior needs to be considered. DGs are going to be connected into grid

5



locations and their generated power could be sold in a competitive market, based

on prespecified guidelines and contracts, which are settled in advance. This means

that a DG owner should know how much power its DG is capable of producing

during every hour of the following day. Storage is then required to compensate for

this fluctuating output power. Based on the literature, the main types of utility-

scale energy storage devices used are found in [5, 6, 7, 8] and depicted in Fig. 1.4.

Figure 1.4: Types of energy storage devices

1.3 Challenges Facing the Integration of Distributed En-

ergy Resources

The insertion of distributed energy resource units into power distribution systems

has changed the way their are designed and operated. In particular, there are sev-

eral technical challenges accompany the integration of DG units into distribution
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systems. Examples of these challenges include but not limited to: the steady-state

voltage rise, the complexity of the protection system in the presence of DG units

(i.e., the increased short circuit fault current and coordination), voltage flicker due

to variable power output from non–dispatchable sources, and reverse power flow.

For example, with respect to faults, several utility interconnection standards man-

date the disconnection of DG units once a fault is detected [9]. Such disconnection

is performed primarily in order to nullify the effects of the DG units on protec-

tion practices and to restore the typical system topology. However, with a high

penetration level of DG units, the utility system cannot operate effectively with

respect to overload, power adequacy, and voltage level, without the support of the

DG units’ capacity. Therefore, the automatic disconnection of the DG units dur-

ing faults drastically reduces the expected benefits associated with DG units (i.e.,

maintaining power quality and reliability, improving system security, and providing

a variety of ancillary services) [10].

1.4 Evolution towards Smart Distribution Grids

Smart distribution grids (SDG) have been recently introduced in order to enhance

the operation practices of power distribution systems, facilitate seamless integra-

tion for high DG penetration levels, and increase the interaction between customers

and power utilities. Operation practices include but are not limited to a higher reli-
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ability for the system, enhancing the system state estimation, outage management

process during abnormal conditions, and minimization of the overall system losses

and the total cost [11]. Under SDG paradigm, many utility owned devices (e.g.,

substations, voltage regulators, shunt capacitors, and reclosers) will be fully coor-

dinated with controllable loads, smart inverters of DGs, and energy storage devices

via appropriate information and operation technology platforms. As such, distri-

bution network operators (DNOs) will be able to autonomously control the system

under different operating conditions.

Realization issues of SDGs can be categorized as procedural and technical [12].

Procedural issues range from the complexity of the SDG to unified SDG standards.

Furthermore, SDG implementation has to be gradual. The fully automated power

grid, including every customer and node, is the trend for future electric systems,

as presented in the “Grid 2030” vision [13]. A realization of this vision requires

the ability to respond to any disturbance in the system with a minimization of im-

pacts, and this will lead to the self–healing ability of the SDG [14, 15]. In addition,

SDG has to undertake continuous analysis in order to predict the possibility of any

problem, and then take the appropriate action [16]. Advanced information and

communication technologies motivate the search for appropriate process to achieve

the objective of the self–healing, which means an accurate detection and isolation

of the fault and restoration of as many parts of the affected network as possible
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[17]. This process requires an advanced intelligence, via modern technologies, that

can collect data, execute decision support algorithms, limit interruptions, and dy-

namically control the flow of the power to overcome problems caused by storms,

catastrophes, or human error [18]. Integrating advanced metering infrastructure

will add values to the monitoring and diagnostic capability of the self–healing sys-

tems. Deploying a large number of smart metering, however, imposes the challenge

of managing large amounts of data, which, in turn, leads to storage capacity issues,

increased data transfer bandwidth requirements, and cyber security challenges [12].

1.4.1 Control Schemes in SDG

There are three main schemes that have been reported in the literature to man-

age the operation of SDGs: centralized, distributed through local controllers, and

distributed through system partition [15, 19]. Details of the three control schemes

can be found in [20, 21, 17]. Figure 1.5 shows the difference between centralized

and distributed control schemes in SDG. A brief summary of the advantages and

disadvantages of the these control schemes is given here under.

1.4.1.1 Centralized Control in SDG:

In the centralized scheme, a single control unit collects all system measurements,

estimates the system state, and then executes a built–in optimization model to
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Figure 1.5: Different SDG control schemes; (a) Centralized, (b) Distributed.

determine the optimal settings for the controlled devices [4, 1]. The main advantage

of this control is that it may achieve the best solution to the optimization problem,

especially for small–scale systems. It has been noted, however, that SDGs are faced

with a high degree of complexity and uncertainty due to emerging factors, such as

variable power generation from wind and solar, charging of electric vehicles, an

increase in the adoption of different energy storage devices, variable demand, and

demand response programs. Therefore, implementing centralized control in SDGs

will be challenging due to the exponential increase of size of the system, and the

large amount of data to be collected and processed by the centralized control unit.

In addition, centralized control schemes are subjected to a single point of failure

risk, where the failure of the control centre may cause a system collapse [20].
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1.4.1.2 Distributed Through Local Controllers:

This approach is based on direct peer–to–peer communication between the con-

trollable devices in the system (i.e., substations, regulators, capacitors, and smart

inverters) [21, 17]. Where local data is acquired via local sensors and remote data

is acquired via communication with other adjacent controllers. In this case, the

local device controllers (e.g., smart inverters) processes the data locally without

supervisory control. An example is the peer–to–peer control between adjacent sub-

stations during an outage. Where each substation is responsible for controlling and

analyzing its own distribution feeders. Each substation exchanges information with

neighboring substations to reconfigure the network after clearing the fault(s) [22],

This control scheme can be also achieved among control agents in one feeder (e.g.,

DGs, voltage regulators, and shunt capacitors) [23] to achieve various objectives

such as voltage regulation.

1.4.1.3 Distributed Through System Partition:

This control scheme is more popular for distribution networks that can be clustered

into sub–systems (referred to as zones or microgrids). Each sub-system has a su-

pervisory control unit that manages the operation of a group of controllable devices

(e.g., loads and DGs) using master–slave. Each sub–system has its own local ob-
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jective and operation constrains. The sub–system control units communicate with

each other via two–ways communication. A distributed optimization algorithm is

implemented among the sub–system controllers to ensure that these controllers will

reach a consensus and satisfy the overall system requirements.

In previous works, distributed control schemes in SDGs are collectively intro-

duced as multiagent systems [20, 24]. Multi–agent systems are composed of multiple

interacting computing elements, known as agents. These agents react to changes

in the environment and are also capable of acting to achieve specific local goals.

Multi–agent is, therefore, a platform of distributed processing, parallel operations

and autonomous solving. Coordination among the processors is done using two–

way communication, where the timing and contents of the messages among pro-

cessors are chosen by the system operator, which varies according to the task. In

consistency with the literature, distributed control schemes will be referred to as

”multi–agent” throughout this thesis. The main features of multi-agent systems

are:

• No one agent houses all the information about the whole system.

• Agents make decisions based on local information.

• Failure of an agent to operate do not cause the entire system algorithm to

fail.
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Based on the above features, multi–agent control schemes have the following

advantages over centralized ones [24, 25]:

• Performance/cost ratio: Using multiple inexpensive machines provides a bet-

ter performance/cost ratio versus using one expensive “super” machine.

• Multi-agent systems provide enhanced reliability (no single point of failure)

[26]. If one agent fails, the whole system will survive, albeit with reduced

performance.

• Incremental expansion is possible; this increases the modularity of the system.

• Reduction of the complex communication system of the centralized control to

cover long distance areas.

• Distribute the large number of tasks over a number of agents, which prevents

the overloading of a centralized controller.

On the other hand, centralized control schemes have the following advantages over

multi-agent systems:

• Coordination among distributed machines requires appropriate exchange of

messages in order to reach a consensus.

• Cyber security of data in distributed algorithms can be problematic.
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1.4.2 Microgrids

Microgrids can be formed in electric power systems that have sufficient distributed

energy resources to supply the local demand. Intentionally planned microgrids are

capable of operating in both grid-connected and islanded modes of operation. To

that end, each predefined microgrid has an island interconnection device (IID) that

allows the microgrid to switch back and forth between the two modes of operation

[27]. Figure 1.6 shows an example of a SDG clustered into four microgrids adjacent

to each other through normally open (NO) tie lines. Microgrids offer multiple

potential benefits to power utilities and their customers. Among these benefits, the

most salient are [28]:

• Improvement of customer reliability, by supplying an islanded area of loads.

• Reduction of the overloading by dividing the system into small systems.

• Isolation of an area in the event of power quality problem occurrence.

• Allowing ease of system maintenance, while providing service to other, iso-

lated microgrids.

14



Figure 1.6: SDG clustered into four microgrids

In grid–connected mode, DGs operate in constant power mode, while the main

grid holds the system frequency and regulates the substation voltage. In particular,
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the main grid is defined as the slack bus to maintain the power balance in the

microgrid (i.e., the main grid supplies any shortage of power in the microgrid and/or

absorbs the surplus power).

In islanded microgrids (IMGs), the absence of the slack bus presents a major

issue in terms of balancing the supply and demand of microgrids. DG units as-

sume the responsibility of satisfying the system active/reactive power demand and

maintaining the voltage and frequency of the system. DGs typically interface with

the microgrid via power converter based voltage source inverters (VSI), which lack

the physical inertia available in large synchronous generators present in traditional

power systems. Given this fact, the power control mechanisms are implemented in

the inverter itself, along with the droop parameters that allow the DGs to share the

load among themselves in proportion to their respective capacities [29]. In droop

control, DGs mimic the characteristics of conventional synchronous generators to

regulate the system frequency and local voltages of the microgrid. The droop con-

trol is the best–fit control option in this situation, The droop control enables active

and reactive power sharing through the introduction of droop characteristics to the

output voltage frequency and magnitude of the DG units. The theory of droop

control is derived from the synchronous generator droop characteristics, shown in

Fig 1.7. When there is an increase in real power demand, the frequency decreases,

and the local droop controller injects more active power. Similarly, when the reac-
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tive power demand increases, the voltage magnitude decreases. Consequently, the

droop controller injects more reactive power to supply the increase in the reactive

power demand.

Figure 1.7: Droop control Characteristics

Further details about the dynamic and static models of droop control can be

found in Chapters 2 and 3, respectively. Previous findings have found that local

droop control is inadequate in IMGs due to the inability to perform adequate reac-

tive power sharing and voltage regulation [30], as well as the inability to maintain

system frequency within prescribed limits in all loading conditions [31]. To address

these challenges, energy management systems (EMS) are used to dynamically adjust

droop parameters in real-time to optimize the performance of the overall microgrid.
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1.5 Research Gaps in SDGs Clusterd into Microgrids

The realization of SDGs clustered into microgrids that are capable of switching

back and forth between grid–connected and islanded modes is strongly dependent

on the implementation of appropriate design and operation methodologies that

take into account the special philosophy and operational characteristics of such

systems. The research in SDGs and microgrids is numerous. This thesis focuses

on aspects related to the optimal configurations of microgrids with consideration

of state estimation, service restoration, and integration between power and natural

gas systems. As such, three main research items, within the context of this thesis,

are fully surveyed to identify research gaps and issues.

1.5.1 State Estimation in Microgrids

State estimation is the first software layer within the EMS and is used to assist

system operators in predicting the overall state of the system despite potentially

noisy and corrupted measurements. Measurement units such as remote terminal

units (RTU)s or Phasor Measurement Units (PMU)s are placed at strategic loca-

tions within the power system to measure active/reactive power injections and are

then transferred to the EMS fusion center at irregular intervals [32],[33]. The EMS

gathers the measurements from the fusion center and executes a state estimation
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algorithm to obtain the latest estimate of all states within the power system [34].

Previous works in the state estimation of microgrids assume the existence of a cen-

tralized EMS. In many cases, however, this assumption is not viable, and only local

and/or distributed secondary controls are implemented in microgrids [35]. Recent

studies showed that centralized state estimation is not suitable for highly dynamic

microgrids that are in need of fast, accurate, and reliable updates to perform near

real–time adjustments of droop parameters [36].

In order to address the challenges associated with centralized state estimation,

there is great interest in developing distributed state estimation (DSE) techniques

within microgrids [37]. The central fusion centre is disbanded, and instead, the

network is partitioned into subsystems, referred to as zones, where each zone is given

some processing resources and is responsible only for computing estimates for the

state variables within its zone. For overlapping zones that may share state variables,

a consensus step is required to maintain consistency for the overall state estimate.

This approach improves the reliability of the state estimation process as there is

no singular point of failure, is fault-tolerant to latency, and is less computationally

complex than a centralized state estimation as information exchanges are limited

to neighboring zones [35]. DSE techniques in power systems using this approach

can be found in [38, 39, 40, 41, 42, 43, 44]

However, the aforementioned work allocates the zones arbitrarily, and does not

19



consider the optimal placement of zonal boundaries within the overall system. The

number of zones, as well as the positioning of their virtual boundaries, are key design

parameters for any distributed control/estimation technique as they have a direct

impact on system cost and its overall performance. In [45], boundaries are chosen to

balance the computational burden of each zonal system operator, while [46, 47, 48]

seek to minimize both the power imbalance and number of information exchanges

within each zone. In [49], a Brute Force Search algorithm is proposed to identify

optimal zonal boundaries that would decrease the vulnerability of the overall system

to cyber-attacks. Yet, the method of allocation is static and is only used at the

initialization of the state estimation process, which reduces the robustness of the

overall state estimation process as it cannot dynamically reconfigure to adapt to

system contingencies (such as loss of generators, lines, loads).

1.5.2 Self–healing Restoration in Microgrids

The necessity for implementing new solutions in distribution networks using ad-

vanced technologies, such as sensing, data processing, automatic control, and com-

munications is growing rapidly due to a continuous shift toward distributed and

variable power generation sources (i.e.DGs). In emergency conditions, microgrids

can be isolated from the main grid in order to maintain the continuity of electric

power service [50, 51]. While most distribution utilities shave implemented strin-
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gent regulation requirements to install DGs and allow creation of islands, several

outages and failures have been recently observed due to natural disasters, such as

storms and floods. These catastrophes provide a solid case for distribution util-

ities to explore innovative solutions for enhancing distribution automation, and

facilitating the seamless integration of DGs and microgrids [52].

SDGs aim to provide the insight and controllability required to ensure the de-

livery of reliable, efficient and high quality power to end–users; taking into account,

accommodating DGs, and the creation of microgrids as their building blocks [53].

SDG technologies are expected to provide: 1) automated switching to promptly de-

tect and isolate faults, and then reconnect customers during unplanned outages (i.e.

self-healing); and 2) accurate monitoring and forecasting, operation scheduling, and

intelligent control for real time optimization of the grid to improve reliability and

efficiency [54, 55].

The optimization problem of service power restoration in SDGs has been re-

cently reformulated to incorporate different types of DGs. Numerous methods

have been proposed in the literature to solve the formulated optimization prob-

lem(s). Based on the control structure and communication links, these methods

can be classified into “centralized” and “distributed.” The works in [56, 57, 58, 59]

have proposed optimization algorithms, such as branch and bound, heuristic and

meta-heuristic techniques, expert systems and weighted graphs. The authors in [60]
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proposed the genetic algorithm for distribution systems restoration with microgrids.

The authors in [61] developed a mixed integer linear programming algorithm to op-

erate IMGs as a black start after a disaster had occurred. In [62], a comprehensive

planning algorithm for an optimal self–healing strategy was proposed. The algo-

rithm takes into consideration all possible faults that may occur in the future.

Solving optimization problems in SDGs using a centralized controlling unit (having

complete knowledge of the input and an ability to implement decisions), may yield

a global optimal solution for the restoration problem. However, centralized control

is expected to present numerous issues for smart DGs, due to:

• Undesirable properties, with respect to reliability and scalability, due to single

point-of-failure;

• Complex communication requirements and computation burdens, especially

in large–scale SDGs with a high penetration of intermittent and small–sized

DGs; and

• The transformation of distribution networks into distributed systems with

multiple autonomous microgrids, each having limited local knowledge of the

system.

Decisions, therefore, have to be implemented by the autonomous microgrids in

a decentralized way.
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Distributed optimization represents an analogue of centralized control, in which

the variables and constraints are shared among automated agents. Using a dis-

tributed scheme, it is much easier to modify and upgrade the control of SDG

components, without disturbing other parts of the control process [63]. In [64],

a simple Belief–Desire–Intention distributed restoration algorithm was proposed.

In [65], the authors proposed a fully distributed restoration process without consid-

ering DGs. In [65], a power restoration multi–agent system (MAS) was proposed

for active distribution grids with DGs. The MAS contains three different types

of agents: Switch, Load, and DG Agents. A heuristic algorithm was developed

to solve the restoration problem among the defined agents; such an algorithm is

system–dependent; it has no mathematic background, and it cannot be applied

for large scale DGs. In [66], a 2-level MAS, i.e., zone and feeder agents, has been

proposed. Each zone agent, in the lower layer, monitors the state within its zone

and implements the assigned switching actions. The feeder agents in the higher

layer run cooperative heuristic rules to determine optimal switching actions for the

restoration. A scalability issue, however, is expected to arise for the defined zone

agents in [66], when it is applied to large scale DGs. In [67], a MAS was pro-

posed to optimally control the DGs to guarantee power adequacy. Yet, the work in

[65, 66, 67] falls short in considering:

• The formation of self–sufficient IMGs; and
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• The ability of DG transfer as an alternative means of supply adequacy.

The formation of self–supplied IMGs for a group of DG units in the restoration

process might increase the number of restored loads, while reducing the required

number of switching operations. The efficient way to manage a power system with

significant level of DGs is to break the distribution system into small clusters or

microgrids. Therefore, authors in [50, 61, 68, 69, 70] use microgrids powered by

the DGs, the supply to the customers can still be guaranteed, and proved the

sustainability of the isolated areas.

For this reason, a consensus–based MAS was proposed in [71], which considered

the creation of IMGs, where each bus is assigned an agent. In [72], a MAS has been

developed which considers the allocation of higher layer agents responsible for the

loads, switches and DGs. The authors in [73] proposed a MAS for both normal and

self–healing operating conditions. In the self–healing mode, the SDG is sectionalized

into self–supplied microgrids in order to maximize the restored loads. In order to

account for extreme outage conditions, a MAS approach was investigated in [74] to

study the impact of controlled DG islanding and electric vehicles in the restoration

of both single and multiple fault situations. The proposed MAS in [74] assumes

four different types of agents: switch, DG, load, and an aggregator. Similar to [74],

the authors in [75] considered the creation of IMGs via a group of DGs, to restore

the load after a major outage. The developed distributed restoration algorithms

24



presented in [75, 76], however, have common shortfalls:

• They are expected to face serious scalability issues, where a significant number

of control agents are assumed to be installed. This, in turn, will increase the

complexity of the communication and negotiation process among the agents,

and thus upsurge overall execution time;

• The algorithms are not generalizable, where they are derived, based on heuris-

tic system-dependent rules;

• Technical constraints, such as the limits of DG power transfer, were not taken

into consideration;

• When microgrids operate in islanded mode, a droop control is usually applied

to regulate the system frequency and voltages by providing appropriate power

sharing among the DGs [77]; the model for droop–controlled power flow of

IMGs has not been previously incorporated into power restoration problem.

1.5.3 Integration between Power and Natural Gas Microgrids

While most distribution utilities have implemented stringent regulation require-

ments to install DGs and allow local support to loads, power grids are still vulner-

able to failures. As such, distribution utilities should explore innovative solutions

for enhancing the distribution system resiliency and facilitate the seamless integra-

25



tion of DGs and microgrids. Service restoration after outages is one of the most

imperative services that a microgrid can provide [78].

Energy conversion from one form to the other is one of the solutions that would

contribute to more efficient load restoration. The energy conversion using power–

to–gas (PtG) and gas–fired generation (GfG) units adds a new path to the energy

flow and significantly enhances the system capacity. The authors in [79] present an

idea for system planning while combining various energy infrastructures and the

interdependency among multiple subsystems. Recently, integrated gas and power

systems have attracted the attention of several researchers in order to eliminate

and manage the surplus renewable generation from the power network [80, 81, 82].

In [83], a real–time scheduling model is presented for distributed system congestion

management; the model also aims to utilize the price arbitrage opportunities in

both the electrical and natural gas markets. In [83], the authors aim to address

the issues associated with the exponential penetration of renewable generation in

an integrated system via controlling the reverse power flow. In [84], a method is

proposed to assess the risks associated with system outages in an integrated gas

and power systems. while a limitation of the gas network and the demand side

response was not taken into account. Yet, the existing studies on the integrated

power and gas systems do not consider the possibility for PtG and GfG units to

participate and provide restoration services to neighboring microgrids. These units
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will add more encouragement investment to participate in the restoration for the

faulted areas.

In conclusion, this thesis is focused on the evolution of microgrids from different

perspective. Table 1.1 shows the highlighted area of research in microgrids in three

different areas as follow: dynamic state estimation, self-healing service restoration,

and the integration with another energy form such as natural gas grids.
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Table 1.1: Major challenges tackled in SDG clustered into microgrids in this thesis

Points of research Highlighted challenges in this thesis

Dynamic

State Estimation

1- While centralized state estimation is more accurate than distributed state estimation,

the reliability of distributed state estimation is way higher. Therefore, an improvement

in the distributed state estimation needs to be performed to enhance its accuracy.

2- Multiple objectives need to be considered in developing the distributed state

estimation techniques, to enhance the performance under different operating conditions

and improve the supply adequacy within the designed IMG.

Self-healing

service Restoration

1- The well known optimization problem of the back-feed automatic service restoration

between feeders needs to be reformulated and modified in order to consider the optimal

setting of drooped DGs in IMGs, different types of energy transfer between adjacent

microgrids, and the creation of a new, not predefiened IMGs.

2- The multi-agent service restoration scheme shows superiority over centralized

execution. Therefore, a new algorithm based on multi-agent control needs to be

optimally designed to obviate the need for a central unit and reduce the restoration

complexity problem by decomposing into different optimization stages.

Integration with

Natural gas grids

1- The development of the bidirectional energy conversion units between electrical

microgrids and natural gas distribution grid needs to be considered. PtG and GfG

are the conversion units between power and natural gas systems in order to provide

several benefits, such as: energy shifting, arbitrage, and power and gas service

restoration support. Therefore, an optimal scheduling for the energy conversion

units needs to be developed to obtain maximum support and increase total revenue

of the third party owner of the conversion units.
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1.6 Thesis Overview

Under the SDG paradigm, active distribution networks are going to be clustered

into small and manageable sub–systems defined as microgrids [85]. According to

IEEE 1547-2018 standard, each microgrid has its own DGs and loads and capable of

operating back and forth in grid–connected and islanded modes. When microgrids

operate in islanded mode, DG units become fully responsible for maintaining the

system frequency and regulating the voltage within the prescribed limits under all

operating conditions. As such, the operation practices of these microgrids need to

be carefully designed and evaluated taking into consideration the different modes

of operation and integration with the entire SDGs [86]. Numerous research works

have been proposed in the last few years to asses and resolve the operation chal-

lenges of SDGs clustered into microgrids with consideration of islanded mode. The

vast majority of previous works focused on enhancing the secondary control (i.e.,

frequency and voltage regulation) and development of optimization models for mi-

crogrid EMS. Three main gaps have been identified in the literature with respect to

SDGs clustered into microgrids: 1) previous research in IMGs ignored the dynamic

state estimation process, which is a prerequisite and integral component in EMS

to ensure stable and reliable operation under different conditions, 2) lack of opti-

mization models for automated service restoration of SDGs considering IMGs and
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technical constraints of DG and load transfer between distribution feeders, and 3)

integration of power and natural gas distribution systems to enhance the operation

and reliability of microgrids under both normal and abnormal operating conditions.

1.6.1 Thesis Objectives

Based on the above discussions, three main objectives have been identified for this

thesis to enhance the operation of SDGs clustered into microgrids as follows:

• Optimal configuration of IMGs observation boundaries considering dynamic

state estimation.

• Optimal service restoration of microgrids considering islanded mode and DG

and load transfer within a specific microgrid or between neighbor microgrids.

• Optimal operation scheduling of integrated power and natural gas microgrids

during both normal and abnormal conditions.
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1.6.2 Thesis Layout

The organization of this thesis is structured as follows:

• Chapter 1: Presents the state of art and critical literature survey on SDGs

and microgrids.

• Chapter 2: Investigate the impacts of zoning choice on the performance of

distributed dynamic state estimation of droop-controlled IMGs under different

operation conditions. Furthermore, A multi–objective optimization model is

formulated to configure the IMG into a number of zones. The objectives of

the optimization model are to enhance the supply adequacy of each identified

zone and minimize the state estimation error.

• Chapter 3: A centralized service restoration algorithm is developed for mi-

crogrids considering both grid–connected and islanded modes of operation.

The proposed algorithm presented a multi–objective optimization model for-

mulation to include different aspects in the restoration process. Different en-

ergy transfer options is introduced between adjacent microgrids: DG transfer,

load transfer, and a combination of DG and load transfer. The proposed al-

gorithm considers the creation of a new, not predefined, IMG(s) with optimal

sharing of droop control parameters between DGs.
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• Chapter 4: A novel multi–agent algorithm is presented for the automatic

self–healing service restoration of SDGs clustered into microgrids. The pro-

posed algorithm decomposes the service restoration process into two sequen-

tial stages to perform a supply adequacy assessment and perform the optimal

reconfiguration between the microgrids.

• Chapter 5: Presents an optimal scheduling algorithm for bidirectional energy

conversion units (i.e., gas-fired generators and power-to-gas units) in energy

and ancillary service markets within multi–carrier microgrids. The proposed

algorithm presents new contribution indices to measure the participation of

energy utilities for the services, in which a motivation for the utility owners

is granted. The proposed algorithm considers both normal and abnormal

operating conditions of power and natural gas microgrids.

• Chapter 6: Presents the thesis summary, contributions, and directions for

future work.
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Chapter 2 - Optimum Design of IMGs

Considering Dynamic State Estimation

2.1 Introduction

Due to the absence of the main grid, dispatchable DGs are responsible for holding

the system voltage amplitude and frequency in IMGs [87]. Most of these DGs are

interfaced with the grid via static VSI. This kind of interface lacks the physical

inertia, which is available in synchronous generators rotating masses. This would,

in turn, introduce a high level of susceptibility in the IMG systems to parameter

variations, system disturbances and load/generation variability. State estimation

is a vital tool that is deployed in EMS to aid operation decisions such as voltage

and reactive power (Volt/Var) control, faults detection and isolation, and outage

management. To that end, monitoring devices such as RTUs are typically mounted

along distribution feeders to measure the injected active and reactive powers and

then transfer these measurements with irregular intervals i.e., 10-15 minutes, [88] to
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the EMS for the steady–state fusion process [89]. Such paradigm shift in distribu-

tion systems calls for timely knowledge of the system states based on real–time and

synchronized observations by deploying synchrophasors or micro phasor measure-

ment units (microPMUs) [90]. In this chapter, both centralized and distributed dy-

namic state estimation algorithms are adopted and compared for droop–controlled

IMG systems based on particle filter techniques. In the distributed approach, the

IMG is clustered into couples zones to reduce the complexity and computation time

of the dynamic state estimation process. Each zone is assigned with a zone state

estimator (ZSE). In each iteration, each ZSE calculates its local state variables and

share with its adjacent zones the state variables at the points of zone coupling

until they reach a consensus. The contribution of this chapter is twofold. First,

both centralized and distributed estimation algorithms are formulated for droop–

controlled IMGs. The impacts of selecting the number of zones and boundaries

between adjacent zones on the performance of the state estimation algorithm are

investigated. Second, a new optimization problem is formulated to determine the

optimum number and boundaries of zones for the distributed state estimation. Two

objective functions are defined: (1) minimization of the state estimation error, and

(2) minimization of the power exchange between coupling zones to make them self–

sufficient. Several case studies have been conducted to validate the efficacy of the

proposed optimization model.
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Figure 2.8: (a) An example of IMG; (b) equivalent network for the IMG in (a); (c)

transformation from ABC to DQ frame

2.2 Dynamic Modeling of Droop–Controlled IMG Systems

In this section, a nonlinear time domain model is presented for the representation

of the main IMG components, which are primarily DGs, lines, and loads. In IMGs,

each DG rotates at its own angular frequency ωi leading to several individual di-

rect and quadrature (DQ) frames. As such, all state variables for the DGs, lines,

and loads are transformed from their individual reference frames to a main DG

reference frame that is aligned to the DQ axis defined by an angle δi; where δi

represents the difference between the individual frame and the reference DQ frame

[34], [91]. Fig 2.8(a) shows a single line diagram of describing the main physical

components of IMG systems. Fig 2.8(b) shows the corresponding state variables

for each component, while Fig 2.8(c) shows the transformation from ABC to DQ

frame. By setting δi of the reference DG to zero, the rotating frequency can be

calculated as ωcom, which can be used to calculate the angles of other DG units in
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the IMG. All state variables of the DGs fdi ,fqi can be mapped to (fD,fQ) in the

reference DQ frame using the following transformation [34], [91] as in (2.1).

fD
fQ

 =

cosδi −sinδi
sinδi cosδi


fdi
fqi

 . (2.1)

According to (2.1), all IMG states can be tracked on the DQ frame and modeled

based on the states defining the element. As shown in Fig 2.8, each DG unit injects

its output currents Iodi and Ioqi to its connected bus i. It is worth noting that the

representation of the DG variable states are the injected currents in addition to its

rotational angle with the active and reactive power injected at bus i PGi
and QGi

.

Each load is specified by Ildi and Ilqi representing the absorbed current at each bus

i. Finally, Ibdj and Ibqj represent branch current flows in feeder j.

2.2.1 Dynamic Modeling of Droop–Controlled DGs

Each droop-controlled DG unit connected to bus i can be described with five state

variables given as (2.2)-(2.6) using (2.1).

δ̇i(t) = ω∗i − ωcom −mPi
. PGi

∀i ∈ B, (2.2)

ṖGi
(t)

ωci
= 1.5 (|V ∗i | . Iodi−nqi . QGi

. Iodi)−PGi
∀i ∈ B, (2.3)

Q̇Gi
(t)

ωci
= 1.5 (nqi . QGi

. Iodi − |V ∗i | . Ioqi)−QGi
∀i ∈ B, (2.4)
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LCi
. İodi(t) = |Vodi | −

∑
i′∈B

|Vbdi′ | −RCi
. Iodi + ωcom . Ioqi . LCi

∀i ∈ B, (2.5)

LCi
. İoqi(t) = |Voqi | −

∑
i′∈B

|Vbqi′ | −RCi
. Ioqi − ωcom . Iodi . LCi

∀i ∈ B, (2.6)

where, B is the set of IMG buses and feeders, respectively. The “dot” notation

over a given parameter indicates the parameter’s next time step estimation, i.e.,

İoqi is the next estimation of Ioqi . δ̇i is the deviation angle associated with the DG

at bus i. Since there is neither slack generator nor physical inertia to maintain the

system frequency and voltage magnitudes during disturbances, primary local power

controllers are usually implemented for the DG units during the islanded mode of

operation to mimic the droop characteristics of synchronous generators operating

in parallel [30], mPi
and nqi are the operating droop parameters of the DG for active

and reactive generated power, respectively. The operating drooped DG requires its

no load voltage magnitude and frequency as V ∗i and ω∗i , respectively. The control

structure for any drooped DG requires an output LC filter to remove the switching

harmonics produced by the inverter [92], [34]. RCi
and LCi

are the resistance and

the inductance of the output filter, respectively. ωCi
is the cutoff frequency of the

output filter connecting the DG to the bus i. |Vodi | and |Voqi | are the magnitude of

the output voltage of DG at bus i in the DQ frame. |Vbdi | and |Vbqi | are the voltages

at bus i which is based on Kirchhoff current law. By assuming a sufficiently large

virtual resistor Ri between bus i and the ground, |Vbdi | and |Vbqi | is presented as:
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Vbdi = Ri

[
Iodi − Ildi +

∑
Ibdj
]
∀i ∈ B ∧ j ∈ F, (2.7)

Vbqi = Ri

[
Ioqi − Ilqi +

∑
Ibqj
]
∀i ∈ B ∧ j ∈ F. (2.8)

In (2.7) and (2.8), each DG injects output currents Iodi and Ioqi to bus i. Ad-

ditionally, the currents flow between buses are a presentation for the branch states

as Ibdj and Ibqj , where F is the set of the feeders number. Also, Ildi and Ilqi are the

states for the load currents at bus i in the DQ frame, respectively.

2.2.2 Dynamic Modeling of Branch Lines and System Loads

Branch lines and loads in the IMG are modeled in their dynamic behavior in the DQ

frame. Starting with the loads in the IMG, Ildi and Ilqi are presented in (2.9) and

(2.10), where RLi
, LLi

are the resistance and the inductance of the load connected

to bus i, respectively [29]. The branch lines, Ibdj and Ibqj are presented in (2.11)

and (2.12), where Rbj , Lbj are the resistance and the inductance of the branch j.

Lli . İldi(t) = |Vbdi| −Rli .Ildi + ωcom.Ilqi . Lli ∀i ∈ B, (2.9)

Lli . İlqi(t) = |Vbqi| −Rli .Ilqi + ωcom.Ildi . Lli ∀i ∈ B, (2.10)

Lbj . İbdj(t) = |Vbdi| −
∑
i′∈B

|Vbdi′ | −Rbj . Ibdj

+ωcom . Ibqj . Lbj ∀i ∈ B ∧ ∀j ∈ F, (2.11)
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Lbj . İbqj(t) = |Vbdi| −
∑
i′∈B

|Vbqi′ | −Rbj . Ibqj

+ωcom . Ibdj . Lbj ∀i ∈ B ∧ ∀j ∈ F. (2.12)

2.2.3 Dynamic Modeling of Overall State and Observation Vectors

The overall state vestor can be formed by stacking together the state variables

described in (2.2)–(2.6) and (2.9)–(2.12):

X(t)={δi(t), PGi
(t), QGi

(t), Iodi(t), Ioqi(t), (2.13)

Ibdj , Ibqj(t), Ildi(t), Ilqi(t)
}

which leads to the set of nonlinear ordinary differential equations (ODE) with

ξ(t) as the state noise vector.

Ẋ(t) = f(X(t)) + ξ(t). (2.14)

In state estimation, the comparison of the predicted states with the ground truth

requires observations from measurement units dispersed throughout the network.

This can be represented as:

Y (t) = g(X(t)) + ζ(t), (2.15)

where ζ(t) is the observation noise vector and for the purposes of this work, the

observations are considered to be the nodal voltages in (2.7) and (2.8).
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2.3 Centralized and Distributed Particle Filter for Dynamic

State Estimation

The particle filter is a popular choice for state estimation due to its capability of

handling non–linear state and observation models [93]. Particle filter uses Monte

Carlo methods in order to approximate the posterior probability distribution func-

tion by constructing it using random samples known as particles. In the very

first iteration of the estimation process, each particle is created by generating NP

random state vectors based on the initial state value. These particles are then

propagated through time t using the state model in (2.14) to obtain the resultant

state vector for each particle p as in (2.16). Where, Nsv is the total number of

states in vector X.

Xp=



X1
p,1 . . . X1

p,t . . . X1
p,T

X2
p,1 . . . X2

p,t . . . X2
p,T

... · · · ... · · · ...

XNsv
p,1 . . . XNsv

p,t . . . XNsv
p,T


∀ t ∈ T ∧ p ∈ NP , (2.16)

The accompanying observations for each particle are found using (2.15). Once

the actual measurements from PMUs at time t are obtained (2.7)–(2.8), a weighting

factor Wp is generated for each particle p by comparing the actual measurements
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with the obtained observations. In this work, W p is presented as a generalized

weighting equation which gives a weighting factor for particle p at each time step

t. Equation (2.17) is a normalization of the obtained weights to unit value of 1.

W p(t)=Wp(t) .

( ∑
p∈NP

Wp(t)

)−1
∀ t ∈ T ∧ ∀ p ∈ NP . (2.17)

The degeneracy of the particles is a main issue that needs to be considered in the

particle filter where a small number of particles becomes dominant with time and

have relatively higher weights than others. Therefore, a residual resampling process

is added to the proposed particle filter, which update and generate random particles

based on the weight distribution of the particles [94], [95]. The resampling process

starts by generating vector Ŷp(t) for each particle based on its W p(t) as in (2.18).

In (2.19) the number of residual particles Nr(t) to be sampled can be calculated

based on Ŷp(t).

Ŷp(t) = NP . W p(t) ∀ p ∈ NP ∧ ∀t ∈ T, (2.18)

Nr(t) = NP −
∑
p∈NP

Ŷp(t) ∀ t ∈ T ∧ p ∈ NP , (2.19)

By sorting the generated vector from (2.18) to the lowest integer value, vector

Yr(t) is generated, which is used to obtain a weighting vector w̃(t) as in (2.20). The

cumulative sum of w̃(t) is used to sort a random variable vector Ui of dimension

NP × 1 and uniformly distributed in [0, 1]. Finally, new particles are generated

based on the remaining elements after sorting.
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w̃(t) = Ŷp(t)− [Yr(t)/Nr(t)] ∀ p ∈ NP ∧ ∀t ∈ T. (2.20)

It is worth noting that the computational complexity of a centralized imple-

mentation of the particle filter is O(k2NP ), where k is the number of states and

NP is the number of particles [96]. In order to reduce the complexity of centralized

particle filter, the mathematical formulation of a distributed implementation of the

particle filter is adopted in this work. To that end, the overall IMG is decomposed

into a set of NSc zones, where each zone is allocated computational resources in the

form of ZSEs. Each ZSE maintains a local state vector for each particle Xs
p and

an accompanying local observation vector Y s
p , which can be described as in (2.21)

and (2.22).

.
Xs

p(t) = f (s)
(
Xs(t),dsr(t)

)
+ ξs(t) ∀s ∈ NSc ∧ s 6= r ∧ ∀p ∈ NP , (2.21)

Y s
p (t) = g(s)

(
Xs

p(t)
)

+ ζs(t) ∀s ∈ NSc ∧ ∀p ∈ NP , (2.22)

where dsr(t) is the coupling forcing term between sending (s) and receiving (r)

zones, which is a vector denoting a collection of state variables that are not directly

observed by a given ZSE, however, they are required because they are part of the

local model of the zone. It is also worth noting that the computation of the local

set vector Xs
p may also contain shared states with an adjacent zone. The presence

of the forcing terms and shared states necessitate two–way communication between
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Figure 2.9: Forcing terms transactions between ZSEs at the coupling buses

adjacent ZSEs to compute the local state model and arrive at consensus for the

value of the shared states.

As an example, the communication of forcing terms between adjacent ZSEs

is presented in Fig 2.9. As depicted in the figure, two ZSEs are operating in a

distribution system and the number of state variables varies based on the elements

included in each zone i.e., the number of DGs, loads and buses. The ZSEs shared

coupling bus is Ci, which is not fully observed to estimate the state variables since

some information is observed from another ZSE. Therefore, forcing terms are sent

between the adjacent operating ZSEs in order to fully observe and estimate the

state variables of the coupling bus(es). As illustrated in Fig 2.9, the forcing term

from ZSE y to x is the current flowing from each zone y to the coupling buses

dyx(t) = [Iyj ]. Similarly, the forcing term from ZSE x is dxy(t) = [Ixj ], where j is an

index for the coupling feeder number between x and y ZSEs.
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In order to address the aforementioned notion of shared states between ZSEs,

a fusion rule is applied to arrive at consensus for their values. For each shared

state Xk in ZSE s at time t, the ZSE estimates its mean µks and variance ϑks from

its weighted particles and applies the fusion rule using (2.23). The summation in

(2.23) is computed using average consensus [91] in the adjacent zones.

Ẋk
fu(t)=

∑
s∈NSc

µks(t) . ϑ
k
s(t)

ϑks(t)
∀ k ∈ Nsv ∧ ∀ t ∈ T. (2.23)

Now that consensus is achieved for the shared states, each ZSE may request the

forcing terms from each adjacent ZSE for the next iteration and compute the final

state estimate. If the IMG is partitioned into NSc zones, the average number of

state variables per ZSE is roughly Nx/NSc. Assuming the use of NP particles, the

complexity of the proposed algorithm is NSc ×O((Nx/NSc)
2NP ) ≈ O(N2

xNP/NSc)

leading to a computational saving of a factor of NSc in favour of the DPF.

2.4 Design of ZSEs Based on DPF

The design of DPF aims to select the number and boundaries of the ZSEs to

minimize the root mean square estimation error (RMSE) for each state k. Equation

(2.24) illustrates the main objective function. The calculated Xs,k
Err is subject to the

total number of the assigned Monte Carlo (MC) iterations NMC . It is noteworthy

that MC simulations are conducted to verify that the DPF accurately tracks the
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IMG state variables despite using significantly corrupted state and observation

values as will be illustrated in the case studies.

Xs,k
Err =

√
1

NMC

∑
m

∑
t

(Xk,m
t −Xk,m

T )2 ∀k ∈ Nsv ∧m ∈ NMC ∧ ∀t ∈ T, (2.24)

Xs,k
Err ≤ ε ∀k ∈ Nsv ∧ ∀s ∈ Nzc. (2.25)

The Xs,k
Err is tested to an inequality constraint limited to certain threshold (ε),

which is assigned by the system operator based on the required accuracy [97],[98]

as in (2.25). The RMSE is tested for possible operating scenarios that might occur

in the system, in which a violation of the ε, will lead to another search for the

virtual boundaries. If the ε is within the acceptable limit, another scenario iS will

be tested on the assigned virtual boundaries until the algorithm reaches NSc. The

most acceptable configuration of the virtual boundaries with the total NSc will

be set as the optimal designed solution for the operating ZSEs. Flowchart of the

proposed solution is shown in Fig 2.10.
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Figure 2.10: Flowchart for each ZSE

2.5 Case Study for Designing ZSEs

The IEEE 33–bus distribution feeder [30] has been used in this work to test the

effectiveness of the proposed algorithm for distributed and dynamic state estimation

in IMG systems. As shown in Fig 2.11, the 33–bus distribution feeder is simulated as
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Figure 2.11: Typical IEEE-33 distribution bus system

an IMG, which operates at 12.66 kV. Without loss of generality, it is assumed that 5

dispatchable and equally sized DG units are installed in this system with a capacity

of 500 KVA for each unit. The DGs are located at bus 9, 15, 22, 23, and 25. All DGs

are droop–controlled, where the active and reactive power droop parameters mP

and nq, are selected to be 30.4×10−5 and 1.3×10−3 per unit, respectively. ω∗ is set

at 1 per unit for all DGs with a base value of 60 Hz. The output filters connected to

the DGs have the RC and LC of 0.747 ohm and 0.001273 H, respectively. The IMG

dynamic state model has been implemented in the MATLAB environment, in which

the ODE routine given in the MATLAB was used to estimate and solve the dynamic

parameters of the IMGs. A discretized time state space model with fixed time step

has been developed using the solution of the ODEs, in which the discretized model

adopts the proposed DPF algorithm in MATLAB. For the purposes of simulation,

the state values are augmented with state noise to reflect the inaccuracy of the

mathematical modeling of the IMG. The resultant state vector is established as
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the ground truth. A similar process occurs with the output of the observation

model, which is augmented with observation noise to reflect the inaccuracies of the

measuring units. The metric to measure the noise is the signal to noise ratio (SNR),

and is set differently for each case study to test the reliability of the proposed

DPF, where a higher SNR represents a more accurate signal. Due to the high

dynamic change of IMG, the simulation is performed with a time step of 0.083sec.

The accuracy of the centralized particle filter and DPF increases with the number

of particles used in the estimation process, therefore in this chapter a significant

trials have been made to achieve the optimal number of particles considering the

computational complexity. A total of 100 particles have been selected in this work,

in addition to MC iterations used to evaluate the RMSE. The time of simulation is

set to be 20 sec. Starting from the black start of the DGs, equal active power sharing

reached after 2.5 sec. This periodic time might vary based on the droop parameters

of the installed DGs. In the IMG, the frequency of the system is constant while

the voltage at each node is different. Since the installed DGs are assumed to be

equal in size and have the same droop settings, they will share the same active

power generation of 65KW which is depending on the frequency of the system,

while they will not share the same reactive power since the voltage is different. Fig

2.12 shows the output power sharing of the DGs in the IMG, where (a) and (c)

show the sharing power without any noise while (b) and (d) show the same sharing
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Figure 2.12: Active and reactive powers for the droop-controlled DG (a) and (c) without,

and (b) and (d) with Gauissen noise, respectively

power with Gauissen noise.

The proposed DPF is tested under different number and boundaries of zones as

shown in Table 5.14. Multiple system disturbances are assumed to occur to test

the robustness of the selected number of zones under different operating conditions.

The first event is a sudden load increment of the loads located in L2–L5 for a short

time from the 6th to the 8th seconds. In the second event, a load decrement is

assumed in load points L2–L11 at the 11th sec until the end of the simulation at

the 20th sec. To complicate the ground truth of the IMG, a third event is assumed

with a sudden load increment in L6–L11 taking place during the second event at

the 17th sec until the 20th sec.
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Table 2.2: Selected boundaries for each zone in DPF

Estimation Zones

Buses included in the zones

ZSE1 ZSE2 ZSE3 ZSE4 ZSE5

DPF-2Z 1-5, 19-25 5-18, 26-33 — — —

DPF-3Z 1-5, 19-25 5-8, 26-33 8-18 — —

DPF-4Z 1-3, 19-22 3-6, 23-33 6-12 12-18 —

DPF-5Z 1-3, 19-22 3-5, 23-25 5-12 12-18 6, 26-33

Figures 2.13 and 2.14 show the ground truth with the estimated values for the

generated active and reactive powers of DG1 located at bus 9, respectively. The

figures are plotted at SNR of 25 dB and at different number of zones as described

in Table 5.14. As shown in the figures, the track of DPF to the ground truth of the

IMG states is improved when the number of zones increases. It can be shown that

the solution converges with a minimum RMSE at DPF-4Z, since DPF-5Z gives the

same state estimation as the DPF-4Z. The number of states in the DPF-4Z are

equally distributed among the assigned zones based on the number of DGs, loads

and the forcing terms from the neighbour zones.
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Figure 2.13: DG1 Active power state with Gaussien noise and 25dB SNR

Figure 2.14: DG1 Rective power state with Gaussien noise and 25dB SNR

Figure 2.15 presents the maximum RMSE for the estimated states occurred be-

tween the DPF-3Z and the DPF-4Z using different types of noises with different

SNR. The state and observation models are corrupted with different types of ad-
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Figure 2.15: Different SNR and noise types on the proposed DPF

ditive noise that include: Gaussian, Uniform, and Colored noise [89]. As shown

in the figure, the proposed DPF is superior in tracking the ground truth and its

accuracy is significantly enhanced with the selection of the appropriate number of

zones.

The results show that appropriate design for the number of zones and their

boundaries could impact the accuracy of the proposed DPF and thus careful con-

sideration should be given to the design of distributed state estimation algorithms

for IMG systems. In the second phase of this chapter, an optimal design and

configuration for the ZSEs is presented.
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2.6 Optimization Model for the Design of ZSEs

In a distributed zones environment, each ZSE has its own states where this pro-

cess overcomes the computational burden and the complexity of estimating highly

dynamic and non-linear IMGs. This will, in turn, achieve a global solution for

the distributed state estimation problem [36]. Hence, careful consideration should

be given for the clustering mechanism of IMGs into zones. In addition to state

estimation consideration, the determination of zone boundaries dividing existing

individual or coupled IMGs into smaller zones might need to take into account

other operation requirements and/or objectives. Without loss of generality, the

power adequacy limits between the suppliers (i.e. DGs) and the loads within the

created zones is identified as a key operational requirement. Where the power ad-

equacy in the clustered zones must maintain the transferred power between zones

for protection purposes, such as failure of another zone. This constraint will pre-

vent the expansion of the fault for healthy sections and helps in the study for the

self–healing process from the neighbor zones [99]. It is worth noting that this work

assumed that the physical configuration of the system is not changed for the design

of the zones, and the physical reconfiguration process and the usage of the tie lines

are left for the restoration process in case of an emergency. Toward this trend, the

optimal designing of zones for the distributed state estimation is proposed using
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the ZSEs with the DPF technique, where virtual boundaries are defined for each

ZSE. The main objective function of the optimal zoning design is to create a set

of adequate zones that consider the probability of fault events occurrence in the

IMG, with the consideration of the total estimation accuracy. In the IMG, all the

grid components can undergo active failure events such as short circuit in the con-

ductors or the breakers. In addition to the active failure events, the passive failure

events need to be considered because there can be cases where a passive opening of

a conductor often come in contact with ground or other component, which leads to

a short circuit condition. Also, error in protection or a lack of situation awareness

from the operator will lead to passive failure events [100]. In order to test the ac-

curacy of the created zones on the active ZSEs, a wide variety of system operating

conditions and events are assumed in this work such as line failure, sudden load

drop, sudden load increase etc. The main objective function of the proposed algo-

rithm is shown in (2.26), which focus to minimize the transferred energy between

the coupled zones for the total time T in different scenarios NSc. The objective

function of the proposed DPF algorithm gives the advantage to isolate a faulty zone

without the defect of the healthy area;

Min. f(NSc, T ) =
∑
x 6=y

∆Sx,ycop ∀x, y ∈ Ns. (2.26)

where; ∆Sx,ycop is the total apparent transferred power between coupling zones x

and y, which can be calculated by the transferred forcing current terms with the
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Figure 2.16: Schematic diagram for the proposed design of ZSEs for DPF in IMGs

impedance to the coupling buses. The coupling zones x and y belong to the number

of zones Ns on the IMG.

Figure 2.16 shows a schematic diagram for the optimal designing of the proposed

DPF. The proposed DPF algorithm identifies and creates the virtual boundaries

for the ZSEs based on the required number of zones Ns. Once the virtual boundary

is assigned to the ZSE, it begins its local state estimation process. If the estimation

process produces an accuracy that exceeds a configurable threshold, the proposed

algorithm will search for a new configuration of the virtual boundaries. The pro-

posed algorithm uses the historical data of the DGs and loads to determine the DG

output and the required loads in each zone. The objective function is subject to

the steady state operational constraints for a distribution system as follow:
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2.6.1 Power Flow Constraints

The mismatch power flow equations considering droop controlled DGs are:

mPi
. PLi

= ω − ω∗i +mPi
. |Vi|

∑
i′∈B

[
|Vi′| . Yii′ . cos(θii′ + δi − δi′)

]
∀i ∈ B,(2.27)

nqi . QLi
= |Vi| − |V ∗i |+ nqi . |Vi|

∑
i′∈B

[
|Vi′ | . Yii′ . sin(θii′ + δi − δi′)

]
∀i ∈ B,(2.28)

where; ω is the operating frequency of the system. |Vi| is the voltage bus connected

to the DG. Yii′ and θii′ are the Y-bus admittance magnitude and angle between

buses i and i′, respectively, δi is the voltage phase angle at bus i.

2.6.2 Operational Limitations

The IMG has no slack bus to maintain the frequency ω at one per unit. For this

reason, the frequency is defined as a state variable, with upper and lower boundaries

given in (2.29). In addition, the droop–controlled IMG needs to maintain the op-

erational limitations of the connected buses [30]. In which, the operational voltage

of each bus i must be maintained within its specified voltage regulation minimum

and maximum limits V min
i and V max

i , respectively, as shown in (2.30). Finally, for

every branch F the line power flow Sj must meet the specified line capacity limits

in case of failure [101] formulated as in (2.31)

ωmin ≤ ω ≤ ωmax, (2.29)

|V min
i | ≤ |Vi| ≤ |V max

i | ∀i ∈ B, (2.30)
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|Sj| ≤ |Sj|max ∀j ∈ F. (2.31)

2.6.3 Number of Observation Zones

When there is a certain desired number of operating ZSEs is given by the IMG

operator, the designed zones Nzc needs to be limited to the desired number of

operating ZSEs. This constraint can be mathematically formulated as in (2.32),

where R is the solution space for all possible configurations.

config ∈ R[Nzc = Ns]. (2.32)

2.6.4 State Estimation Error Calculation

After assigning the operating ZSEs, the state estimation error is tested by calculat-

ing the difference between the estimated state variables Xk
t and their true values

Xk
T as in (2.24), after the execution of the proposed DPF state estimation algo-

rithm ,described in the first fold of this chapter, through time T . The proposed

flowchart in Fig 2.10 is updated to Fig 2.17, which provides an updated flowchart

summarizing the proposed optimization algorithm of DPF.
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Figure 2.17: Flowchart for the proposed optimization model for DPF in IMG
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2.7 Case Studies for the Optimized Model of the ZSEs

The IEEE 33–bus distribution feeder given in Fig 2.11 was used for the proposed

algorithm with the same DG assumptions and without the assumption of predefined

boundaries for ZSEs. Where, two case studies are presented, including different

scenarios in the IMG. The first case study is presented to test the optimal zoning

solutions compared to the centralized particle filter, since the fusion process is

absent in the centralized particle filter, which will result in an increase of the state

estimation accuracy. Further, in the same case study, a comparison is performed

between an arbitrary boundaries of the ZSEs and the optimal zoning configuration

with the same number of Ns. In the second case study, a sensitivity analysis of

choosing the number of zones is presented to show the optimal selection of the Ns

for specified system; this case study is tested in different SNR values and types of

noises.

2.7.1 Optimal Solution of the Proposed DPF Algorithm

In the first case study, the assumed type of state noise is white Gaussian noise

with SNR of 25dB, since the white Gaussian noise was found intrinsically in many

real–world systems. DG1 at bus 9 is the reference bus in which the rotational

phase angle around the DQ frame equals to zero. To increase system fluctuations,
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a scenario of different events is adopted for the first case study. The first event

is a sudden load incrimination occurred at bus 2 to bus 5 from the 6th to the 8th

seconds in addition to a second event which is assumed to be a load outage at

buses 2 to 11 at the 11th sec until the end of the estimation time. Furthermore,

a third event is assumed as sudden load incriminate from bus 12 to bus 22, this

fault is assumed to occur during the second event at the 17th sec until the end of

the simulation period. This scenario is specifically chosen to show the difference

between an optimal and arbitrary virtual boundaries. In this case study, Ns is

set to be 3 where the proposed algorithm needs to optimally configure the virtual

boundaries of the 3 operating ZSEs. Figure 2.18 shows the main parameters of DG1

power generation (P1 and Q1) using the DPF proposed algorithm compared to the

centralized particle filter. As shown in the figure, the estimation of the optimal

DPF-3Z obtained using the proposed algorithm at Figs 2.18 (c) and (f) is superior

to capture the ground truth of the state variables for the active and reactive power

generation of DG1, respectively. Compared with the centralized particle filter at

Figs 2.18 (a) and (d), the proposed DPF algorithm can perform the state estimation

with an equivalent accuracy to the centralized particle filter. Another solution with

an arbitrary selection and configuration for 3 operating ZSEs is presented at Figs

2.18 (b) and (e), showing the failure of tracking down the ground truth of the state

variables with several events occurred at the same time. The arbitrary DPF-3Z
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shows the efficacy of using the proposed DPF algorithm.
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Figure 2.18: Active and reactive state variables for DG1 at 25dB with white Gaussian

noise. (a) and (d): Tracking of the centralized particle filter to the true values of the

states, (b) and (e): Tracking of an arbitrary DPF-3Z to the true values, (c) and (f):

Tracking of the optimal allocated DPF-3Z to the true values

As shown in the figure, the arbitrary boundaries selection fails to track the

fluctuations of the state variables at 25dB. In addition, during the second event

at the 11th sec, the margin between the predicted state variable and the ground

truth increases, which result in an increase for the Xs,k
Err regarding the studied state

variables at Fig 2.18 to their specified ε. Figure 2.19 shows the optimal configuration

of the virtual boundaries of the 3 ZSEs using the proposed DPF algorithm and Fig

2.20 shows the minimized forcing terms between the configured zones based on the

main objective function of the proposed algorithm.
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Figure 2.19: Operating ZSEs with the optimal configuration of their factitious boundaries

based on the proposed algorithm with DPF-3Z
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Figure 2.20: Transferred forcing terms for the optimal DPF-3Z. (a) and (b): Forcing

terms between ZSE1 and ZSE2 in the DQ axis, respectively. (c) and (d): Forcing terms

between ZSE2 and ZSE3 in the DQ axis, respectively.
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Figure 2.21: The resultant root mean square error. (a), (b): Estimation error of the active

and reactive power generation for DG1 using different SE configurations, respectively.

In Figure 2.21 presents the XErr regarding P1 and Q1, where the maximum

allowed ε is assumed to be 5%. As shown in the figure, the only solution that is

not exceeding the maximum threshold is the obtained solution form the proposed

algorithm for both active and reactive power.

2.7.2 Sensitivity Analysis for the Proposed Optimization Model of DPF

A second case study is presented to show the effect of selecting the number of Ns

for the proposed optimization model, in order to minimize the operational cost

of the operating ZSEs. Using the same events described in the first case study,
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the proposed algorithm will be tested under different SNR values and types of

noises: Gaussian, uniform, and colored [34]. Fig 2.22 shows the power generation

state variables of DG4 at bus 23 with a SNR of 30dB, using different sets of Ns.

The proposed DPF algorithm is used to configure the virtual boundaries for each

set of Ns. Starting from DPF-2Z, the optimal configuration is generated using

the proposed algorithm and the tracking results are shown in Figs 2.22 (a) and

(e) for the active and reactive power generation, respectively. The results clear

demonstrate that the DPF-2Z fails to track down the ground truth of the state

variables. Using Ns equal to 3, the optimal configuration is obtained as in the

first case study and the simulation results is shown in Figs 2.22 (b) and (f). By

comparing the optimal solutions for the DPF-4Z and DPF-5Z at Fig 2.22 (c), (d),

(g) and (h), the difference between their estimations are almost the same, which

means that increasing Ns beyond 4 does not contribute to the accuracy of the

estimations. However, making Ns more than 4 is possible for 33–bus IMG. In order

to reduce the operational cost of the operating ZSEs, the optimal solution of the

DPF-3Z is the suitable number for distributed state estimation, where the XErr for

all state variables are equivalent to the DPF-4Z.
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Figure 2.22: Tracking of the optimal zones configuration for the active and reactive

power generation in DG4 at 30dB and white Gaussian noise. (a) and (e): Tracking of

the optimally allocated DPF-2Z to the true value, (b) and (f): Tracking of the optimally

allocated DPF-3Z, (c) and (g): Tracking of the optimally allocated DPF-4Z, (d) and (h):

Tracking of the optimally allocated DPF-5Z.

20 25 30 35 40
0

1

2

(b)

Uniform noise
Gaussien noise
Colored noise

20 25 30 35 40
0

1

2

E
st

im
at

io
n 

E
rr

or
in

 D
G

4 (
K

W
)

(a)

Uniform noise
Gaussien noise
Colored noise

20 25 30 35 40
SNR of State Model

0

0.4

0.8

1.2

(d)

Uniform noise
Gaussien noise
Colored noise

20 25 30 35 40
SNR of State Model

0

0.4

0.8

1.2

E
st

im
at

io
n 

E
rr

or
in

 D
G

4 (
K

V
A

r)

(c)

Uniform noise
Gaussien noise
Colored noise

Figure 2.23: Impact of SNR and Noise type on the proposed DPF. (a) and (c) are the

maximum estimation error occured for the active and reactive power generation in DG4

using DPF-3Z, respectively. (b) and (d) are the maximum estimation error occured for

the active and reactive power generation in DG4 using DPF-4Z, respectively.
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Figure 2.23 presents the maximumXErr occurred for the second case study using

different types of noises with different SNR values for both DPF-3Z and DPF-4Z.

The results show that the proposed optimal design of DPF state estimation is

superior in tracking the ground truth under different SNR values and types of noise

signals.

2.8 Summary for the Proposed Zoning Mechanism for DSE

This chapter compares the performance of centralized and distributed particle fil-

ters for dynamic state estimation in droop–controlled IMGs. The impacts of zone

numbers and boundaries of DPF on the accuracy of the state estimation is inves-

tigated. An optimization model is developed to design the number of zones and

identify their boundaries. Two objective functions are defined in the formulated

optimization problem: minimization of the RMSE of the state estimation and cre-

ation of self–adequate virtual zones by minimizing transferred power among zones.

The proposed DPF algorithm can be easily implemented in a real IMG system,

where loads and generations vary, and the importance of the estimation is critic to

prevent catastrophic outages. The performance of the proposed DPF is measured

in number of MC iterations considering the collection of the data with the fusion

process. The simulation results show that appropriate design of zones enhances the

performance of DPF significantly.
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Chapter 3 - Centralized Self–healing Service

Restoration Plans for Microgrids

3.1 Introduction

The integration of DG units and other emerging components such as microgrids can

have an impact on the operation practices used to be applied in conventional power

distribution systems. In fact, various operational strategies are expected to face

numerous challenges due to the high degree of complexities that is accompanied

with the transformation of distribution networks into SDGs clustered into micro-

grids. For instance, local distribution companies might no longer able to detect

and isolate faults and/or restore the outage loads using the human operator’s ex-

perimental rules. This, in turn, necessitates the need for implementing automated

self-healing mechanisms in SDGs that are considering the special control features

and operational characteristics of DGs and microgrids. In this regard, the state-of-

the-art self-healing restoration of distribution networks should be adopted to take
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these new features into consideration.

This chapter introduces the topic of self-healing restoration process for SDGs

clustered into microgrids, in which the faulted section is detected and restored using

a centralized controller managed by the DNO and/or the microgrid operator. The

contribution of this chapter is twofold. The first fold is directed towards developing

a self–healing restoration algorithm for droop–controlled IMG systems. To that

end, appropriate power flow models for droop–controlled DGs have been incorpo-

rated in the optimization problem to provide proper representation for microgrids

during islanded mode of operation. Several case studies have been conducted in

order to validate the proposed IMG restoration algorithm. In the second fold, an

automated back–feeding service restoration algorithm is proposed for SDG clustered

into micogrids. The central features of the new proposed algorithm that differen-

tiate this work from the literature are: 1) using DG units as alternative supply

configuration; where three types of energy transfer between the adjacent feeders

are introduced (load, DG and load/DG); 2) the creation of IMGs via optimal DG

and load transfer actions; and 3) the simplicity of the proposed algorithm.

3.2 Steady–state Modeling of Droop–Controlled IMGs

As discussed in previous chapters, the majority of DG units forming microgrids

are interfaced via dc-ac power electronic inverter systems. In islanded mode, droop
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control that enables active and reactive power sharing through the introduction of

droop characteristics to the output voltage frequency and magnitude of dispatchable

DG units is usually applied. In this section, a review of the steady–state modeling

for the concept of droop–based control scheme is presented.

3.2.1 Transmission Line Power Transfer Theory

The active and reactive power transfer in transmission lines is based on the voltage

and the phase angel at both sending and receiving bus sides. The active power and

reactive power flowing into the transmission line at the sending end can be given

as follows:

Si = Pi + jQi = Vi.I
∗ = Vi.

[Vi − Vi.e−jγ
jX

]∗
(3.1)

Pi =
Vi.Vj
X

.sinγ∗ (3.2)

Qi =
Vi.(Vi − Vj.cosγ)

X
(3.3)

where; Pi and Qi are the active and reactive power at line i, respectively. Si is

the total complex power at line i, Vi and Vj are the voltages at sending and receiving

sides, respectively. I is the current flow in the line, γ is the power angle, and X is

the line inductance. In transmission lines, the power angle is very small, therefore it

can be assumed that sinγ = γ and cosγ = 1. Accordingly, one can observe that the

active power is strongly dependent on the power angle, while the reactive power is
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strongly dependent on the voltage of the sending and receiving ends. Therefore the

frequency droop can regulate the active power and the voltage droop can regulate

the reactive power. Based on the droop concept, the inverters of dispatchable DG

units in IMG are controlled to imitate the behaviors of synchronous machines by

applying the following droop equations:

ω − ωo = −mP .(P − Po) (3.4)

V − Vo = −nq.(Q−Qo) (3.5)

where, ω is the system frequency, V is the voltage magnitude, ωo is the nominal

system frequency, Vo is the nominal voltage magnitude, P and Q are the inverter

output of active and reactive powers, respectively. Po and Qo are the momentary

set points for the active and reactive powers of the inverter. mP is the frequency

droop parameter, and nq is the voltage droop parameters.

3.2.2 Voltage and Frequency Control

Figures 3.24 (a, b) shows the power sharing of two inverters based on droop control.

Let’s assume that the frequency droop parameters of the two inverters are mP1 and

mP2 , and the output active power of the two inverters are P10 and P20 at the nominal

frequency of the grid ωo, respectively.
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Figure 3.24: (a): Active power sharing in droop control: (P–ω) characteristics; (b):

Reactive power sharing in droop control: (Q–V ) characteristics.

When the load increases, the two inverters change their output power and the

system frequency is changed from its nominal frequency to ω1. Such change in

active power can be formulated mathematically as follows:

∆P1 = P11 − P10 = − 1

mP1

.(ω1 − ωo) (3.6)

∆P2 = P21 − P20 = − 1

mP2

.(ω1 − ωo) (3.7)

Similar to (3.6) and (3.7), the two inverters share the reactive power demand

as shown in Fig 3.24 (b). Figure 3.24 shows the active and reactive power sharing

in which they are mainly governed by the static droop parameters of active and

reactive power, where

∆P1

∆P2

=
mP2

mP1

(3.8)

∆Q1

∆Q2

=
nq2
nq1

(3.9)

Equations (3.8) and (3.9) are used as virtual communication mediums among
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the inverters in order to represent the active and reactive power sharing between

the DGs. For n droop-controlled DG units, (3.10) and (3.11) below are met

∆P1.mP1 = ∆P2.mP2 = · · · · · · = ∆Pn.mPn (3.10)

∆Q1.nq1 = ∆Q2.nq2 = · · · · · · = ∆Qn.nqn (3.11)

It is noteworthy that the aforementioned analysis is under the strong assumption

that the DG units are highly inductive due to the coupling inductor used in the DG

interface. If the system is resistive, however, the equation will be given by (P–ω)

and (Q–V ) instead.

3.3 Formulation of Service Restoration Problem in Droop–

Controlled IMG

The self–healing restoration process for IMG is formulated in this work as an opti-

mization problem. The basic objective function of the restoration process include

three main points. The first aspect is to maximize the number of restored loads

LF as in (3.12), while the second aspect is minimizing the number of switching

operations Nsw as in (3.13). Finally, the last aspect is the minimization of the total

losses in the system as in (3.14). The activation of the third objective is based

on the duration time of the post-restoration configuration. If the new configura-

tion is intended for a long term (i.e. days/weeks) or for a planned maintenance,
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that means a reconfiguration process is performed until a proper maintenance is

achieved. Based on the above discussion, the basic objective function is presented

as follow:

FRS(LF , Nsw,∆S) = f1(LF ) + f2(Nsw) + f3(∆S)

f1(LF ) = max.
∑

Lx.Jx ∀x ∈ LF , (3.12)

f2(Nsw) = min.
∑

SWb ∀b ∈ Nsw, (3.13)

f3(∆S) = min. RST.
∑

∆SIMG
loss RST ∈ [0, 1]. (3.14)

where; Lx: The load at bus no. x, Jx: The binary decision whether the load at

bus x is restored (i.e., Jx = 1: resorted, Jx = 0: not restored), LF : The set of

all de-energized loads, SWb : representation of the switching operation in branch

b (i.e., SWb = 1: the switch state is changed, SWb = 0: no change occurs in the

switch state). ∆SIMG
loss is the total IMG losses which needs to be calculated in case

of a long term reconfiguration based on the binary index RST ; where RST is set

to 1 when the IMG is planned.

3.4 Constraints of the IMG Service Restoration Problem

The self–healing restoration process in the IMG is constrained by the operational

limitations as mentioned in section 2.6. Such as, the power flow constraints in

(2.27) and (2.28), voltage operational limitation in (2.30), and system rotational
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frequency in (2.29). In addition to the mentioned constraints, other limitations

need to be considered in the restoration process. The operational requirements of

DG units depend on their control schemes, which may vary with DG type, inverter

control features, and network mode of operation. For instance, low penetration

level of renewable based DG units (e.g. wind and solar) are usually uncontrolled

and permitted to inject their maximum generated power to the grid. However,

under the SDG paradigm, and with high DG penetration, a real time active and

reactive power control for the smart inverters of DG units is expected. In such

cases, the smart inverter might remotely and/or locally sets the active and reactive

powers with respect to maximum generated power and inverter capacity. Hence,

each DG inverter located at bus i and at time t injects active and reactive power

as in (3.15) and (3.16). In the islanded mode of operation, the droop parameters

of the DGs are calculated by (3.4) and (3.5), in which mP and nq must be greater

than 0.

0 ≤ P t
G,i ≤ SCapG,i (3.15)

| Qt
G,i |≤ min

(
P t
G,i.tan[cos−1pfminG ],

√
(SCapG,i )2 − (P t

G,i)
2
)

(3.16)

As shown in (3.15) and (3.16), the active power is limited to the DG inverter ca-

pacity SCapG,i and the DG reactive power is constrained by the DG minimum allowed

power factor pfminG and the available reserve of the inverter capacity. It is notewor-
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thy that the active power setting of renewable DG units is limited to the maximum

power that can be extracted at each time instant, t. Additionally, every line power

flow between the buses in the IMG have to be maintained in an acceptable limit

for the flowing current to avoid the overloading as presented in (2.31). Also, the

generated post–restoration network topology in distribution systems must have a

radial structure. Therefore the system radial structure needs to be maintained in

order not to defect the systems protection coordination schemes [20]. The radial

structure constraint can be expresses as in (3.17).

Nsw ∈ radialstructure (3.17)

3.5 Solution of the IMG Self–healing Restoration Problem

Using Heuristic Techniques

Heuristic techniques are well-known for their abilities to solve multi-objective op-

timization problems. There are numerous heuristic techniques proposed in the lit-

erature such as, artificial neural networks [102], genetic algorithm [103], extended

petri-nets [104], binary particle swarm [105], and fuzzy logic control [106]. Among

those techniques, ant colony optimization (ACO) is one of the most superior mech-

anisms [107, 108, 109]. ACO is a stochastic population based heuristic algorithm

which is equivalent to the behavior of the ant or bee in their colony in the real life
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[110, 111]. ACO is widely used in solving the problem of self–healing restoration

in active distribution networks. Given its superiority, ACO is selected in this work

to solve the formulated optimization problem of self–healing restoration in IMG,

where the out of service section finds its own restoration path as follows [112]:

Pij =
ταij.η

β
ij∑

ταis.η
β
is

s ∈ k (3.18)

where; Pij: The probability of the ant to move from point i to j, ταij: The

quantity of remnant pheromone on the trail from i to j, ηβij: The desirability of

the trail which is 1/distance; α and β: The parameters that control the relative

importance of the trail pheromone versus the desirability of the trail. k: represent

all the possible paths. When all ants have completed a tour, the pheromone trails

are globally updated using the global pheromone-updating rule (3.19). The aim of

the pheromone update is to increase the pheromone values associated with good or

promising solutions, and to decrease those that are associated with bad ones based

on (3.20).

τij = (1− ρ)τij + ∆τij (3.19)

∆τij =
Q

LS
(3.20)

where, ρ is the evaporation of trail pheromone between i and j and ∆τij is

the pheromone left on trail ij by current optimal solution given as in (3.20). In

which, Q is constant value and LS is the tour length of the ant S to the whole
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Figure 3.25: Flowchart for the proposed self-healing restoration process in IMG using

ACO.

trip. The optimum solution is obtained; after a number of iterations, comparing

the probability of each path with each other, and by choosing the one with the

highest probability. The ACO is integrated to the self–healing restoration process

which can be represented as in Fig 3.25.

3.6 Case Studies for the Application of ACO in Service

Restoration of IMG

The 33–bus distribution test system depicted in Fig 2.11 has been used in this

study to test the effectiveness of the proposed ACO self–healing algorithm in IMG

to optimally restore the out of service loads with optimal setting of the droop
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Figure 3.26: IMG with internal Tie lines.

parameters. Figure 3.26 is presented to illustrate the NO tie lines in the IMG,

the tie lines are used to support the self–healing restoration process of the IMG

in case of a fault. As shown in the figure, four dispatchable DGs are assumed to

be installed at buses 10, 19, 23, and 29. All DGs are operating with fixed droop

active and reactive power parameters. mP and nq, are selected to be 135 × 10−5

and 25× 10−3 per unit, respectively. ω∗ is set at 1 per unit for all DGs with a base

value of 60 Hz.

Two case studies are carried out to validate the effectiveness of the proposed

optimization model for IMGs. The first case study is conducted to assess the

impacts of optimal droop parameters setting on the operation of IMGs during
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Table 3.3: Droop parameters for installed DGs in IMG.

Equal Droop parameters Optimal Droop parameters

DG location 10 29 23 19 10 29 23 19

mP 135× 10−5 7× 10−4 95× 10−5 8× 10−4

nq 25× 10−3 125× 10−4 16× 10−3 145× 10−4

ω∗ 1 1.0044 1.0001 1.0073 1.0067

V ∗ 1.01 0.9856 1.01 0.9895 0.9956

Total IMG losses 0.111 MVA 0.106 MVA

Min. Voltage occurred 0.951 0.97

normal operation (i.e. no fault). Without loss of generality, the objective function

in the normal mode of operation aims to minimize the IMG system losses; where

f1(LF ) and f2(Nsw) are deactivated. In the second case study, service restoration

process in IMG is performed considering the optimal settings of droop parameters.

The second case study is assumed to perform a reconfiguration that last for a long

period of time, in order to consider the third term of the basic objective function (i.e.

total IMG losses). By applying the proposed ACO algorithm in normal operation,

the optimal droop parameters for power sharing are altered. The change of the

droop parameters is shown in Table 3.3 in addition to the total system power loss

and the minimum occurred voltage in both settings.

As noticed in Table 3.3, the total MVA losses for IMG decrease when applying
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Figure 3.27: Voltage profile of the IMG during normal operation.

the proposed ACO algorithm in addition to an increase in the minimum voltage

level occurred in the system. Figure 3.27 shows the voltage profile of the IMG

between equal and optimal settings of the droop parameters. The results show

that optimal power sharing of droop–controlled DG units reduces the system losses

and enhances the voltage profile significantly.

In the second case study, it is assumed that a fault occurs between bus 10 and

bus 11, where the loads from bus 11 to the downstream is out of service and need

to be restored. According to the topology of the studied system, it can be noticed

that Tie 2, 3 and 4 are only the candidate paths in order to restore the faulted area,

where only one switching operation of them can be used to satisfy the restoration

problem. However, when the losses minimization is taken into account, there might
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be several required switching actions. To determine the optimal switching actions

for maximizing the load restoration, minimizing the switching operation, and satis-

fying the operation constraints, the proposed ACO needs to be executed. After the

occurrence of the faulted area, the restoration process is carried out by the ACO to

choose from different switching actions to restore the faulted area, which can help

the DNO to take appropriate decision. The challenge in the self–healing restoration

process which will remain for a long periodic time, is thus prevailing in taking an

optimal decision that is a trade–off between the minimum losses and the number of

switching operations, where as the number of switching operation increases the total

cost of the restoration process is also increased. A limit of 3 switching operations

have been assumed in order to study the impact of switching operation number

on the solution of the optimization problem. In this case study, the restoration

is performed and compared by using arbitrary and optimal droop parameters (i.e.

For each candidate solution (i.e. configuration), a nonlinear optimization problem

is solved to determine the droop settings of DG units). Table 3.4 shows the results

of the self–healing restoration process for both equal and optimal settings of the

droop parameters under different reconfiguration options. Figure 3.28 shows the

voltage profile in the two case studies with different switching operation.
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Table 3.4: Results of the proposed self-healing restoration in IMG.

Points of

comparison

1 Switching

Operation

2 Switching

Operations

3 Switching

Operations

Total MVA Losses

Arbitrary

Setting

0.1139 MVA 0.1139 MVA 0.11253 MVA

Optimal

Setting

0.109713 MVA 0.1089 MVA 0.1075 MVA

Min. Voltage Level

Arbitrary

Setting

0.951 p.u. 0.949 p.u. 0.948 p.u.

Optimal

Setting

0.9708 p.u. 0.9696 p.u. 0.9675 p.u.

Switching Actions

Arbitrary

Setting Close: Tie 3
Close: Tie 3

Open: s22

Close: Tie 1, Tie 3

Open: s26

Optimal

Setting
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Figure 3.28: Voltage profile for all restoration scenarios.

As shown in the results, the optimal power sharing among the droop–controlled

DG units in IMG will enhance the system losses. Further, as depicted in the results,

the voltage profile for the buses has been significantly improved. As shown in Fig

3.28, the minimum voltage occurred in all switching scenarios in the optimal droop

settings is within the range of the voltage constrains. However, in some switching

operation scenarios, in the equal arbitrary droop parameters study, the voltage

magnitude violated its lower bound, which is a critical state for the total system.

The DNO can use the obtained results to compromise between the total losses and

the cost of the switching operation. A key factor that needs to be taken into account

in the self–healing restoration process is the time of execution. Where, it is critical

to restore the faulted loads as quick as possible. In the proposed algorithm, the
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number of iterations that has been taken in this process to restore the loads was

found to be 9 iterations for the ACO to take the decision in all possible switching

actions, and 3 to 12 iterations for the power flow for every nominated configuration

for the system. The processor used to conduct the simulation was Intel® Core

™2 Duo CPU P8700 @ 2.53 GHz with system type of 32-bit operating system and

the installed memory was 4.00 GB.Where at this specs the duration time taken

from the ACO to propose the suitable configuration was 115.25sec. The obtained

execution time of the proposed self–healing restoration process is acceptable to the

microgrid operator in order to do the switching actions in the system.

3.7 Automatic Restoration in SDG Considering Different

Energy Transfer and Creation of new IMGs

In SDGs, several electric power system areas can form microgrids capable of operat-

ing either parallel to or isolated from the main grid. In this regard, a new centralized

control scheme for automatic back–feed service restoration in SDGs clustered into

microgrids is proposed. The central features that differentiate this work from the

literature are: 1) using DG units as alternative supply configuration; where three

types of energy transfer between the adjacent feeders are introduced (load, DG and

load/DG); 2) the creation of IMGs via optimal DG and load transfer actions; 3)
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the simplicity of the proposed algorithm. The proposed algorithm takes into con-

sideration the load variability in different feeders during the fault occurrence and

the system operational constraints.

3.7.1 Power Transfer Mechanisms in the Restoration Process

The widespread implementation of DG units in distribution networks has created

microgrids with sufficient generation capacities to meet all, or most, of their local

demands [113]. Microgrids are regarded as the building blocks of SDGs, since

they may offer multiple potential benefits for customers, DG owners, and utilities.

The network configuration for each microgrid can be identified based on the zone

in which the devices that allow separation of a microgrid from the electric power

system are located. Figure 3.29 shows an example of a SDG configured into multi–

microgrids. As depicted, each microgrid consists of a group of components (e.g.,

distribution feeders, DG/storage units, and loads) with an isolation switch at its

point of coupling with the main power grid. Each microgrid is capable of operating

in both grid–connected and islanded modes. Adjacent microgrids are tied through

NO switches. Most distribution networks have a radial structure, where loads are

normally fed from one substation through a distribution feeder. However, in order

to increase customer service reliability, distribution feeders, supplied from different

substations, are tied together normally via open switches, (i.e. redundancy). These
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Figure 3.29: Typical structure of a SDG configured using multi-microgrids transferring

different types of power support.

switches allow customers to be back–fed from an alternate source/substation during

an outage affecting their main substation. This reconfiguration process can be

achieved in the form of a single–path restoration, in which the potential back–

feeding source (i.e., adjacent source directly tied to the faulted feeder), can provide

the required power, from a single path, to the load [114, 115].

However, in some severe conditions (e.g. storms), the capacity of the adjacent

source may be limited, and multiple back–feeding sources (i.e. multi–path restora-

tion) may be required to reach a feasible solution for the restoration problem [116].

In such conditions, the non served load may have to be split into two or more

load zones, in order to be fed from multiple sources and maintain the radial struc-
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ture. In order to prevent load shedding, the back–feeding source(s) can increase its

available power by transferring part of its loads to its unfaulted adjacent source(s)

(this process is known as load transfer [116, 117]). Here, a supporting feeder can

disconnect a portion of its local load and transfer it to another adjacent support-

ing feeder via the tie line between them, in order to reduce local loading and thus

offer an adequate surplus of power to help restore the supported feeder. This, in

turn, introduces the concept of a multi–layer restoration, where the switches that

tie the un–served load area with its back–feeding sources are called the first layer

of tie switches for load restoration. The second layer of tie switches binds the

back–feeding sources and their adjacent sources. In SDGs, the integration of high

DG penetration in distribution systems can be utilized as an alternative supply

configuration. DG units can be transferred between microgrids in order to increase

available power and reduce load shedding [118]. In addition, with an appropriate

sequence of switching, the creation of (a) post–restoration IMG network(s) may

create a feasible solution for solving the restoration problem. Based on the afore-

mentioned discussion, three types of power transfer between microgrids, during the

restoration process, are introduced in this work: load transfer (LT), DG transfer

(DGT), and a mix of load/DG transfer (LT/DGT).

As shown in Fig 3.29, when the source S1 is disconnected, the out of service loads

in MG1 can be restored either in single–path, multi–path or multi–layer switching
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schemes. For instance, a single–path restoration solution is feasible when either

MG2 or MG3 (i.e. back–feeding microgrids) can provide the required power for the

non served loads. When a single–path solution is infeasible, a multi–path restora-

tion maybe needed. In such cases, both MG2 and MG3 pick up the un–served loads

by splitting them via internal zone switching. In the case of infeasible solutions, the

restoration process requires a multi–layer scheme, in which MG4 can contribute to

MG2 and MG3, by increasing their remaining capacity. Another viable solution,

under the SDG paradigm, is to create an IMG in the zone of the un–served load

by transferring DG units from MG2 and MG3. The proposed control scheme is a

centralized control, assuming that the DNO have a total knowledge of information

of each feeder near by the faulted area. The DNO can run the simulation power

flow for every supporting feeder individually by installing a dummy load at the end

of the tie line, in order to calculate the maximum reserved capacity for every feeder

that can be supplied for the installed dummy bus. The DNO now can know the

MVA for every supporting feeder that can be transferred. The main possible solu-

tion of the service restoration in conventional distribution systems is to restore the

out–of–service load zone using a potential back–feeding source via the installed NO

tie switches [66]. The restoration could be in the form of a single–path restoration,

when a potential back–feeding sources able to provide the required power over a

single path to the out-of-service load zone.
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The problem of automated restoration is formulated as a mixed integer nonlinear

optimization problem. The objective function reflects mainly the total cost of the

restoration process including the costs of load interruption and switching operations

[68], also taking into consideration that the losses in the total restored system is not

a major factor to be added in the objective function since the aim of the restoration

process is to deliver the service for the faulted loads, the objective function can be

formulated as follows:

min.
( LF∑
i=1

CICi +

SOCT∑
sw=1

Csw | xsw,t − xsw,t+1 | +
NT∑
k=1

| Tk,t − xk,t+1 |
)

(3.21)

where; CICi is the cost of customer I interruption from the total faulted loads

LF , SOCT is the total number of internal automatic switches of each supply, Csw

is the cost of changing the switch status time t to t+ 1; NT is the total number of

tie line switches, Ck is the cost of changing the state of each tie line switch from

time t to t+ 1.

As discussed before, any distribution system operates under the safety con-

straints that must be taken into consideration when creating new configurations

of the system even in the normal condition without any fault. These constraints

are set to maintain the system stability in over or under loading. The objective

function is subjected to different constraints depending on the mode of operation

of each created network in the restoration algorithm. These constraints include

the voltage level at each node (2.30), generation capacity of the DGs (3.15) and
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(3.16), and feeder line capacity (2.31). The power flow operational constraint as in

(2.27) and (2.28) in case of IMG or the creation of a new IMG in addition to the

frequency constraint as in (2.29). Additionally, the connection between microgrids

is considered in the constraints to prevent any violations after the restoration pro-

cess. Power transfer between adjacent sources is limited by the capacity of the NO

tie lines given in (3.22).

Si,jT ≤ Tiei,jcap (3.22)

where, Si,jT is the transferred MVA from feeder i to feeder j and Tiei,jcap is the tie

line capacity that can accept the transfer from feeder i to feeder j. Technically (3.22)

is the major constraint that must be considered in both load and DG power transfer.

Also, the generated post–restoration network topology in the distribution systems

must have a radial structure. Therefore the system radiallity needs to be maintained

as in (3.17). The proposed control strategy measure the radiallity constraint by

taking into account any of a circulating current in the created structure [71]. The

updated radiallity constraint considering the tie lines can be expresses as in (3.23),

(SOCT +NT ) ∈ radialstructure (3.23)

As explained above, in addition to the LT, the integration of high DG penetra-

tion in distribution systems can also be utilized as an alternative supply configu-

ration. DG can be disconnected from its main/normally-predefined microgrid and

connected to an adjacent microgrid to increase the surplus power of the adjacent

90



one, and thus maximize restored loads. This process is called “DG transfer between

microgrids.” This process of DG transfer between microgrids might be limited to

some technical operation constraints set by the utility, e.g. protection coordination,

feeder capacity/loading limits, and specified voltage and reactive power control re-

quirements [118]. Hydro One, for instance, a transmission and distribution com-

pany, located in Ontario Canada, sets a limit of less than 251 kW for the capacity

of each single DG unit in order to allow for transfer ability [118]. Figure 3.30 illus-

trates the DGT between different feeders. As shown in Fig 3.30(a), each microgrid

has its own set of different DG capacities at normal system configuration. However,

in the case of any alternative reconfiguration, as in Fig 3.30(b), the allowed DGT

from MG1 to MG2 or MG3 is limited to the 240 kW DG. It is worth noting that

the total allowed DGT from MG2 to MG1 is 500 kW i.e., 2 units x 250 kW. Also,

as shown in the figure, DGT from MG3 is not allowed, as the individual capacity

of each DG unit exceeds the allowed transferable limit. The DGT limit can be

modeled as:

TRk,l
G(i) =


1 ∀SCapG(i) < Sk,lDGT,lim

0 otherwise

(3.24)

where, TRk,l
G(i) is a binary variable for the status of transfer for DG i, between two

adjacent feeders, k and l (i.e. one is transferable and zero, otherwise); and Sk,lDGT,lim

91



Figure 3.30: Different DG transfer among different microgrids.

is the allowed limit of DG transfer between the two feeders.

3.7.2 Case Study for the Proposed Centralized Automatic Restoration

of SDG Clustered into Microgrids

In order to test the effectiveness of the proposed automated restoration, simulation

studies have been carried out in MATLAB environment on the 70–bus distribution

test system [119] as shown in Fig 3.31, the system has four substations, T1, T2,

T3, and T4 with the following assumptions: scheduled maintenance is assumed at

T4 and its feeder has enough DG units to operate in islanded mode of operation

(i.e. scheduled IMG). The capacities of T1, T2, and T3 are 2, 2.5, and 2.5 MVA,

respectively.
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Figure 3.31: 70 Bus system represented as a SDG clustered into four microgrids.

Table 3.5 show the sizes and droop gain parameters of the DG units assumed

in the system. It is noteworthy that the droop gains are utilized when the DG
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units operate in islanded mode to control the system frequency and voltages. In

grid–connected mode, the installed DG units are assumed to operate in PQ mode

with unity power factor. As for the loads in this system, different types of loads

(i.e. residential, commercial and industrial) have been considered in order to assign

the load priorities according to the customer interruption cost (CIC). In the pre–

fault condition, the system was fully functional where each feeder was working

separately without connection with its adjacent feeders, as shown in Fig 3.31 (i.e.

all tie switches were opened). The minimum voltage during the pre–fault condition

in the system was found to be 0.97 per unit.

Table 3.5: Different Installed DGs in the Total system with the Rated Capacity.

DG Number
Rating MVA

Capacity

Droop Parameters in IMG

mP nq ω∗ Vˆ*

3 and 6 1 0.0027 0.05 1 1.02

1, 2, 4,

5, and 7

0.5 0.0054 0.1 1 1.03

8 0.25 0.0108 0.2 1 1.02

During a full loading condition, a fault is assumed to occur at T2. The repair

time of the fault is assumed to be 2 hours. The installed DG8 at this feeder will not

be applied to restore all the faulted loads in this feeder taking into consideration the
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critical loads that are connected on this feeder, four restoration scenarios have been

conducted in the aforementioned condition. In the first scenario, it is assumed that

only single–path restoration is allowed using T1, T3 individually. In the second

scenario, a multi–path restoration process is achieved by using the back–feeding

supplies T1, T3 With each other in order to increase the total restored loads with

the system reliability. Finally in the third and fourth scenarios are proposed using

the multi–layer restoration using all the available (back–feeding/ adjacent) feeders,

where in the fourth scenario the creation of the IMG is proposed, in Table 3.6 DNO

can obtain the remaining power for each feeder.

Table 3.6: The Remaining Capacity for each feeder.

Capacity Limit

MVA

Actual Generation

MVA

Remaining Capacity

MVA

T1 2 1.1262 0.8738

T2 2.5 2 —

T3 2.5 1.86 0.64

T4

Scheduled IMG

2 1.1405 0.8595

First scenario of the single path restoration from either T1 or T3 cannot achieve

the full restoration since the available power capacity of each feeder individually is
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much less than the requested restoration power in T2, therefore the DNO will search

for more restoration scenarios. In Table 3.7 the difference between the restoration

layers is presented, as illustrated in the proposed algorithm. In the multi–path

restoration the DNO use only the back–feeding supplies without considering the

adjacent supply IMG. One of the other relaxations to the system to overcome the

fault occurrence is reducing the minimum limit of the voltage that will occur in

the neighbor feeders to 0.9 per unit voltage, which is acceptable in the distribu-

tion systems under the critical conditions. As shown in Table 3.7, the multi–path

restoration was sufficient in the total cost and the minimum losses occurred in the

system while there are a tremendous number of loads out of restoration process due

to the power adequacy with the major constraints.

On the other hand, in order to increase the system reliability, the DNO will

restore the faulted area using the multi–layer restoration considering the adjacent

supplies. As shown in Fig 3.31 the IMG is directly connected to T3 where the DNO

starts to optimize the operational condition between them in order to increase

the available capacity that can be finally transferred to T4. In Table 3.7 it is

noticeable that the number of total restoration cost is decreased with the increase

of the switching operation while on the other hand the number of un–restored loads

decreased which can be seen in the CIC of the restoration process.
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Table 3.7: Restoration process with different feeders.

Operation
Multi-Path

Restoration

Multi-Layer Restoration

without IMG

Creation

IMG

Creation

Switching Operation
Close: S43, S46

Open: S17, S20, S24

Close: S40, S43, S46

Open: S17, S19, S20, S33

Close: S36, S40, S43, S46

Open: S3, S8, S17, S22, S33

Power Loss 0.102 MVA 0.135 MVA 0.131 MVA

Min. V 0.917 p.u. 0.944 p.u. 0.966 p.u.

Switching Cost $ 253.75 $ 355.25 $ 456.75

Elapsed Time 2.6602 Sec 4.0961 Sec 3.7319 Sec

Not served loads

after restoration

L49, L50, L51, L66,

L67, L68, L69

L68, L69 L69

CIC $ 9,892 $ 2,779 $ 1,621

Total Cost $ 10,146 $ 3,134 $ 2,078
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Figure 3.32: New configuration yield from multi-layer restoration process with creation

of IMG.

Finally in order to increase the restoration percentage, the DNO will operate

on the formation of a new IMG in the faulted area which can be achievable based

on the proposed method by checking Table 3.5 with the capacity of the installed

DGs. For example, in T1 the total available capacity was 0.8738 MVA that can
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be transferred through the capacity of the tie lines and as for the installed DGs

1 or 2 with a capacity of 0.5 MVA, which means the acceptance of DG transfer

condition. In order to formulate the new IMG, in Table 3.7 it can be noticeable

that the restoration process cost is slightly decreased due to the decrease of the

number of un–restored loads. Also, it can be observed that the total MVA losses

have been decreased due to the new created networks (i.e. configurations) and the

formation of a new IMG. Figure 3.32 shows the system post–restoration networks

using the proposed algorithm. As shown in the figure, the concept of DG transfer

and creation of IMGs generated a feasible solution for the restoration problem.

3.8 Summary for the Automatic Centralized Restoration

Proposed Algorithm

In this chapter, centralized optimization algorithms are proposed for self–healing

service restoration of SDGs. The developed algorithms take into account the special

characteristics and operation philosophy of droop–controlled IMG system, allowing

different types of energy transfer between adjacent microgrids, and facilitate the

creation of new (not predefined) IMGs in order to maximize the restored loads dur-

ing emergency conditions. The formulated problems consider other aspects such as

the number of switching and the system losses. Two different operational control
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schemes (without and with optimal power sharing) have been implemented in the

proposed algorithms to account for the impacts of the selection of the droop param-

eters on the enhancement of the IMG restoration process. The problem has been

formulated as a mixed integer nonlinear optimization. The ACO has been utilized

to solve the optimization problems. Several case studied have been carried out to

validate the efficacy of the proposed optimization models.
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Chapter 4 - Multiagent Back–Feed Power

Restoration using Distributed Constraint

Optimization in SDGs Clustered into Microgrids

In this chapter, a distributed optimization problem is formulated for the automatic

back–feed service restoration in SDGs. The formulated problem relies on the struc-

ture of SDGs, clustered into multi–microgrids, capable of operating in both grid–

connected and islanded modes of operation. Similar to the work in chapter 3, the

three types of power transfer presented between the neighboring microgrids, during

the restoration processes are taken into account: load transfer, DG transfer, and

combined load/DG transfer. Also, the formulated optimization problem takes into

account the ability of forming new, not predefined IMGs, in the post–restoration

configuration, to maximize service restoration. To obviate the need for a central

unit, the optimization problem is reformulated in this chapter as a distributed

constraint optimization problem, in which the variables and constraints are dis-
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tributed among automated agents. To reduce the problem complexity, the restora-

tion problem is decomposed into two sequential and interdependent distributed

sub–problems: supply adequacy, and optimal reconfiguration. The proposed al-

gorithm adopts the Optimal Asynchronous Partial Overlay (OPTAPO) technique,

which is based on the distributed constraint agent search to solve distributed sub–

problems in a multi–agent environment.

4.1 Formulation of the Distributed Constraint Optimiza-

tion Problem

The problem formulation is based on a distributed optimization problem, in which

the variables and constraints are distributed among automated agents [120]. In a

distributed optimization environment, each agent has its own agent–view, which

stores its variable assignment, domain, constraints, and algorithm procedures. The

solution philosophy of distributed optimization problems adopts a multi–stage nego-

tiation protocol among the automated agents, via two-way communication channels

[77, 121]. Figure 4.1 shows a schematic diagram of the proposed distributed control

structure for SDGs. As shown in the figure, each microgrid is connected to an

adjacent microgrid(s) at the point of coupling through a NO switch. Each micro-

grid control agent updates its agent–view by estimating the power adequacy of its

102



Figure 4.1: Schematic diagram of the distributed control structure between microgrids

assigned microgrid, each time it receives information. In order to implement a dis-

tributed control scheme, a two–way communication network needs to be deployed

to facilitate the exchange of messages between control agents. The communication

network is modeled as a directed graph given as [77, 120]:

G = (v, E,Λ) (4.1)

where, v = (v1, . . . , vH , . . . , vnMG
), is a set of nodes at which location the control

agents are connected in the SDG, and E ⊆ v × v is the set of directed edges that

describes the communication links between the control agents. An edge (vH , vK) ∈

E, denotes that control agent H can obtain information from control agent K, but

the inverse in not necessarily true. Λ is an nMG × nMG adjacency matrix; where

Λ = [λHK ] ∈ <n×n with λHK equals one, if (vH , vK) ∈ E, and zero, otherwise. Also,
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in order to align with the literature, self–loops are not counted in E, i.e., λHH = 0.

The in–neighbors of control agent H, are those eligible to send data to H, and are

represented as ℵinH = [l ∈ ν : (l, H) ∈ E and l 6= H]. Further, the out–neighbors of

control agent H, are those eligible to receive data from H, and are represented as

ℵoutH = [l ∈ ν : (H, l) ∈ E and l 6= H] [122]. Given that a two–way communication

is deployed, it is assumed, in this work,that N in
H = N out

H . It is noteworthy that this

communication model is totally independent of SDG structure, and the locations

of microgrids; however, a communication optimization problem can be adopted to

minimize the exchanged messages path and the duration of the solution set points

of the microgrids [122].

In order to reduce the restoration complexity, the formulated optimization prob-

lem is split, in this work, into two sequential distributed optimization problems:

distributed supply adequacy assessment (DSAA), and distributed optimal recon-

figuration (DOR).

4.2 Distributed Supply Adequacy Assessment (DSAA)

This problem aims to allocate resources for the out–of–service loads via a mediation

process between the microgrid control agents (µA). To that end, the control agents

are classified into two categories: supported and supporting. Supported agents

are the microgrid control agents in which the un–served loads exist. In this stage,
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each supported agent (µAx) determines the required load SMax
Fx

that needs to be

restored, which is equivalent to the difference between the total load and the avail-

able generation capacity. Also, a slack variable that acts as a fictitious generator

AFx , is defined. AFx represents the amount of un–served/curtailed load, in case the

reconfiguration process cannot completely restore the entire power demand. Hence,

AFx can be defined as:

AFx = min[SMax
Fx

,
∑

TLMax
k,x ] ∀x ∈ X (4.2)

where, x ∈ X and X is the set of supported microgrids; TLMax
k,x is the maximum

back–feeding power transfer from any adjacent microgrid h.For each supporting

agent µAy, a generation variable APy , representing the energy transfer to support

µAx is defined as:

AFy = min[SMax
Fy

,
∑

TLMax
k,y ] ∀y ∈ Y (4.3)

where y ∈ Y ; and Y is the set of the supporting microgrids; SMax
Py

represents the

difference between the available generation capacity and load. As depicted in (4.3),

APy is limited to the power capacity TLMax
k,y for each tie line between microgrid y

and its adjacent microgrids h, where h can be a supporting or supported microgrid

for x/y. Based on the above discussions, the DSAA problem for each supported

agent can be formulated mathematically, as follows:
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min.
∑
x∈X

AFx (4.4)

Subjected to =



∑
y∈Y TLk,y + APy = 0

∑
x∈X TLk,x + AFx = SMax

Fx

0 ≤ APy ≤ SMax
Py

0 ≤ AFx ≤ SMax
Fx

(4.5)

At this stage, the µAx can solve (4.4) and (4.5) to minimize the AFx and gen-

erate/send the assessment for all of the µAy with the required MVA APr .

4.3 Distributed Optimal Reconfiguration (DOR)

After execution of the DSAA, each µAy knows the optimal amount of supporting

energy that needs to be assigned to maximize load restoration. The second stage,

(i.e., DOR), sets the obtained tie line energy transfer from the first stage, as power

transfer constraints, between the adjacent microgrids. Then, it determines the min-

imum number of internal switching to satisfy: 1) the system operation constraints;

and 2) the defined power transfer constraints. To that end, a decomposition tech-

nique is proposed in this work. The proposed technique relies on the existence of a
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Figure 4.2: The Proposed DOR stage

dummy bus located between the adjacent microgrids, that are supposed to be tied,

as shown in Fig 4.2.

The dummy bus identifies the boundary between two adjacent microgrids (i.e.,

point of microgrids coupling). This bus is typically defined at the point where the

NO tie–line switch is located (i.e., zero injection bus). The location of the dummy

bus determines the information that needs to be exchanged between the adjacent

agents. Hence, the definition of a dummy bus is used to decompose the optimization

problem [123]. In fact, the theory of defining a dummy bus to decompose the opti-

mization process for large power systems, has been proposed in previous works, for

the purpose of handling daily generation scheduling problems [124, 125, 120]. Also,

several methods have been proposed in the literature to optimal power flow prob-

lems that are applicable to large interconnected power systems, and are suitable

for distributed implementation. Two basic approaches were established, enabling
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the coordination of various areas in a multi–area system [126]. One of these ap-

proaches is decomposition, based on passing adjacent variables, where a fictitious

dummy bus is defined between two areas. The dummy bus is defined to provide

the necessary shared variables,written as follows:

dky = [Sdky , Vdky , θdky ] ∀k ∈ TLk (4.6)

The dummy variables consist of the voltage Vdky , angle θdky , and power Sdky at the

dummy bus for each feeder. These variables represent the power transferred from

µAy to µAx. In the DOR stage, the objective function can be defined as follows:

min.f(Xsw, τi) =
T∑
t=1

∑
i=1

(
kw.(SWfy +TLk)+kB.d̂

d
Sfy

)
∀k ∈ TLk, i ∈ nbus (4.7)

where, kw is the weighting factor for the total switching operation in µAy, kB is

the weighting factor necessary to minimize the shared VA d̂dSfy
at d, which is divided

into active and reactive shared power (i.e. d̂dPfy
and d̂dQfy

, respectively). As depicted

in (4.7), the objective function contains two parts; the first, is the minimization of

the total switching operation in µAy to transfer the required amount of APr . The

second, is the term needed for coordination between the µA(s), which consists of

the Lagrangian multipliers kB, and the necessary shared variables at the fictitious

bus of both cooperated microgrids. The DOR’s objective functions are subjected

to internal constraints in addition to the following:
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∀y ∈ Y, k ∈ TLk ⇒

AyPr
≤ A

y

Pr,max
(4.8)

DGTy,x + LTx,y = AyPr
(4.9)

d̂dPfy
= −PµAy,i,dky

− PµAx,i,dky
(4.10)

d̂dQfy
= −QµAy,i,dky

− PµAx,i,dky
(4.11)

The constraint in (4.8) presents an indicator for each µA in order to relax the

required energy transfer constraint with a margin that is provided in the DSAA

stage. As presented in the previous chapter, energy transferred between two mi-

crogrids can be satisfied via different actions (LT, DGT, and LT/DGT). In (4.9),

the amount of energy transferred between µAy and µAx has to be equal the to-

tal generation transferred between the microgrids. The constraints in (4.10) and

(4.11) are given for the active and reactive power transfer mismatch between the

tied microgrids, i.e. the imported and exported power variables must be equal.

4.4 Proposed Algorithm Based on OPTAPO

A distributed constraint optimization algorithm is proposed, based on OPTAPO.

This algorithm is based on solving parts of the optimization problem; it then

merges partial solutions into a global one [127, 128]. OPTAPO uses mediation
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to construct connected sub–problems, which are solved by a selected agent (the

mediator) merged with other sub–problem solutions. This will, in turn, achieve a

global solution for the distributed constraint optimization problem. This process

works, first, by constructing a good–list, taking into consideration the agent–view

structure, which contains all local variables, and the constraints in the assigned

zone of the mediator agent. Each mediator agent attempts to reach an optimal

solution for its sub–problem, or minimize the penalty cost, based on the cost of its

violated constraints. The mediator agent also starts a mediation session with other

neighbor mediator agents in their good–list. This process is used to compute the

optimal value of the sub–problems by changing assignments of the variables of each

mediator agent zone. Whenever the mediation cannot be achieved without causing

a cost greater than zero for agents outside of the mediation session, the mediator

agent communicates with those agents to include them in the next session. In other

words, the mediator agent attempts to optimally solve the sub–problem in the next

session, with the support of these additional agents. When the constraint cost is

greater than zero, neighboring zones try to merge into a single, bigger zone, in order

to minimize overall costs of the violated constraints. OPTAPO is terminated when

there is no violation for any constraints, and also when all sub–problems reach their

optimal solution, i.e. a global optimal solution.

In decentralized control schemes, intelligent agents should be able to communi-
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cate with each other using language that shares common syntax, semantics, prag-

matics, and mutual understanding. In this work, the foundation for intelligent

physical agent (FIPA) is utilized [121, 129]. The FIPA messages can provide a

well–defined process, where messages can contain various parameters, based on the

situation; some of these parameters are defined as: performative, sender, receiver,

and content. According to [130], the FIPA request interaction protocol was selected,

where the sender agent requests an action from the receiving agents, indicating the

out–of–service zone. The receiving agents either fulfill the request message, or re-

ply that the task cannot be completed, or refuse an action. In the case of an agree

message, the receiver agent tries to execute the action to be sent to the sender

agent. As a result, a message of response is created to inform on the status of the

execution.

4.4.1 Solution for the DSAA Problem using OPTAPO

The described DSAA problem is solved in this work using OPTAPO, where each

microgrid agent is defined as a mediator agent. The mathematical formula for the

OPTAPO can be expressed in the DSAA problem as a function that is mainly

dependent on three parameters, as follows:

OPTAPO = f(MG,S,C) (4.12)
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where, MG is the set of defined microgrids in SDGs [MG1,MG2, . . . ,MGn], S is the

set of the supply adequacy for each microgrid that can be transferred [S1, S2, . . . , Sn],

and C is the set of applied power transfer constraints [C1, C2, . . . , Cn], for each me-

diator agent responsible for microgrid and included in the OPTAPO process. To

that end, a Request message is sent from the supported µAx to the supporting µAy

containing an equal sharing of the not served loads AFx , given as:

Request = [Afx ] (4.13)

Once the Request message is received, each µAy responds with either an Agree

or Refuse message. An Agree message contains APy that can be transferred, and

the number of layers (l) between the supported and supporting agents (i.e. l=1 for

the µAy adjacent to µAx, since they are directly connected to the µAx) as follows:

Agree = [APy , l] ∀y ∈ Y (4.14)

Upon receiving a Refuse message, the µAy sends a message with a zero contribution

from its µA. Once reply messages are received, the µAx starts building its own

good–list, and thus, its agent–view.

While µAx is processing the received messages, supporting agents continue

searching for power availability from higher layer agents. The search continues

until either: 1) µAx sends an Inform-Done message to its supporting agents, due

to having received enough power to supply the un–served load SMax
Fx

or; 2) support-

ing agent µAy sends an Inform-Done message to µAx when no additional back–
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feeding power can be supplied. Finally, µAx combines all received Agree messages

to form its own good–list. The good–list is used to store all proposed solutions from

µAy(s) to the µAx, in which µAx constructs the agent–view from the good–list by

rearranging the proposed solutions, based on the number of layers, l.

At this stage, the µAx can solve (4.4) and (4.4) and then generate/send the

value assignment APr for/to the supporting agents.

4.4.2 Solution for the Formulated DOR Problem using OPTAPO

In DOR, each agent aims to determine the switching actions that satisfy the internal

constraints, as well as the assigned back-feeding power transfer from the first stage.

To that end, adjacent agents exchange the state variables of the dummy bus, and

their candidate power transfers action (i.e., LT, DGT, and LT/DGT), expressed as

follows:

Propose = [ID, Sdy , Vdy , θdy ] (4.15)

The supporting agents µAy initiates the iteration process; where it sends its value

assignments in (4.15) to its adjacent supported agents µAx, in the form of a Propose

message. It is worth noting that the value assignments are chosen to minimize

the internal switching actions of the agent. Each µAy searches for internal value

assignments that minimize the violated constraints in order to achieve the AyPr
.

To that end, each µAy searches for optimal DG settings and switching operations.
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Figure 4.3: Flowchart of the proposed OPTAPO

In some cases, the value assignments of switching actions of adjacent agents may

result in creating a new IMG. If the proposed solution is accepted, µAx sends an

Accept-Proposal message. However, if none of the switching actions satisfy the

system constraints, and the assigned power transfer, the µAx updates the power

transfer value assignments for each agent in the first stage, sending a new Inform-

Done message. This iterative process continues until an optimal solution is found,

and an Accept-Proposal message is sent to all µAy from their µAx.
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Figure 4.3 provides a flowchart that summarizes the proposed two stages of the

distributed restoration algorithm. This flowchart is valid for any supported agent

µAx and its adjacent supporting agent(s) µAy. Supporting agents that are non–

adjacent to the supported agent (i.e. upper layers) are communicating with their

adjacent supporting agents, in the lower layers, in a similar manner.

4.4.3 Communication Requirements of the OPTAPO

Based on the proposed algorithm, the OPTAPO is decomposed in two stages

(DSAA and DOR), in which each stage has its own message and data to be trans-

ferred between agents. Such decomposition aims to improve the search for the

control agents in the solution space, and thus reduce the number of execution

cycles required to reach a solution. In the DSAA, exchanged messages between

participant agents contain two types of value assignments, which are the maximum

capacity of supporting energy and the number of layers, respectively. The DSAA

stage is then terminated by sending an Inform-Done message to terminate the

search process. As for the DOR, exchange messages sent between the participant

agents consist of four pieces of information, as presented in the OPATPO: the ID

of the energy transfer type, the maximum capacity that can be transferred, limi-

tations that cause minimum voltage to occur at the dummy bus representing the

supporting feeder, and its angle, respectively. In total, the OPTAPO consists of six
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pieces of information to be exchanged between agents. These messages are followed

by an Accept-Proposal response to terminate the search process.

According to [77, 131, 132], any integer data is 32-bit data and any float number

is 64-bit data. The energy transfer ID and the response of each stage (i.e. Inform-

Done or Accept-Proposal) are 32-bit integer data, and the rest of the information

exchanged is float numbers, where by the size of each is 64-bit data. Therefore, the

total message size of the DSAA is 160 bits and the total message size of the DOR

stage is 256 bits. In total, the message size in the OPTAPO can be estimated at 416

bits, which is significantly small, and, thus, the lowest Ethernet 64-byte packet size

can be used for these messages. In addition, in order to calculate the bandwidth

for the OPTAPO, the data transferred rate (DTR) can be calculated as [77], which

tests the convergence of the proposed algorithm. The DTR of the OPTAPO should

be as follows:

DTR =
nc.nm.pz

T
(4.16)

where, nc is the number of cycles until convergence, where one cycle of compu-

tation represents that at least one agent, start receiving messages, processing the

calculation and then send back the action. nm is the number of back and forth

messages per cycle which is based on the number of agents in the system, pz is the

packet size used to transfer the data and finally T is the execution time of the total

process. The data rate can be calculated assuming a worst-case scenario, where
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each agent connects to all other agents and thus sends 2 x (nMG − 1) messages,

where nMG is the number of microgrid agents. Given that, the number of cycles is

found to be linearly correlated to the number of agents, a SDG with 10 microgrid

agents can reach the convergence within 25 cycles, which will be carried in few

seconds [77]. Therefore the estimated required bandwidth can be estimated as 60

kHz which is double the DTR. From the above discussions, it can be observed that

a low bandwidth can be used for the proposed algorithm.

4.5 Case Studies and Simulation Results

In order to test the effectiveness of the proposed multi–agent self–healing restora-

tion algorithm, simulation studies have been carried out in the parallel computing

MATLAB toolbox environment. The 70-bus distribution system has been used in

the case studies as shown in Fig 3.31 with the same assumptions. In this study,

a normalization of the two functions (i.e. load restoration and the switching op-

eration, respectively) is performed to be represented as a total cost of restoration.

First of all, in order to represent the restored load, different loads and their be-

havior have to be taken into account. The behavior of residential, commercial and

industrial loads defers during a daily time domain which is directly proportional for

the restoration solution. Besides, the interruption cost of each load changes based

on the load type [58, 122, 124]. Therefore, CIC depends on the expected behavior of
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the loads in addition to the duration of interruption during the restoration process.

Secondly, the life time of the switches in the system have to be considered in order

to represent the optimal restoration cost and sustain the system reliability [133].

Three case studies were carried out to validate the effectiveness and robustness of

the proposed distributed restoration algorithm. The first case study involved test-

ing the effectiveness of the proposed distributed algorithm, compared to centralized

optimization. In the second case study, the convergence and the robustness of the

proposed algorithm were tested for extreme events (i.e.multiple faults). Finally,

a third case study was implemented to test the impact of communication failure

between µA(s).

4.5.1 Comparison between Centralized and Distributed Restoration Pro-

cesses in SDGs

During a full loading condition, a fault is assumed to occur at the main substation

microgrid circuit breaker (FCB4) in T2 in which loads from L49 to L69 are out-of-

service, and DG8 is the only local microgrid source for these loads. Repair time for

the fault is assumed to be 2 hours. Table 4.8 shows the results of the centralized

restoration using a centralized optimization algorithm, taking into consideration the

multi–layer restoration process, with the creation of a new, non–predefined IMG.

Table 4.9 shows the optimized droop parameters of the IMG(s) after restoration.
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Total cost is based on the change of sw status, in addition to the un-served loads

after restoration.
Table 4.8: Restoration process in a Multi–microgrid system

Control Scheme
Centralized

Control

Proposed

OPTAPO

Switching Operation
Close: S36, S40, S43, S46

Open: S3, S8, S17, S22, S33

Elapsed Time 3.7319 Sec 1.862 Sec

Un-served loads L69 (Industrial)

CIC $ 1,621

Total Cost $ 2,078

New Created IMG L7 - L9, L14 - L17, L52 - L57, L66 - L68

Communication

Requirements

DTR —– 1.728 kbps

Bandwidth —– 3.45 kHz
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Table 4.9: Optimized DG Droop parameters for restoration

mP nq ω∗ V ∗

Scheduled IMG
DG3 0.0027 0.05 1 1.02

DG4, DG5 0.0054 0.1 1 1.03

New Created IMG
DG1, DG2 0.0054 0.1 1 1.03

DG8 0.0108 0.2 1 1.02

Based on the proposed distributed optimization, a µA is defined for each pre-

defined microgrid. The µA(s) installed in the system start(s) to communicate with

adjacent µA(s), in order to allocate resources for the restoration of the out-of-service

zone. In Fig 4.4, the exchange messages between the µA(s) are clarified.
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Figure 4.4: Exchanged messages between the MAs for the first case study

After the fault clearance, the supported µA4 initiates a Request to the support-

ing adjacent agents, µA1, and µA3, as in (4.13). When the Request is received,

the supporting µA(s) respond(s) by sending an Agree message containing informa-

tion about the contents of the available power, where µA3 = (0.64, 1), and µA1 =

(0.8738, 1). While µA4 processes the information received, µA1 and µA3 continue

searching for support from their adjacent agents. Based on the configuration of the

test system, a Request is sent from µA3 to µA2 and µA1. A Request is also sent from
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µA1 to µA3. At this time, µA3 notices two different Request(s) from µA4 and µA1,

where the priority to respond is taken into account at µA3. The search process is

terminated when an Inform-Done is sent from either the supporting or supported

agent(s). It is noted that µA2 does not have upstream adjacent microgrid(s), hence

it sends Agree with the contents (0.86, 1) to µA3. Consequently, µA3 updates the

contents of its Agree to (1.5, 2), followed by Inform-Done to µA4. In the simulation,

it has been noted that µA3 sends Refuse to the µA1 Request, since the maximum

available capacity is sent directly to the higher priority Request (µA4). It is worth

noting that after satisfying µA4, the remaining capacity at µA3 will be sent to µA1,

unless an Inform-Done is sent from µA1. Therefore, the updated Agree from µA1

remains the same, since its alternative did not respond with availability support.

As such, an Inform-Done is sent from µA1 to µA4, as well. Based on the received

Agree, µA4 built its good–list to allocate resources for the restoration process, with

a priority given to the options with enough resources and a fewer number of layers.

As such, the constructed good–list is found to be [0.8738,1 ; 0.64,1 ; 1.5,2] and the

DSAA problem is solved, then, at µA4. The assessment of theµAy(s) can be seen

in Fig 4.4.

Once the first stage is complete, the algorithm moves toward the second stage

to determine the optimal configuration and energy transfer actions that satisfy the

specified constraints of the first stage. Since µA2 is the least supporting microgrid
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based on l (i.e. 2nd layer), it generates the required amount of assigned MVA

A2
Pr

. µA2 Propose its optimal action through LT for the faulted area. As a result

of LT, µA3 has no constraints on the proposed solution, therefore µA3 sends an

Accept-Proposal to µA2, and executes only one switching operation in order to

transfer the loads from T3 to T4, and prevent any violation at µA2. After the 2nd

layer of restoration is executed, the DOR solution moves to the 1st layer between

the adjacent µAy to µA4, where µA1 and µA3 determine their actions, based on

the MVA amount (i.e., A2
Pr

: 0.4862) received from the 2nd layer. In µA1, the A1
Pr

cannot be satisfied using the LT action, due to an internal voltage violation in the

microgrid. For this reason, µA1 Proposes DGT as an action and thus transfers DG1

and DG2 installed at downstream buses, with a maximum A1
Pr

of 0.5298 MVA. As

for µA3, it takes the advantage of LT from µA2 and Proposes the required A3
Pr

.

The total amount of MVA received by µA4 is 1.656 MVA (i.e. 1.1262 MVA from

µA3 and 0.5298 MVA from µA1). Therefore, µA4 repeats the DSAA stage again

taking into consideration the maximum limit from µA1 (i.e. 2nd iteration). As

shown in Fig 4.4, the value assignment determined by µA4 for each µA for the 2nd

updated DSAA iteration. As a result of the new assessment, the µA(s) continue(s)

the negotiation process, as in Fig 4.4, in which µA4 receives the proposed actions

of µA1 and µA3 and those actions meet the new assessment, as follows: µA1 to

µA4 = [DGT, 0.53, 0.99, -20.2], µA3 to µA4 = [LT, 1.304, 0.95, -28.2]. µA4 notices
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the maximum optimal solution that can be received since the required assessment

is executed, therefore an Accept-Proposal for both µA1 and µA3. Based on the

proposed settings, µA4 determines its optimal internal configuration. Table 4.8

summarizes the results of the proposed distributed optimization algorithm in which

execution time to convergence is much less than for the centralized control, since

it only took two iterations to reach the same solution as the centralized control.

Figure 4.5 shows voltage profile for the created configurations, after the restoration.

It is worth noting that the minimum occurred voltage in the total system is 0.966

p.u.

Figure 4.5: Voltage profiles for the post-restoration microgrids in the first case study

4.5.2 Performance of OPTAPO when Multiple Faults Occur

The second case study assumed a different multi–fault occurrence in the system,

where one of the faults is assumed to take place at T3, in switch S27, at peak loading
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condition. The other fault is assumed to be a total damage of DG7. In order to test

the strength of the OPTAPO restoration search, an overloading is assumed in one

of the supporting feeders (i.e. T2) during a fault occurrence. Figure 4.6 depicts the

exchange messages of the OPTAPO during the restoration process in the second

case study.

Figure 4.6: OPTAPO exchanged messages between MAs for the second case study

As shown in the figure, after fault clearance, the out-of-service power in T3 is

1.79 MVA, and the supported agent µA3 sends a Request to its adjacent µA(s),

based on the DSAA of the proposed OPTAPO. The supporting µA1 and µA2 send
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their available power through an Agree message to µA3. Due to the overloading of

T2, µA4 starts to search for further support to perform a multi-layer restoration

process; in this case, the only adjacent supporting feeder for µA4, is µA1. There-

fore, µA1 starts to build a priority using the Request received from µA3 and µA4.

According to the receiving time, µA1 needs to support µA3 first, therefore µA1

sends a Refuse to µA4. As a result, µA4 sends a Refuse to µA3. µA1 sends an

Agree to µA3, with a maximum MVA of [0.8738, 1]. Similarly, µA2 sends an Agree

with [0.8595, 1]. Based on the total received supporting power APy , µA3 can build

its good–list and perform the DSAA stage, which ultimately sends an Inform-Done

to µAy(s). This assessment takes into consideration that DG6 is still in service and

it can assist in the creation of IMG. According to the good–list of the µA3, µA1

and µA2 have the same l, while the proposed MVA of µA1 is greater than that of

µA2. Therefore, µA3’s assessment starts from µA1, followed by µA2. It is worth

noting that another Inform-Done message is also sent to µA4. In order not to

search for additional solutions, this step is followed by an Inform-Done from µA4

to µA1. According to the proposed OPTAPO, all the µA(s) starts the DOR stage

to set the optimal configurations, starting from the last layer, if applicable. µA2

will satisfy the required A2
Pr

from µA3 without sacrificing its own DGs, therefore

the sent Propose is in the form of an LT. On the other hand µA1 can not achieve

the required A3
Pr

due to a violated constraint, therefore µA1 sends the maximum
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contribution from its side by Propose to a DGT with the maximum available MVA.

In this way, µA3 takes advantage of the DGT to perform a new IMG. The received

Propose message can not restore all of the un-served loads at T3, therefore µA3

performs a 2nd iteration of DSAA to update its good–list, taking into account the

maximum limitation of µA1. In the 2nd iteration of the DSAA, µA3 notices the

benefit of the DGT from µA1, therefore the assessment starts with µA1 with the

MVA of the DGT, and the rest comes from µA2. µA1 sends the maximum available

power, based on the 1st iteration. As for µA2, A
2
Pr

in the 2nd iteration is achieved,

since this iteration is much less than the assessment of the 1st iteration, therefore

Accept-Proposal is sent from µA3. The remaining MVA in T3 is restored with the

aid of DG6; the appropriate switching is done by µA3, taking advantage of the

DGT from µA1, and LT from µA2. It is noteworthy that the total un-served loads

are restored after these actions, and total restoration cost is based on the change of

the switching operations to perform LT to µA2, and create two new IMGs. Table

4.10 shows the total restoration process by the proposed OPTAPO, in addition to

Table 4.11 for the optimized droop settings of the OPTAPO solution. Figure 4.7

depicts the voltage profile over the created networks after the restoration process.
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Table 4.10: OPTAPO restoration actions for the second case study

DSAA
AyPr

(1stiteration)
µA1: 0.8737 MVA

µA2: 0.4163 MVA

Updated AyPr
(2nditeration)

µA1: 0.458 MVA

µA2: 0.734 MVA

Restoration Process

Switching Operation
Close: S36, S39, S41

Open: S3, S8, S31, S34

Switching Operation Cost $ 304.5

IMG1

L7 - L9, L14 - L17,

L46 - L48

IMG2 L33 - L35, L38 - L41

Communication Requirements

DTR 1.28 kbps

Bandwidth 2.56 kHz

Table 4.11: Optimized DG droop parameters for the second case study

mP nq ω∗ V ∗

Scheduled IMG
DG3 0.0027 0.05 1 1.02

DG4, DG5 0.0054 0.1 1 1.03

New Created IMG1

DG1 0.0068 0.15 1 1.04

DG2 0.0039 0.05 1 1.02
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Figure 4.7: Voltage profiles for the post-restoration microgrids in the second case study

4.5.3 Impacts of Communication Failure on The proposed OPTAPO

A third case study was implemented to show the strength of the proposed OPTAPO.

In this case study, the fault is assumed to take place at T3 in S27. A communication

failure is also assumed to be occurred between T3 and T2. The total out–of–service

power is found to be 1.79 MVA. After fault clearance, the supported agent µA3

sends the Request to its adjacent µA(s). The supporting µA(s) (i.e., µA1 and µA2)

send their available power to µA3 (multi–path restoration process). Due to the

miscommunication that occurred in T2, µA4 will be eliminated from the restoration

process. µA1 Proposes an Inform-Done message to µA3 with a max. MVA of

[0.8738, 1], and, as for µA2 the Inform-Done message is [0.8595, 1]. Based on the

received, the AyPr
and Inform-Done messages are sent from µA3 to the supporting

feeders, where µA1 will be notified not to search for further support. µA3 can build
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its own good–list, taking into consideration that DG6 and DG7 are in service to

support the feeder and they can assist in the creation of IMG. According to the

good–list of the µA3, µA1 and µA2 have the same l while A1
Pr
> A2

Pr
therefore µA3’s

assessment will start from µA1 and then in order µA2 if required. The assessment

for µA1 can be shown in Fig 4.8. After the installation of the dummy bus between

µA1 and µA3, the optimal support, based on the A1
Pr

is LT with a maximum value

of 0.458 MVA. Finally, µA3 will notice that the available power received will be

sufficient with the creation of IMG by using DG6 and DG7. Therefore, µA3 will

perform an inner reconfiguration in T3 to take advantage of the LT from µA1 and

also create a new IMG. The total switching operation is shown in Table 4.12, and

Table 4.13, the optimized droop parameters of the DGs are presented. Figure 4.9

presents a voltage profile for all feeders.

Figure 4.8: OPTAPO exchanged messages between MAs for the third case study
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Table 4.12: OPTAPO Restoration actions for the third case study

DSAA AyPr
(1stiteration) µA1 : 0.45 MVA

Restoration process

Switching operation Close S41, Open S34

Unserved loads —–

Total Cost $ 101.5

Communication

requirements

DTR 0.512 kbps

Bandwidth 1.024 kHz

Table 4.13: Optimized DG Droop parameters for the third case study

mP nq ω∗ V ∗

Scheduled IMG
DG3 0.0027 0.05 1 1.02

DG4, DG5 0.0054 0.1 1 1.03

New IMG
DG6 0.0062 0.12 1 1.04

DG7 0.0054 0.05 1 1.03
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Figure 4.9: Voltage profiles for the post-restoration microgrids in the third case restoration

4.6 Summary of the Proposed Multi–agent Restoration Al-

gorithm

The problem of service restoration in SDGs clustered into microgrids is formulated

as a multi–agent problem. The formulated problem takes into account the special

features and operational characteristics of droop–controlled IMGs. The OPTAPO

technique is utilized to solve the formulated problem, where each agent is respon-

sible for its microgrid and to create a mediation session between adjacent agents in

order to reach an optimum solution. The proposed algorithm can be easily imple-

mented in a real network, where the loads and generations are constantly changing.

The performance of the proposed OPTAPO is discussed, such that its performance
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is measured using a metric called “number of iterations”. The number of itera-

tion takes into account communication and execution time and cost. Also, further

discussion of distributed constrain optimization methods shows the superiority of

the proposed OPTAPO, in performance terms, for small and large–scale problems.

In addition, the proposed OPTAPO is divided into two stages in order to reduce

computational burden. The first stage aims to allocate resources for the out–of–

service loads via a mediation process between the microgrid control agents. In the

second stage, the optimal tie line energy transfer from the first stage is set, as a

power transfer constraints, between the adjacent microgrids. Based on these two

stages, five types of value assignments for the agents’ variables are created, in order

to improve the search for the µA(s) in the solution space, and thus, reduce the

number of required iterations to reach a solution.
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Chapter 5 - Optimal Scheduling of Bidirectional

Energy Conversion Units in Energy and Ancillary

Services Markets for System Restoration within

Multi–Carrier Energy Systems

Multi–carrier energy systems (MCESs) can be formed by integration of various en-

ergy infrastructures, including power and natural gas systems. The proliferation

of bi–directional energy conversion units in a MCES can set the stage for a more

resilient and robust system. Consequently, this chapter shows how bi–directional

energy conversion units and storage devices can be optimally scheduled within a

MCES for provision of various regulation services to the grid operator. In particu-

lar, a new model for optimal scheduling of PtG and GfG systems in an integrated

grid considering service restoration in neighboring microgrids is introduced. The

model aims to facilitate integration of renewable energy resources, utilize gas and

power price arbitrage, provide regulation services to the real–time market, and con-
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tribute to the system restoration. New indices are proposed that would quantify the

contribution of the MCES–based microgrid operator to the real–time and ancillary

services market. The operation of the proposed model is both technically and eco-

nomically evaluated using historical operating data on a test system. In particular,

the main features of the proposed MCES are summarized in bullets here under:

• The proposed MCES model enables PtG and GfG units to provide services

to the integrated microgrid including energy shifting via price arbitrage uti-

lization.

• The proposed model enables the integrated microgrid to participate in the

restoration process internally or in a neighbouring microgrid.

• The model enables a back–feeding service from the integrated microgrid to

the PtG gas storage in case of a gas grid outage.

• New indices are introduced that would quantify the contribution of the MCES–

based microgrid to real–time and ancillary service markets.

5.1 The Proposed MCES Model

The proposed model for optimal scheduling within a MCES along with the mathe-

matical formulation is given in this section. Figure 5.1 (a) illustrates the intercon-

nection of multiple supporting microgrids with a supported microgrid (i.e. faulted

135



microgrid) where one of the supporting microgrids is integrated with the gas distri-

bution grid. As shown in Fig 5.1 (a), the gas distribution grid has its own private

investor who decides the operational characteristics of the PtG and GfG units based

on the data in both the electrical and gas markets. In Fig 5.1 (b), the mediation

sessions between the integrated supporting microgrid and gas utility are presented.

Based on the constructed tie lines, a service request signal can be issued by the

supported microgrid (i.e. S1), and a response is given from the supporting mi-

crogrids (i.e. S2, S3, S4, ....). The integrated supporting microgrid could request

more generation from the gas utility, if needed. All the messages between the in-

tegrated microgrid and the gas utility can be seen in Fig 5.1 (b). As shown in Fig

5.1 (b), PtG and GfG units are scheduled for arbitrage, service restoration, and

contribution to the real–time market.
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Figure 5.1: Interconnection between multiple grids. (a) Multiple distribution feeders in

both the electrical and gas utilities; (b) Communication messages between utilities for

different services.

.

It is worth noting that a real–time signal from the market can represent a

power adequacy problem that can be resolved by an increase or decrease in the

generation of PtG/GfG units. The figure shows that a gas storage unit is deployed

at the point of common coupling (PCC) between the PtG unit and the integrated

microgrid where it supplies a local gas load in case of an outage in the main gas

distribution grid. Furthermore, the proposed algorithm takes into account the

restoration process between two neighboring microgrids. As shown in Fig 5.1 (a),

the red marked microgrid faces a fault on the main feeder S1; thus, it is tripped

off the grid. This action classifies microgrids into supported and supporting ones,

where the faulted one is considered as the supported. The supported microgrid
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can request power from the neighboring supporting microgrids through sending a

service restoration signal. In such a case, supporting microgrids can participate to

restore the faulted loads in the supported microgrid. While S2 and S3 can support

the faulted microgrid, S4 has a higher prospect to provide longer–term support

since it has access to the gas grid. Figure 5.1 (b) shows the information exchange

mechanism between the microgrids for different services.

The formulation of the proposed model is given in the below sections where a

new algorithm for optimal scheduling of integrated electrical–gas systems is pre-

sented in Section 5.1.1. The optimal algorithm enables the integrated system to (i)

exploit arbitrage opportunities, (ii) assist in restoration of electrical and gas loads

in case of grid outages, and (iii) balance the supply and demand in the grid through

participation in the real–time market. In Section 5.1.2, new indices are presented

to assess the efficacy of the proposed algorithm in providing restoration services

and contributing in the real–time market.
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5.1.1 Proposed Optimal Scheduling Algorithm

5.1.1.1 Objective Function of the Optimization Problem

The objective function of the optimization problem is stated in (5.1) as a profit

maximization function:

Maximize :

∑
t∈T



∑
u∈U

(
PGfG
u,t − P PtG

u,t

)
. EPrc

t

+
∑
u∈U

(
F PtG
u,t − F

GfG
u,t

)
. GPrc

t

−
∑
u∈U

(
CGfG . PGfG

u,t + CPtG . F PtG
u,t

)
−
∑
u∈U

βRT,GfGu,t .
(
P S,RT,GfG
u,t +P S,RT,GfG′

u,t

)
−
∑
u∈U

βRT,P tGu,t .
(
P S,RT,P tG
u,t + P S,RT,P tG′

u,t

)
−
∑
u∈U

βSRu,t . P
S,SR
u,t

−
∑
u∈U

(
βDhgu,t . F S,Dhg

u,t + βResu,t . LOG
S,Res
u,t

)



.∆T, (5.1)

where 5.1 includes the following terms:

• Electricity price arbitrage:
∑

u∈U
(
PGfG
u,t − P PtG

u,t

)
. EPrc

t . Where, PGfG
u,t is the

output power of the GfG unit u and P PtG
u,t is the input power for the PtG unit

u. EPrc
t is the electricity prices ($/MWh).
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• Gas price arbitrage:
∑

u∈U
(
F PtG
u,t − FGfG

u,t

)
. GPrc

t . Where, FGfG
u,t is the gas

inflow of GfG unit (m3/h) and F PtG
u,t is the gas outflow of PtG unit (m3/h),

GPrc
t is the gas prices ($/m3).

• Cost of operation:
∑

u∈U
(
CGfG . PGfG

u,t + CPtG . F PtG
u,t

)
. Where, CGfG and

CPtG are the GfG and the PtG units operating expenditure ($/m3), respec-

tively.

• Term managing GfG unit contribution to real–time market:∑
u∈U β

RT,GfG
u,t .

(
P S,RT,GfG
u,t +P S,RT,GfG′

u,t

)
. Where, P S,RT,GfG

u,t and P S,RT,GfG′

u,t

are the GfG positive and negative slack variables for real–time service (MW),

respectively. βRT,GfGu,t is the GfG real–time service penalty factor ($/MWh).

• Term managing PtG unit contribution to real–time market:∑
u∈U β

RT,P tG
u,t .

(
P S,RT,P tG
u,t +P S,RT,P tG′

u,t

)
. Same as the GfG unit, P S,RT,P tG

u,t and

P S,RT,P tG′

u,t are the PtG positive and negative slack variable for the real–time

service (MW), respectively. and βRT,P tGu,t is the PtG real–time service penalty

factor ($/MWh).

• Term managing the contribution of the supporting microgrid to service restora-

tion:
∑

u∈U β
SR
u,t . P

S,SR
u,t , P SR

u,t is the system restoration signal (MW) at unit u

and βSRu,t is the system restoration penalty factor ($/MWh).

• Term managing the gas supply to the local gas consumer:
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∑
u∈U
(
βDhgu,t . F S,Dhg

u,t + βResu,t . LOG
S,Res
u,t

)
. F S,Dhg

u,t is the gas storage discharge

rate (m3/h) and LOGS,Res
u,t is the reserved gas storage slack variable (m3).

βDhgu,t and βResu,t are the gas storage discharge penalty factor and the reserve

margin penalty factor ($/m3), respectively.

The objective function in (5.1) is subject to the following operational constraints

of the PtG and GfG units:

PGfG
min ≤ PGfG

u,t ≤ PGfG
max ∀t ∈ T ∧ ∀u ∈ U (5.2)

F PtG
min ≤ F PtG

u,t ≤ F PtG
max ∀t ∈ T ∧ ∀u ∈ U, (5.3)

where (5.2) and (5.3) express the maximum and minimum output power constraint

of the GfG unit and the output gas constraint of the PtG unit, respectively.

5.1.1.2 Energy Conversion Equations

The electrical and gas systems are linked through the following energy conversion

equations:

PGfG
u,t = λGfG. ηGfG. FGfG

u,t ∀t ∈ T ∧ ∀u ∈ U (5.4)

F PtG
u,t = λPtG. ηPtG. P PtG

u,t ∀t ∈ T ∧ ∀u ∈ U, (5.5)

where (5.4) states the GfG unit output power in terms of its inflow gas, λGfG is the

GfG unit conversion factor (MWh/m3) and ηGfG is the efficiency of the GfG unit
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(%). While (5.5) states the output gas of the PtG unit in terms of its input power,

wehre; λPtG is the PtG unit conversion factor (m3/MWh) and ηPtGis the efficiency

of the PtG unit (%).

5.1.1.3 Power Flow Constraints

The microgrid distribution network is subject to the operational constraints as in

the previous chapters such as (2.27) and (2.28), voltage operational limitation in

(2.30). In addition to the branch power flow constraint as follow:

PBrn
i,min ≤ PBrn

i,t ≤ PBrn
i,max ∀t ∈ T ∧ ∀i ∈ F (5.6)

where the power flow limit of each branch PBrn
i,t is expressed in (5.6) limited to its

maximum and minimum acceptable limit of operation.

5.1.1.4 Gas Flow Constraints

On the gas side of the integrated system, (5.1) is subject to the flow and pressure

constraints stated by the following:

F Pip
k,min ≤ F Pip

k,t ≤ F Pip
k,max ∀t ∈ T ∧ ∀k ∈ P (5.7)

PrNodl,min ≤ PrNodl,t ≤ PrNodl,max ∀t ∈ T ∧ ∀l ∈ N (5.8)

∆PrNod
2

ll′,t = PrNod
2

l,t − PrNod2l′,t − Zll′ . F 2
ll′,t

∀t ∈ T ∧ ∀ l & l′ ∈ N (5.9)
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∆Fl,t = F Src
l,t − FDmd

l,t −
∑
l′∈N

Fll′,t

∀t ∈ T ∧ ∀ l ∈ N. (5.10)

where; F Pip
k,t is the gas flow in pipeline k (m3/h) limited to its acceptable maximum

and minimum operational limits. PrNodl,t is the gas pressure at node l (kPa), Zll′

is the pipeline resistance from node l to node l′ (kPa.h/m3) which is multiplied by

the gas flow between the nodes Fll′,t (m3/h). Same as the electrical power flow, eq.

5.10 calculate the gas flow balance with F Src
l,t the gas injected at node l (m3/h) and

the FDmd
l,t gas demand at node l (m3/h).

5.1.1.5 Gas Storage Constraints

Changes to the level of gas (LOG) in the installed gas storage is limited by the PtG

and storage operational limits as in (5.3) and (5.11), respectively; and represented

by the input/output energy balance as in (5.12).

FDhg
min ≤ FDhg

u,t ≤ FDhg
max ∀t ∈ T ∧ ∀u ∈ U (5.11)

LOGG
u,t − LOGG

u,(t−1) +
(
FDhg
u,t − P PtG

u,t . λPtG . ηPtG

+λG,Dsp. LOGG
u,t

)
.∆T = 0 ∀t ∈ T ∧ ∀u ∈ U. (5.12)

In addition, a reserved capacity is kept in the gas storage to be used for local gas

load restoration in case of gas grid outages as in (5.13) and (5.14):

LOGG
min + LOGG,Res − LOGS,Res

u,t ≤ LOGG
u,t ≤ LOGG

max
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∀t ∈ T ∧ SGrd,Stu,t = 1 (5.13)

0 ≤ LOGS,Res
u,t ≤ LOGG,Res ∀t ∈ T ∧ SGrd,Stt = 1. (5.14)

Where; LOGG
u,t is the LOG of gas storage (m3), LOGG,Res

t is the gas reserved

capacity for restoration service (m3) and LOGS,Res
u,t is the reserved gas storage slack

variable (m3). SGrd,St is the gas system outage signal indicator. In case of a gas grid

outage, the following constraints would apply to the supply of the local gas load;

where the slack variable in (5.15) enables load curtailment in case of insufficient

supply and (5.16) allows the use of reserved capacity.

FDhg
t = FGL

t − F S,GLC
u,t

∀t ∈ T ∧ ∀u ∈ U ∧ SGrd,Stt = 0 (5.15)

LOGG
min ≤ LOGG

u,t ≤ LOGG
max

∀t ∈ T ∧ ∀u ∈ U ∧ SGrd,Stt = 0, (5.16)

where

0 ≤ F S,GLC
u,t ∀t ∈ T ∧ ∀u ∈ U (5.17)

Where; FGL
t is the gas system outage signal (m3/h) and F S,GLC

u,t is the gas system

outage slack variable (m3/h).
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5.1.1.6 Constraints Set for Operation in the Real–Time Market

The real–time signals sent by the electrical microgrid are signals that indicate imbal-

ance in the system. These signals can be fulfilled by the PtG unit demand response

or GfG unit generation adjustment. Therefore, PtG demand could be increased in

response to real–time signal from the electrical microgrid indicating excess power

in the system, considering the slack variable P S,RT,P tG′

u,t to calculate the PtG unit

participation in the market. Such a mechanism is formulated by (5.18):

P PtG
u,t = PRT,P tG

u,t − P S,RT,P tG
u,t + P S,RT,P tG′

u,t

∀t ∈ T ∧ ∀u ∈ U ∧MRT
t = 1 ∧

0 ≤ P S,RT,P tG
u,t ≤ PRT,P tG

u,t − P PtG
min ∧

0 ≤ P S,RT,P tG′

u,t ≤ P PtG
min − P

RT,P tG
u,t . (5.18)

Where; MRT
t is the real–time ancillary service signal indicator. On the other

hand, the generation of the GfG unit could be increased in response to the real–

time signal requesting additional power in the system considering the slack variable

P S,RT,GfG′

u,t to compute the contribution as stated in (5.19):

PGfG
u,t = PRT,GfG

u,t − P S,RT,GfG
u,t + P S,RT,GfG′

u,t

∀t ∈ T ∧ ∀u ∈ U ∧MRT
t = 1 ∧

0 ≤ P S,RT,GfG
u,t ≤ PRT,GfG

u,t − PGfG
min ∧
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0 ≤ P S,RT,GfG′

u,t ≤ PGfG
min − P

RT,GfG
u,t . (5.19)

5.1.1.7 Constraints Set for System Restoration

After the isolation of the faulty section in the supported microgrid, the service

restoration signal is sent to all neighboring microgrids with the aim of allocat-

ing alternative sources for power restoration. The proposed algorithm takes into

account the integration of the electrical and gas distribution grids. In addition,

the response to the service restoration signal is resulted from summation of the

contribution from the neighboring microgrids as stated in the following:

PES,SR
t +

∑
u∈U

(
PGfG,SR
u,t − P PtG,SR

u,t

)
= P SR

t + P S,SR
u,t

0 ≤ P S,SR
u,t ≤ P SR

u,t , ∀t ∈ T ∧ ∀u ∈ U ∧MSR
t = 1, (5.20)

Where; PES,SR
t is the supporting microgrid service restoration response (MW).

PGfG,SR
u,t and P PtG,SR

u,t are the GfG and PtG units power with restoration signal

(MW), respectively. The slack variable P S,SR
u,t is considered to compute the contri-

bution of the facilities to the restoration process. It is worth noting that supporting

neighboring microgrids provide service restoration using their PtG and GfG units

as dispatchable sources. MSR
t is the system restoration signal indicator.
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5.1.2 Contribution Indices

Four indices are proposed to assess the contribution of the microgrids to the real–

time market and service restoration services. The real–time contribution index of

PtG (RTCIPtG) and the real–time contribution index of GfG (RTCIGfG) are stated

in (5.21) and (5.22), respectively:

RTCIPtG % =
(

1−
∑

u∈U
∑

th∈TH∗(P
S,RT,P tG
u,th

+ P S,RT,P tG′

u,th
)∑

u∈U
∑

th∈TH∗ P
RT,P tG
u,th

)
×100, (5.21)

RTCIGfG % =
(

1−
∑

u∈U
∑

th∈TH∗(P
S,RT,GfG
u,th

+ P S,RT,GfG′

u,th
)∑

u∈U
∑

th∈TH∗ P
RT,GfG
u,th

)
×100. (5.22)

In (5.21) and (5.22), TH∗ is stated as the set of historical time steps for PtG/GfG

unit scheduling where,

∑
u∈U

∑
th∈TH∗

PRT,P tG
u,th

6= 0, (5.23)∑
u∈U

∑
th∈TH∗

PRT,GfG
u,th

6= 0. (5.24)

The service restoration contribution index (SRCI) is formulated to assess the

contribution of the GfG and PtG units to the service restoration process as stated

in (5.25) and (5.26):

SRCIGfG % =
(∑

u∈U
∑

th∈TH∗(P
GfG,SR
u,t − PGfG,N

u,t )∑
u∈U
∑

th∈TH∗ P SR
u,th

)
×100, (5.25)

SRCIPtG % =
(∑

u∈U
∑

th∈TH∗(P
PtG,N
u,t − P PtG,SR

u,t )∑
u∈U
∑

th∈TH∗ P SR
u,th

)
×100. (5.26)
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In (5.25) and (5.26), TH∗ is stated as the set of historical time steps for PtG/GfG

unit scheduling where,

∑
u∈U

∑
th∈TH∗

P SR
u,th 6= 0. (5.27)

It is worth noting that the terms (PGfG,SR
u,t − PGfG,N

u,t ) in (5.25) and (P PtG,N
u,t −

P PtG,SR
u,t ) in (5.26) state the participation of the GfG/PtG units in the service

restoration process by obtaining the difference between their scheduled set points

with and without the service restoration signal. TH∗ represents the set of historical

time steps for the scheduling of PtG, GfG, and storage facilities; and th expresses

the historical values of the system variables and parameters. In order to calculate

the total service restoration profit, the proposed algorithm considers the customer

interruption cost (CIC ) based on the method given in [78]. Accordingly, (5.28)

represents the total profit resulted from service restoration contribution for the

PtG/GfG operator:

PrSR,CICu,t = EPrc
t .
(
PGfG,SR
u,t + P PtG,SR

u,t

)
+
(
CICrate/P SR

u,t

)
.
(
PGfG,SR
u,t + P PtG,SR

u,t

)
∀t ∈ T ∧ ∀u ∈ U .(5.28)

5.2 Case Studies for the Proposed MCES Algorthim

Figure 5.2 shows the 33–bus power distribution system integrated with the natural

gas distribution grid that is used as the test system for the simulation results. The
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Figure 5.2: 33-bus power distribution system integrated with the renewable DG, gas

storage, and natural gas distribution grid via GfG and PtG facilities

system is assumed to be a supporting microgrid that receives a participation signal

from the supported microgrids. The system includes renewable DG at Bus 18,

GfG unit at Bus 26 and PtG unit at Bus 14 with a gas storage. The gas storage

is connected to Node 4 in the gas system which allows a bidirectional gas flow

in addition to supplying its local load. All buses in the distribution grid and the

nodes in the gas grid are loaded. The historical electricity price data from Ontario’s

electricity market are adopted for the numerical studies for a typical year [134]. The

gas price is set as a flat rate of 0.174 $/m3 as per the real–world price data. The

modeling and simulation parameters of the proposed system are listed in Table

5.14, where the operational parameters of the GfG and PtG units are adopted from

[135]. The load demand profile for the electrical distribution system is modeled
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Table 5.14: Modeling and Simulation Parameters.

ηGfG = 60% CGfG = 70%×HMC/PGfG
max

ηPtG = 80% CPtG = 30%×HMC/(PPtG
max × ηPtG)

PGfG
i,min = 0 (MW) PBrn

j,min = 0 (MW) ∀j ∈ B

PGfG
i,max = 2.5 (MW) PBrn

j,max = 3.5 (MW) ∀j =
{

1, 2, ..., 6
}

FPtG
i,min = 0 (m3/h) PBrn

j,max = 1.5 (MW) ∀j =
{

7, 8, ..., 33
}

FPtG
i,max = 113.676 (m3/h) λGfG = 94.73 (MWh/m3)

PrNod
l,min = 900 (kPa) λPtG = 1/94.73 (m3/MWh)

PrNod
l,max = 1000 (kPa) V Bus

i,min = 0.95 (pu)

FDhg
min = 0 (m3/h) V Bus

i,max = 1.05 (pu)

FDhg
max = 125 (m3/h) FPip

k,min = 0 (m3/h)

LOGG
min = 15 (m3) FPip

k,max = 1000 (m3/h)

LOGG
max = 300 (m3) PPtG

min = 0 (MW)

LOGG
Res = 115 (m3) PPtG

max = 1.5 (MW)

based on real data obtained from [136]. Figure 5.3 shows various load profiles for

one day in a year.
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Figure 5.3: Different load demand profiles for 24 hours in one year.

The optimization horizon for simulation is set to 24 hours. Three case studies are

presented in this section. The response of the proposed model in case of receiving

a restoration signal from the neighboring microgrid is given in the first case study.

In the second case study, a gas network outage is assumed to occur in the presence

of a gas storage connected to a local gas load. In the third case study, participation

of the PtG/GfG units in the real–time market is assessed.

5.2.1 Restoration Services to the Neighboring Microgrid

It is assumed that two open–tie lines (Tie 1 and Tie 2) are connected to the electrical

grid in Fig 5.2, where the installed tie–lines represent optional paths to neighboring

microgrid; in this case study, it is assumed that Tie 1 is a path for transferring power

to a supported microgrid. microgrid is assumed to require support in contingency

151



situations. Hence, the service restoration signal is assumed to be received through

Tie 1 from a neighbor faulted microgrid. Two studies are considered in this case as

follows:

1. Service restoration signal is received while market prices are lower than the

maximum threshold for PtG unit operation.

2. Service restoration signal is received while market prices are higher than the

minimum threshold for GfG unit operation.

The maximum threshold is defined here as the level of market prices above which

the PtG unit stops operating, whereas the minimum threshold is defined as the

level below which the GfG unit does not operate.

5.2.1.1 Under Lower Electricity Market Prices

It is worth noting that when the service restoration signal is received (i.e., MSR=1),

the penalty factor βSRu,t is set to a very large positive value which forces the PtG/GfG

units to participate in the restoration process. The operation of the PtG and GfG

units are altered from the arbitrage utilization mode to respond to the received

service restoration signal. The simulation results are given in Fig 5.4. As shown in

Fig 5.4 (d), the duration of the received restoration signal is assumed to be 6 hours

with 2 MW ratings. The restoration signal is issued during lower electricity prices as
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Figure 5.4: System operational parameters under first restoration scenario; (a) Electricity

price, (b) Generation of the GfG unit, (c) Demand of the PtG unit, (d) Restoration signal,

(e) Actual transferred power in response to the restoration signal, and (f) Restoration

slack variable.
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shown in Fig 5.4 (a). When the restoration signal is received, the GfG unit is forced

to participate in the restoration process to the extent that its physical limitations

are not violated as shown in Fig 5.4 (b). Considering the participation of the GfG

unit, the maximum power PR,RS that can be sent to the neighboring microgrid is

approximately equal to 1.5 MW without violating the operational constraints of the

system. It is worth noting that Fig 5.4 (f) shows P S,RS′ representing the difference

between the received restoration signal (i.e. Fig 5.4 (d)) and the actual contribution

power (i.e. Fig 5.4 (e)). In Fig 5.4 (c), the demand of the PtG unit is shown to be

0.75 MW under the normal mode of operation, while during the restoration signal

the PtG demand varies due to restoration process. It can be noticed that in Hour

15, the energy cost starts increasing which causes the algorithm to participate in

the restoration and reduce the gas demand to 0. This leads to an increase in the

overall profit of the system.

5.2.1.2 Under Higher Electricity Market Prices

To assess the efficacy of the proposed model, another case study is considered

where the restoration signal is assumed to be received when market prices are

higher than the minimum requirement for GfG unit operation. Figure 5.5 shows

the simulation results under this scenario. As shown in the figure, under the normal

operation mode, the electricity price is high where the GfG unit ramps up its
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Figure 5.5: System operational parameters under second restoration scenario; (a) Elec-

tricity price, (b) Generation of the GfG unit, (c) Demand of the PtG unit, (d) Restoration

signal, (e) Actual transferred power in response to the restoration signal, and (f) Restora-

tion slack variable.
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generation, and the PtG demand does not increase as it can be seen in Figs 5.5

(b) and (c). At Hour 17, the electricity price starts decreasing which causes an

increase in the PtG demand as shown in Fig 5.5 (c). After receiving the restoration

signal, the scheduling algorithm increases the generation of the GfG unit from its

normal operation as it can be seen in Fig 5.5 (b) to satisfy the total participation

to the restoration process. During this time period and based on the generation

and demand of the power distribution grid, the maximum generation that can be

supported for restoration process would be 1 MW as shown in Fig 5.5 (e); where

the fictitious power is represented in Fig 5.5 (f).

5.2.2 Gas Grid Outages

In this case study, the proposed algorithm is assessed while there is an outage in

the gas grid. It is assumed that the gas outage occurs from Hour 11 to 16 as shown

in Fig 5.6 (a). Prior to the outage incident, the LOG of the gas storage is held at

the reserve value of 115 m3 as shown in Fig 5.6 (d). Due to the gas grid outage, the

gas storage is scheduled to discharge with a constant rate until the LOG reaches

to 15 m3 at the end of outage event. The discharged capacity during the outage is

shown in Fig 5.6 (c). The gas storage charging pattern can be seen from Fig 5.6

(b), where the PtG unit operates to fill in the storage reservoir up to its reserved

capacity. After the outage event ends, the gas storage keeps charging for one hour,
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Figure 5.6: Gas system operational parameters during the gas grid outage; (a) Total gas
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local load, and (g) Curtailed gas local load.
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so that the LOG can reach to its reserved limit again. As shown in Fig 5.6 (e), the

local gas demand varies from 152 m3/h to 159 m3/h during the outage event, which

is supplied by the gas storage. Since there is not enough gas to supply the load in

full during the outage, a portion of the demand is curtailed as shown in Fig 5.6 (f).

Accordingly, the adjusted gas demand would be lower than the original value (i.e.,

set to 125 m3/h by the optimization problem) as shown in Fig 5.6 (g).

5.2.3 Contribution to Real–time Market

In this section, the behavior of the proposed algorithm for participation in the real–

time market is assessed. The real–time signal is sent by the grid operator to PtG and

GfG units to maintain the operational requirements of the electrical distribution

grid. Figure 5.7 shows the operation of the facilities for arbitrage utilization under

the normal condition. In addition, the received real–time signal is shown in Figs 5.7

(a) and (c), assumed to equal 1 MW charging and discharging. The real–time signal

represents that higher generation by the GfG is needed to meet the power demand

as shown in Fig 5.7 (b). In addition, Fig 5.7 (d) shows that the PtG demand has

been adjusted in response to the real–time signal.
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Figure 5.7: Operating results in response to the real–time signal; (a) Received real–time

signal for the GfG unit, (b) Generation of the GfG unit, (c) Received real–time signal for

the PtG unit, and (d) Demand response of the PtG unit.

5.2.4 System Revenue and Contribution Indices

The simulation is executed for a year for computation of the annual revenue. Figure

5.8 shows the total revenue in USD$ on a monthly basis under various cases. The

model is operated for the following services: (i) arbitrage, (ii) arbitrage with real–
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Figure 5.8: Monthly system revenue under various scenarios

time service, (iii) arbitrage with service restoration service, and (iv) arbitrage with

real–time and service restoration services. It can be seen in the figure that partici-

pation in the real–time market slightly increases the system revenue, while adding

service restoration services considerably enhances the total revenue. Furthermore,

the impact of penalty factor values on the operation of the model is investigated

using the proposed indices in Section 5.1.2. Figure 5.9 shows the trend of the SRCI

values versus the penalty factor. Under the higher market price case, a change in

the penalty factor βSRu,t does not impact the response of the system towards the

service restoration process since the system already generates maximum power for

arbitrage utilization. Under the lower electricity price case, however, it can be no-

ticed that the selection of βSRu,t affects the contribution percentage. The GfG unit
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Figure 5.10: PtG and GfG real–time contribution index

reaches to its maximum contribution limit at βSRu,t = 50, while the PtG unit reaches

to the maximum contribution at βSRu,t = 75. Fig 5.10 illustrates the trend of the

real–time contribution versus the penalty factor. As shown in the figure, the larger

the penalty factor is, the higher the contribution index becomes until it saturates

at penalty factor of 20.
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5.3 Summary of the Proposed Algorithm for Integrated

Power and Natural Gas System

The proposed algorithm enables PtG and GfG units to provide several services to

the integrated grid in addition to the price arbitrage exploitation. Such services

include electrical and gas loads restoration in case of outages as well as ancillary

service provision to local microgrids. Through numerical results from implementing

the proposed algorithm on a test system, the efficiency of the proposed algorithm is

evaluated. It is demonstrated that participation of PtG and GfG units in the afore-

mentioned services using the proposed algorithm leads to a considerable increase

in the system revenue. The results indicate that a higher return on investment can

be generated for PtG and GfG units operators by adoption of the proposed model.
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Chapter 6 - Conclusions and Future Work

6.1 Summary and Conclusions

The research in this thesis presents new optimization algorithms to address and

mitigate different SDG challenges considering microgrids operating in both grid-

connected and islanded modes. In particular, three main optimization models

have been formulated in order to: enhance the performance of distributed state

estimation algorithms of IMGs (chapter 2),automatic service restoration for SDGs

clusteted into microgrids (chapters 3 and 4), and scheduling of bidirectional en-

ergy conversion units PtG and GfG in energy and ancillary services markets in

multi–carrier energy systems (chapter 5).

In chapter 2, a new algorithm was presented for optimal zone clustering of

droop–controlled IMGs based on the supply adequacy taking into account the dy-

namic performance of distributed state estimation units. In this regard, the IMG

is partitioned into several localized, yet coupled zones, where each zone is respon-
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sible for its local state estimate and performs data fusion to reach consensus for

shared state variables between zones by assigning a state estimator for each zone.

The technique proposes a novel algorithm to optimally define the placement of

the virtual boundaries of the zones by minimizing the potential power transfer be-

tween adjacent zones. The proposed algorithm adopts the distributed particle filter

technique for the state estimation process. The proposed algorithm also has the

ability to come up with one optimal configuration considering different events and

scenarios that might occur in IMGs. Monte Carlo simulations demonstrate the effi-

cacy of the proposed technique in the presence of severely corrupted measurements

and state values, as well as displaying tolerance to major load changes within the

IMG. The distributed particle filter shows similar performance when compared to

its centralized implementation while also providing computational savings by a fac-

tor of the number of zones. The simulation results show that proper zoning in an

IMG considering different operating conditions and fault scenarios will result in a

successful state estimation leading to an accurate identification of faulty conditions.

In chapter 3, a new model is introduced for optimum self–healing restoration in

planned IMGs. The objective of the proposed algorithm is to optimize the topo-

logical structure of the IMG via: (1) maximizing the served load after the fault

isolation; (2) minimizing the switching operation costs, and (3) minimizing the sys-

tem losses. The problem is formulated as a multi-objective optimization problem
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and solved using Ant Colony Optimization algorithm. The formulated optimiza-

tion model accounts for the special operational characteristics of droop controlled

IMGs. The simulation results concluded that appropriate reconfiguration in con-

junction with optimal settings of droop parameters between the DGs will improve

the restoration process, while maintaining the system operational constraints. The

above formulated problem has been extended in the same chapter to provide auto-

matic back–feed service restoration in SDGs clustered into multi–microgrids that

are capable of operating in both grid-connected and islanded modes of operation.

The proposed restoration algorithm presented different layers of restoration process,

based on the participating microgrids. The proposed restoration algorithm intro-

duces three types of power transfer between the tied adjacent microgrids during

the restoration process: load transfer, DG transfer, and a combination of load-

/DG transfer. Another feature of the extended algorithm is the ability of forming

a new, not planned, IMGs in the post–restoration network by utilizing the avail-

able DGs. Several case studies have been carried out on a typical distribution

system with multiple microgrids to demonstrate the effectiveness and robustness

of the proposed algorithm. The simulation results shows that the multiple layers

of restoration process with consideration of different types of energy transfer and

optimal droop settings in created IMG(s) will increase the chance to restore more

unserved loads in addition to a reduction of the restoration cost.
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In order to obviate the need for a central unit in the automatic back–feed service

restoration, the optimization problem is reformulated in chapter 4, as a distributed

constraint optimization problem, in which the variables and constraints are dis-

tributed among automated agents. To reduce the problem complexity, the restora-

tion problem is decomposed into two sequential and interdependent distributed

sub–problems: supply adequacy assessment, and optimal reconfiguration. The pro-

posed algorithm adopts the optimal asynchronous partial overlay technique, which

is based on the distributed constraint agent search to solve distributed sub–problems

in a multi–agent environment. Each agent is assigned to a specific microgrid, where

a mediation session is performed between the multi–agents to optimally perform

the restoration process among them. Several case studies are simulated to test the

convergence, performance, and effectiveness of the proposed algorithm under dif-

ferent operating conditions. The obtained simulation results show the effectiveness

and robustness over the centralized restoration process.

The proliferation of bidirectional energy conversion units between power and

natural gas systems is set the stage for a more integrated, resilient, and robust

system. Chapter 5 shows how bidirectional energy conversion units and storage de-

vices can be optimally scheduled within a MCES for provision of various regulation

services to the grid operator. To that end, a new model is proposed for optimal

scheduling of PtG, GfG, and gas storage units in a MCES. The model aims to
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facilitate integration of renewable energy resources, utilize gas and power price ar-

bitrage, provide regulation services to the real–time market, and contribute to the

system restoration between adjacent microgrids. Also, new indices that quantify

the contribution of the MCES operator to real–time and ancillary service markets,

are proposed. The proposed model is validated technically and economically by us-

ing a test system historical operating data. Numerical results demonstrate that not

only the proposed model is technically feasible, but also it enhances the economic

viability of the grid operator.

6.2 Contributions

The main contributions in this thesis can be highlighted as follows:

• Comparing the performance of centralized and distributed particle filters for

dynamic state estimation of droop–controlled IMGs and analyzing the im-

pacts of zone selection on the accuracy of distributed particle filter.

• Development of a multi–objective optimization model for the optimum zon-

ing design of IMGs to enhance the performance of distributed particle filter

under different operating conditions and reduce the power flow among adja-

cent zones (i.e., enhance the supply adequacy for each identified zone to be

self-sufficient).
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• Formulating a new optimization problem for automatic service restoration of

planned IMGs considering the optimal settings of droop parameters for the

disptachble DGs and solving the formulated problem using ACO.

• Introducing new mechanisms for back–feed automatic service restoration of

SDGs clustred into microgrids via the introduction of new types of energy

transfer between adjacent microgrids: load, DG, and a combination of load-

/DG; in addition to the creation of new, not predefined, IMGs.

• Development of a new a multi–agent scheme for the automatic back–feed

service restoration in SDGs. The proposed algorithm obviates the need for a

central unit and reduces the restoration complexity problem by decomposing

it to two sequential and interdependent distributed sub–problems: supply

adequacy and optimal reconfiguration.

• Development of a new optimizing algorithm for the scheduling process of

bidirectional energy conversion units PtG and GfG in integrated power and

natural gas system in order to provide: energy shifting arbitrage, power ser-

vice restoration, and gas service restoration. Also, new contribution indices

have been proposed to measure the contribution of the energy conversion

units to the real–time and service restoration.
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6.3 Future Work

Building on the results and the proposed algorithms of this research work, the

following summarizes some of the research points that can be carried out in the

future:

• Investigate the vulnerability of SDGs and IMGs to cyber-physical attacks

under both centralized and distributed control schemes

• Extending the developed optimization models for service restoration to con-

sider both AC and DC microgrids

• Incorporating emerging technologies such as battery energy storage devices

in the back–feeding restoration process.

• Extending the work in integrated power and natural gas to include electrified

transportation systems (i.e., electric vehicles and charging stations)
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Appendix - Figures and Data of the Distribution

Test Systems

Figure 7.11: The 33-bus distribution test system.

Figure 7.12: The 7-node gas distribution test system.
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Figure 7.13: The 70-bus distribution test system.
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Table 7.15: Loads and line data of the 33-bus distribution system

Branch # From To R (p.u.) X (p.u.) PL (KW)To-node QL (Kvar) To-node
1 1 2 0.00057 0.00029 0.1 0.06
2 2 3 0.00307 0.001564 0.09 0.04
3 3 4 0.002279 0.001161 0.12 0.08
4 4 5 0.002373 0.001209 0.06 0.03
5 5 6 0.0051 0.0044 0.06 0.02
6 6 7 0.001166 0.0038 0.2 0.1
7 7 8 0.00443 0.001464 0.2 0.1
8 8 9 0.006413 0.004608 0.06 0.02
9 9 10 0.06501 0.004608 0.06 0.02
10 10 11 0.001224 0.000405 0.045 0.03
11 11 12 0.002331 0.000771 0.06 0.035
12 12 13 0.009141 0.007192 0.06 0.035
13 13 14 0.003372 0.004439 0.12 0.08
14 14 15 0.0368 0.003275 0.06 0.01
15 15 16 0.004647 0.003394 0.06 0.02
16 16 17 0.008026 0.010716 0.06 0.02
17 17 18 0.004558 0.003574 0.09 0.04
18 2 19 0.001021 0.000974 0.09 0.04
19 19 20 0.009366 0.00844 0.09 0.04
20 20 21 0.00255 0.002979 0.09 0.04
21 21 22 0.004414 0.005836 0.09 0.04
22 3 23 0.002809 0.00192 0.09 0.05
23 23 24 0.005592 0.004415 0.42 0.2
24 24 25 0.005579 0.004366 0.42 0.2
25 6 26 0.001264 0.000644 0.06 0.025
26 26 27 0.00177 0.000901 0.06 0.025
27 27 28 0.006594 0.005814 0.06 0.02
28 28 29 0.005007 0.004362 0.12 0.07
29 29 30 0.00316 0.00161 0.2 0.6
30 30 31 0.006067 0.005996 0.15 0.07
31 31 32 0.001933 0.002253 0.21 0.1
32 32 33 0.002123 0.003301 0.06 0.04
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Table 7.16: Loads and pipeline data of the 7-node gas distribution system

Pipeline # From To Resistance (kPa.h/m3) Gas Demand To-node (m3/h)
1 1 2 0.0003 10000
2 2 3 0.0004 12000
3 2 4 0 0
4 4 5 0.00025 20000
5 5 6 0.0002 16000
6 4 7 0.0003 0

Table 7.17: Loads and line data of the 70-node distribution system

Branch # From To R (ohms) X (ohms) PL (KW)To-node QL (Kvar) To-node
1 1 2 1.097 1.074 100 90
2 2 3 1.463 1.432 60 40
3 3 4 0.731 0.716 150 130
4 4 5 0.366 0.358 75 50
5 5 6 1.828 1.79 15 9
6 6 7 1.097 1.074 18 14
7 7 8 0.731 0.716 13 10
8 8 9 0.731 0.716 16 11
9 4 10 1.08 0.734 20 10
10 10 11 1.62 1.101 16 9
11 11 12 1.08 0.734 50 40
12 12 13 1.35 0.917 105 90
13 13 14 0.81 0.55 25 15
14 14 15 1.944 1.321 140 125
15 7 16 1.08 0.734 100 60
16 16 17 1.62 1.101 40 30
17 T4 18 1.097 1.074 60 30
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Branch # From To R (ohms) X (ohms) PL (KW) To-node QL (Kvar) To-node
18 18 19 0.366 0.358 40 25
19 19 20 1.463 1.432 15 9
20 20 21 0.914 0.895 13 7
21 21 22 0.804 0.787 30 20
22 22 23 1.133 1.11 90 50
23 23 24 0.475 0.465 50 30
24 19 25 2.214 1.505 60 40
25 25 26 1.62 1.11 100 80
26 26 27 1.08 0.734 80 65
27 27 28 0.54 0.367 100 60
28 28 29 0.54 0.367 100 55
29 29 30 1.08 0.734 120 70
30 30 31 1.08 0.734 105 70
31 T3 32 0.366 0.358 60 40
32 32 33 1.463 1.432 20 11
33 33 34 1.463 1.432 80 60
34 34 35 0.914 0.895 36 24
35 35 36 1.097 1.074 130 120
36 36 37 1.097 1.074 43 30
37 33 38 0.27 0.183 80 50
38 38 39 0.27 0.183 240 120
39 39 40 0.81 0.55 125 110
40 40 41 1.296 0.881 125 110
41 36 42 1.188 0.807 10 5
42 42 43 1.188 0.807 150 130
43 43 44 0.81 0.55 50 30
44 44 45 1.62 1.101 30 20
45 43 46 1.08 0.734 130 120
46 46 47 0.54 0.367 150 130
47 47 48 1.08 0.734 25 15
48 T2 49 0.366 0.358 80 50
49 49 50 0.731 0.716 160 140
50 50 51 0.731 0.716 13 8
51 51 52 0.804 0.787 46 39
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Branch # From To R (ohms) X (ohms) PL (KW) To-node QL (Kvar) To-node
52 52 53 1.17 1.145 150 130
53 53 54 0.768 0.752 40 28
54 54 55 0.731 0.716 60 40
55 55 56 1.097 1.074 40 30
56 56 57 1.463 1.432 30 25
57 51 58 1.08 0.734 150 100
58 58 59 0.54 0.367 60 35
59 59 60 1.08 0.734 120 70
60 60 61 1.836 1.248 90 60
61 61 62 1.296 0.881 18 10
62 59 63 1.188 0.807 16 10
63 63 64 0.54 0.367 100 50
64 61 65 1.08 0.734 60 40
65 54 66 0.54 0.367 90 70
66 66 67 1.08 0.734 85 55
67 67 68 1.08 0.734 100 70
68 68 69 1.08 0.734 140 90
69 9 69 0.908 0.726 — —
70 9 57 0.381 0.244 — —
71 15 65 0.681 0.544 — —
72 24 48 0.254 0.203 — —
73 31 45 0.254 0.203 — —
74 64 41 0.254 0.203 — —
75 57 62 0.454 0.363 — —
76 58 40 0.454 0.363 — —
77 23 29 0.454 0.363 — —
78 9 15 0.681 0.544 — —
79 15 48 0.454 0.363 — —

Other Data: Current carrying capacity of all tie branches are 234.0 A. The current
carrying capacity of branches 1-8, 17-23, 31-39 and 52-57 is 270 A. For branches 9
-16, 24-30, 40-51 and 58-68, it is 208 A. The ratings of the transformers of T1, T2,
T3 and T4 are 2 MVA,2 MVA, 2.5 MVA and 2.5 MVA, respectively.
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