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Abstract

After recent financial crises, finding the right methodology to control and regulate risks

that arise in the financial markets became the most important task of a bank. A bank

faces various risks, among which the most important risk any bank encounters is the credit

risk. In the context of Basel II, the major components of credit risk management are credit

rating migration matrices. The analysis and modelling of the dynamics of these matrices

are crucial for predicting the future risk of borrower’s default, the regulatory capital re-

quirement, credit approval, risk management and internal credit allocation. This thesis is

an empirical investigation of various estimation methods for the analysis of the dynamics of

credit rating matrices. More specifically, the thesis discusses the statistical estimation of the

latent factor ordered-Probit model, which is also known as the stochastic credit migration

model, a homogeneous nonlinear dynamic panel model with a common unobserved factor,

to determine the dynamics of credit ratings transition probabilities. In particular, this thesis

presents three maximum likelihood estimation methods of the latent factor ordered-Probit

model. The first two methods rely on analytical approximation of the true log-likelihood

function of the latent factor ordered-Probit model based on the granularity theory and are

discussed in Chapter two. The third method is maximum composite likelihood estimation

of the latent factor ordered-Probit model which is the new approach to estimate the latent

factor ordered-Probit model and is discussed in Chapter three.

Chapter 1 provides the literature review on the dynamics, estimation and modelling the

credit rating transition matrix. It describes the credit rating dynamics and explain how

individual credit rating histories are used to predict the future risk of a given borrower or
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set of borrowers. The general framework of the ordered qualitative models that are used to

model the credit rating dynamics is explained. The notation and general assumptions of a

latent factor ordered-Probit model are introduced and the statistical inference of the latent

factor ordered-Probit model is discussed.

Chapter 2 reviews two maximum likelihood estimation methods of the latent factor

ordered-Probit model which are the two-step estimation and joint optimization. The meth-

ods considered rely on analytical approximations of the log-likelihood function based on the

granularity theory. The effect of the underlying state of the economy on corporate credit

ratings is inferred from the common factor path. The estimated model allows us to examine

the effects of shocks to the economy, i.e. the stress testing at the overall portfolio level, which

is also a required element of the execution of Basel II. The stress scenarios are selected to

evaluate the stressed migration probabilities and relate them with the state of the economy.

The empirical results are obtained from the series of transition probabilities matrices pro-

vided by the internal rating system of Credit Agricole S.A. bank over the period 2007 to

2015.

Chapter 3 introduces the maximum composite likelihood estimation method for the latent

factor ordered-Probit model for credit migration matrices. The computational complexity

of the full information maximum likelihood in application to the stochastic migration model

is the main motivation to introduce a new method, which is computationally easier and

provides consistent estimators. The new method is illustrated in a simulation study that

confirms good performance of the maximum composite likelihood estimation.
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Introduction

One of the most active areas of the recent financial research is credit risk, which is the most

important risk confronted by a bank in its traditional intermediation. This is the risk that

an obligor defaults and does not honour its responsibility to service debt. The fundamental

instrument of any credit risk analysis is the credit rating, which is the key measure to

quantify credit risk. There are two kinds of credit ratings: one is routinely provided and

updated by the rating agencies, such as the Moody’s, Standard & Poor’s and Fitch, and

called external ratings. The other is measured and updated by the internal scoring systems

of banks, and known as internal or shadow ratings. The credit ratings concern bond issuers

such as corporations, individuals, retail and countries. The rating histories are valuable tools

for the prediction of the upcoming risk of a specific borrower, or a set of borrowers being

downgraded or defaulted. The ratings change over time. Past changes in credit quality of an

obligor are documented by credit migration or transition matrices which track the movement

of firms across rating categories over a given period of time and within a given group of bond

issuers. The record of changes in the credit rating of an obligor is a key component of a

bank’s credit scoring. The past scores allow banks to evaluate and price credit risk more

accurately. In the literature, there exists few rating migration studies focused on internal

rating systems of financial institutions, due to the confidentiality of data. Credit migration

or transition matrices have become an essential element of many risk management methods

including the risk assessment, from the VaR on corporate credit portfolios (CreditVar), to

bond pricing models [see, e.g. Jarrow and Turnbull (1995), Jarrow et al. (1997)], to credit

derivative pricing models [see, e.g. Kijima and Komoribayashi (1998), Acharya and R.K.
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Sundaram (2002)] and banks’ credit capital determination.

This thesis focuses on an important branch of research which is the importance of the

internal credit rating and credit scoring economic consequences, particularly after the last

financial crisis in 2008. The financial crisis of 2007-2008 is the most severe financial crisis

since the Great Depression in the 1930s. It was a series of crisis that undulated through the

financial system and finally, the economy. It started in US subprime mortgage market and

led to a severe global financial meltdown. Many experts failed to identify the risk of subprime

mortgages and other risky loans. The key enablers of the financial meltdown were the three

credit rating agencies (Standard & Poor’s, Fitch, and Moody’s). Large financial institutions

trusted the credit ratings of these agencies. These agencies rated several collateralized debt

obligations as “AAA” (prime), while most of them were not even prime investments. Nearly

45,000 mortgage-related securities were rated as “AAA” by Moody’s from 2000 to 2007. A

large number of them defaulted or lost vigorously in value and led the financial institutions

to lose tremendous amounts of capital. These agencies have been accused of overstated

appraisals of risky loans, giving financial specialists bogus certainty that they were of for

contributing. During the financial crisis, the role of the credit rating agencies remains highly

criticized and mostly unaccountable. Many policymakers, multilateral agencies, academics

and investors were largely surprised by the crisis. Financial policymakers and decision mak-

ers reacted to the near-meltdown of the global financial sector on a real-time basis, through

a dynamic set of monetary and fiscal policy measures to curb the crisis. The Basel Commit-

tee on Banking Supervision significantly reduced the banks’ dependence on external ratings

during the calculation of capital requirements in 2014. This was done to force banks to

improve their own risk assessments of bad loans. The position of credit rating agencies was

not limited solely to the US. According to the European Central Bank (ECB), credit rating

agencies’ inaccurate sovereign ratings led the worsening of the euro-zone debt crisis. Fol-

lowing the sovereign downgrades, the EU proposed that the formation of a European credit

rating agency would question the oligopoly of the three major rating agencies in Europe.

It is also not shocking that the magnitude of this economic crisis has been underestimated

2



for most of 2008. The emergence of Basel III is an essential part of the regulator’s reaction

to the financial market crises and to the endogenous underestimation of systematic risk by

major players.

In recent years, the requirements regarding the operation of an internal rating-based

(IRB) approach, the associated internal credit rating studies, and the corresponding rating

migration analysis have followed in the framework of the Basel II and III agreements. The

Basel Committee on Banking Supervision (BCBS), was formed in 1974. The aim of the

committee is to improve the financial stability of banks by introducing the Basel Accords.

The Basel Accords contain three sets of banking regulations (Basel I, II and III) which

concern three major risks, the banks are facing such as, the capital risk, the market risk,

and the operational risk, to cover unexpected losses of banks so that they can meet their

obligations. In Basel I, the capital needed for supporting different assets is measured by

a standardized risk-weighting approach while under Basel II and III, the committee allows

banks to use their own internal risk models. Under the internal ratings-based approach

(IRB), banks use their own internal credit ratings to predict the probability of default (PD),

the loss given default (LGD), the exposure at default (EAD) and to estimate the entire matrix

of credit transition probabilities. The rating histories are used for different purposes, such

as credit score approximation and assessment of risk on a credit portfolio of a large number

of borrowers. However, the ratings are serially correlated, which means that the lagged

ratings have an effect on the current ratings. Moreover, there is cross-sectional correlation

which generally concerns migration correlation or more precisely default correlation among

the obligors.

Motivated by this observations, it is important to consider how rating systems are con-

ceptualised, developed, implemented and utilised in risk management to recognise how banks

conduct their business lending role and how they want to monitor risk exposures. Generally,

banks and rating agencies gather amounts of public and private financial data while pro-

ducing credit ratings and then produce regularly revised credit ratings based on a mixture

of standardized and empirical econometrics models Field specialists judgments. Previous
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research on automated credit rating generation at the company and industry level in the

finance and economics community ranged from discriminatory analysis Pinches and Mingo

(1973), logistical regression Ederington (1985), decision analysis, and artificial intelligence

Dimitras et al. (1996). recent years, multiple strategies in data mining, including computa-

tional and machine-learning enterprise credit risk assessment techniques have been applied.

[see, e.g. Angelini et al. (2008); Khashman (2010)]. Such experiments have shown that neural

networks outperform conventional mathematical and econometric approaches in the prob-

lems of credit rating prediction. Although, this research is not about the machine-learning

approach but uses the statistical learning tools, such as the principal component analysis to

obtain the path and the number of factors that drives the credit rating migrations. Thus

establishing the proper methodology for estimating migration matrices and forecasting the

probability of default and rating transition are important. These methods allow banks to

evaluate and price credit risk more accurately, as well as help them to improve the assessment

of minimum capital requirements.

This thesis provides an empirical examination of various estimation methods for the anal-

ysis of the dynamics of credit rating matrices. More specifically, the credit rating migrations

are modeled by the factor ordered-Probit model which is also known as the stochastic credit

migration model. The latent factor ordered-Probit model is a homogeneous nonlinear dy-

namic panel model with a common unobserved factor representing a common systematic risk.

It allows us to determine the dynamics and forecast of the credit ratings transition probabil-

ities. This thesis presents three maximum likelihood estimation methods of the latent factor

ordered-Probit model. The first two methods are the two-step estimation and the joint opti-

mization. These methods rely on analytical approximation of the true log-likelihood function

of the latent factor ordered-Probit model based on the granularity theory. The third method

is maximum composite likelihood estimation of the latent factor ordered-Probit model. The

maximum composite likelihood method is a new approach to estimate the stochastic factor

ordered-Probit model. Moreover, this thesis provides empirical results for the first two esti-

mation methods, the two-step and joint optimization, which are obtained from the series of
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transition probabilities matrices provided by the internal rating system of Credit Agricole

S.A. bank over the period 2007 to 2015. A simulation study is provided as an illustration of

the new maximum composite likelihood estimation approach.

This thesis makes the following contributions within the general framework and discusses

them in chapters 2 and 3:

(A) an application of stress testing of latent factor ordered-Probit model through shocks

applied to the factor

(B) an interpretation of latent factor estimated from the latent factor ordered-Probit model

from data in internal ratings of a French bank

(C) a contribution to macroeconomic stress-testing via migration matrices based on an in-

ternal rating system

(D) an empirical comparison of the two-step estimation and joint optimization approaches

for the latent factor ordered-Probit Model

(E) a derivation of introductory results for identification, consistency and asymptotic nor-

mality of the maximum composite likelihood estimator of the latent factor ordered-Probit

Model

(F) a simulation study of the new maximum composite likelihood estimator of the latent

factor ordered-Probit Model

The first chapter, presents the literature review on the dynamics, estimation and mod-

elling of credit rating transition matrices. The comprehensive review of the literature that

uses these matrices to model and predict future risk in a large credit portfolio is discussed.

First, we describe the credit rating dynamics and explain how individual credit rating his-

tories are used to predict the future risk of a given borrower or set of borrowers. Then,

we explain the general framework of the ordered qualitative models that are used to model

the credit rating dynamics. More specifically, in order to model and predict the credit

rating matrices, we employ a factor-Probit model with stochastic credit rating migration

matrices which are driven by a latent factor. The effect of the business cycle on corporate

credit ratings can be inferred from the common latent factor path. We introduce the nota-
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tion and general assumptions of a latent factor ordered-Probit model. Next we discuss the

statistical inference of the latent factor ordered-Probit model. Due to computational com-

plexity of the true log-likelihood function in latent factor ordered-Probit model, this thesis

examines approximation-based estimation methods which simplifies the true log-likelihood

for the latent factor ordered-Probit model and offer fast and reliable estimation. These

approximation-based estimation methods are discussed in the next two chapters of this the-

sis.

In the second chapter, we compare two estimation methods for the latent factor ordered-

Probit model in an application. The methods considered maximized the analytical approx-

imations of the log-likelihood function based on the granularity theory. The computational

complexity of the full information maximum likelihood in nonlinear dynamic panel models

such as this stochastic migration model is the main motivation to use the approximation-

based estimation methods. When compared to the computationally demanding simulation

methods, the analytical approximations of the true likelihood function offer fast and reli-

able estimation that provides the output quickly and satisfy all the regulatory conditions.

The advantage of these methods is mainly computational ease. They provide consistent

estimators. The empirical results are obtained from the series of transition probabilities

matrices provided by the internal rating system of Credit Agricole S.A. bank in France over

the period 2007 to 2015. The stochastic factor ordered-Probit framework is used to model,

predict the credit rating probabilities consistently with the Basel II implementation outline.

The estimated model allows us to examine the effects of shocks to the economy, i.e. for the

stress testing at the overall portfolio level which is also a required element of the execution

of Basel II. The stress scenarios are selected to evaluate the stressed migration probabilities

and relate them with the state of the economy.

Chapter 3 introduces the new maximum composite likelihood estimation method for

the latent factor ordered-Probit model for credit migration matrices. We provide introduc-

tory results on the consistency of the estimators and their asymptotic normality. The new

method is illustrated in a simulation study that confirms good performance of the maximum
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composite likelihood estimation approach.
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Chapter 1

Review of Literature on Credit Rating

Transition Matrices

1.1 Introduction

In the financial industry, finding appropriate methodologies to control and regulate risks

has always been in the center of attention, especially after the last financial crisis of 2008.

Credit hazard measurement stays a critical area of pinnacle precedence in banking finance

immediately implicated inside the current global financial crisis. By the Basel Committee

on Banking Supervision (2000) terminology, credit risk is defined as “the potential that a

bank borrower or counterparty will fail to satisfy its obligations according with agreed terms”.

According to Basel II and III guidelines, banks are allowed to include their very own estimates

of different threat exposures, adopting inner threat rating systems, with the intention to

realistically verify their regulatory capital requirements, referred to as the “internal-ratings-

based” (IRB) approach. The fundamental instrument of any credit risk analysis is the credit

rating, which is the key measure to quantify credit risk.

In the recent years, the Basel III regulation has revealed the importance of credit rating

transition matrices for the purpose of credit risk modelling in the financial industry. Mod-

elling, estimation and forecasting of credit rating changes became more and more important

in modern risk management. The first step to assess the credit exposure and potential losses
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is to estimate the migration probabilities and probabilities of default which are the basic in-

puts in the analysis of the systematic risk. The second step is to model the ratings dynamics

and forecasting these matrices. There is an ongoing debate regarding which model is better

for the purpose of forecasting default, rating migrations and/or hedging performance. The

objectives of this literature are as follows:

• To find an appropriate methodology for estimating the credit transition matrices in

order to provide a precise evaluation of the capital requirements.

• To assess the prediction power of models for probability of default and migration

matrices and to evaluate various stress scenarios.

In terms of the methodology for estimating the credit transition matrices, there exists

three multi-state Markov chain methods for estimating the transition matrices. The first

one is the “Cohort” approach which is well-known in the industry. The second one is the

“Duration” methodology which is very popular in academic research. The third method

is the “Mixed Time Duration” which is based on the survival analysis. These methods

have different time settings and data observation patterns. In the “Cohort” method, the

matrix of transition probabilities is based on a discrete-time homogeneous Markov chain.

The “Duration” methodology incorporates the possibility of successive downgrades leading

to default in the continuous time set up. The “Mixed Time Duration” considers a mixing

of discrete and continuous time observations. The underlying assumptions of first-order

Markov and time homogeneity of the transition matrix for these three methods may be hard

to maintain over a long horizon. Thus, few practical alternatives are offered in the literature

[see, Bangia et al. (2002); Mählmann (2006)]. As of the modelling transition matrices, there

are two major techniques for modelling and forecasting ratings migrations. The first one is

the factor model and the second major techniques involves numerical adjustment methods

based on macroeconomic situation. The factor model consists of two main frameworks,

structural or reduced form. The factor models can be used to build an unobserved credit

indicator to model the migration matrix in different frameworks [see, Kim (1999); Wei (2003);
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Bae and Kulperger (2009); Berteloot et al. (2013)]. The numerical adjustment methods are

convenient and are used by financial institution [see, Jarrow et al. (1997); Lando (2000)].

However, their accuracy has been questioned by Trück (2008).

Chapter 1 is organized as follows. In Section 1.2, the literature on estimating, modelling

and forecasting the credit ratings migration matrices is discussed. Section 1.3 reviews the

literature on the estimation methods of the latent factor ordered-Probit model. The specifi-

cation of credit rating dynamics is described, and the notation and some general assumptions

are explained in Section 1.4. In Section 1.5, the general framework of the ordered qualitative

model and the latent factor ordered-Probit model are explained. Section 1.6 explains the

estimation methodology for the latent factor ordered-Probit model. Section 1.7 concludes.

1.2 Review of Literature on Estimation and Modelling

of Credit Ratings Migration Matrices

1.2.1 Estimation of Credit Migration Matrices

The first experimental credit transition matrix was introduced by Jarrow et al. (1997). They

developed a discrete time homogeneous Markov model for the term structure of credit risk

spreads. They used the Cohort methodology to construct the transition matrices. Each

element in the matrix, represents the probability of transition from one rating category to

another. It is calculated by dividing the number of firms that moved from one state to

another by the total number of firms in the initial rating category. However, the assumption

of discrete time in this context, has some drawbacks which make the Cohort methodology

inefficient. One of the drawback is that the estimation of default probabilities of corporations

with high rating grades is not accurate due to the scarcity of data on large corporation

with high rating category. The other drawback is that the default through a sequence of

downgrades or indirect defaults is ignored in the cohort methodology.

The continuous time approach (i.e., the Duration method) seems to provide a potential
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solution to the problems of the Cohort methodology. The aim of the continuous time frame-

work is to capture the possibility of sequential downgrades of an obligor from higher to lower

ratings until defaults occur. Two continuous time estimators for credit rating matrices are

provided by Lando and Skødeberg (2002). These estimators differ in term of assumptions

on the migration intensities. One of the estimator, called the Aalen-Johanson estimator,

which allows transition intensities to be time varying over the business cycle while the other

estimators assume that transition intensities are time invariant and so estimates a so-called

infinitesimal generator matrix in continuous time Markov chains. Most of this literature con-

siders continuously observed transition matrices data which are constructed by the rating

agencies since the internal ratings are not continuously monitored, which could be a concern

for the Duration methodology.

In the literature on the survival analysis method, Mählmann (2006) proposes a solution

to the issue by a maximum likelihood procedure derived from the earlier work of Kay (1986).

The key idea in the maximum likelihood procedure is to account for the interval-censoring

time issue and the censored states issue to treat the likelihood function in a continuous-time

setting. The interval-censoring time issue refers to the fact that the exact transition time is

rare to witness, but could be know to occur within a particular interval. In order to address

this issue, the maximum likelihood introduced by Mählmann (2006) uses different likelihood

function from the Duration method. Moreover, the censored states refers to situation that

an obligor does not default within the period studied and is not present at the end of

study, it is in a censored state at the end of the period studied. Mählmann (2006) used

data from a German bank, and compared the industry standard Cohort method and the

maximum likelihood procedure. He showed that the cohort method overestimates default

risk compared to the maximum likelihood approach. He shows that both the Duration and

Cohort approaches are not adequate for estimating the transition matrices of internal rating

data. The maximum likelihood procedure is actually the homogeneous multi state Markov

model for mixed discrete-continuous time observations data in the literature of survival

analysis. A clear description of a Homogeneous multi state Markov model is provided by
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Commenges (2002). His data set contains clinical trials observations which are hard to

document in a continuous time framework. The process of credit rating evaluation and

clinical trials are very similar in the sense that both processes include the treatment and

response. The characteristics of data in both processes are time-to-event and transitions

between states and both have default and death states which are absorbing states. The

internal rating systems should use the Kay’s maximum likelihood estimators or Mixed-Time

Duration since, they include mix discrete-continuous observation data.

Another challenge in recent literature is the dilemma whether a rating system is point-in-

time (PIT) or through-the-cycle (TTC) which is an important classification of rating systems.

In January 2001, an official definition of difference between the PIT and the TTC credit

ratings was provided by the Basel Committee on Banking Supervision. Basel Committee

obviously believes in the PIT approach, and recommends default risk measures over a short

horizon. For the default risk metrics computation, all relevant information and all variables

are supposed to be used in the process. The TTC approach considers longer horizons, of five

or more years. Despite many advantages of the PIT rating system, less volatility and smooth

transitions over cycles are obtained from the TTC rating system. These two approaches are

considered as opposite types of possible rating procedures. Most of external rating agencies

are using the TTC approach while the internal rating procedure most likely are combinations

of these two approaches.

1.2.2 Modelling of Credit Migration Matrices

The financial institutions need to model and predict the credit transition matrices, in order

to analyse, manage and assess the risk linked to a credit portfolio. Nowadays, there exists

several risk management tools such as J.P. Morgan’s Credit Metrics and McKinsey’s Credit

Portfolio View which are based on the estimation of transition probabilities. The definition

of a credit event which indicates that the loss has occurred is one of the most crucial issues

in the credit risk modelling. Generally credit risk models can be divided into two broad

categories: the structural models and the intensity-based models or reduced-form models.
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Black and M.Scholes (1973) and Merton (1974) introduced the structural models. In the

structural models, default can be explained by a specific trigger point. For example, it can

be caused by a decrease in asset value below some thresholds (i.e. the value of debt). Jarrow

and Turnbull (1992, 1995), Duffie and Singleton (1999) introduced the reduced-form models.

These models assume that a default intensity causes the defaults and not a specific trigger

event. However, the default intensity might depend on changes in external factors such as

GDP growth, inflation, unemployment and interest rates.

In the recent literature, there exists many studies that explore a variety of credit rat-

ing histories. Most of these studies focused on investigating the relations between ratings

dynamics and the business cycle. Essentially, these studies are focused on the reasons of

joint rating movements, which are often connected to the business cycle patterns. Many

authors consider some observable variables as proxies for the stage of the business cycle,

such as the risk-free interest rate [see, e.g. Nickell et al. (2000), Bangia et al. (2002)] or the

unemployment rate [see, e.g. Rösch (2005)]. The models with an observable factor are not

suitable for predicting future risk as the factor itself needs to be predicted. Several articles

in the literature studied the default correlation to analyse joint movement of individual risks

and considered unobserved factors. One of the advantages of this type of factor is that it

helps predict future risks on credit portfolio easier than an observable factor. The history of

ratings of a firm, and of joint ratings of multiple firms can help forecast the future portfolio’s

risk. Schönbucher (2000), Gordy and Heitfield (2001) and Gordy and Heitfield (2002) exam-

ine this type of model. Gagliardini and Gouriéroux (2005) develop a model to explain the

rating transitions with unobservable time varying stochastic factors. Moreover, other studies

such as Koopman et al. (2008), Creal et al. (2013) and Creal et al. (2014) also considered

latent factors in their model to predict future risks on credit portfolios.

Banks are required by the Basel Committee on Banking Supervision (2001, 2003), to

conduct stress tests on their credit portfolios. The stress tests provide a comprehensive

assessment of banks ability to survive unexpected market changes. Stress testing became

a focus of interest in risk management since the melt-down of the U.S. sub-prime mort-
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gage market. In many countries, it is mandatory to conduct stress tests for credit risk

management. Under Basel II credit risk framework (regulation approach), the credit rating

migration matrices are essential to calculate the marked-to-market (MTM) losses and related

capital requirements. Given the regulation suggested by the Basel committee, the literature

on credit risk can be divided into three main categories:

1. The first category refers to studies that introduce individual covariates for determin-

ing a score function and predicting risk. The interest in these studies is in defining

the scoring system. Chava and Jarrow (2002), Bharath and Shumway (2004), and

Duffie and Wang (2004) are examples of these studies. In the latter study, the score

function is based on the firm size, distance-to-default, and the firm’s earnings. Thus

firm’s characteristics are introduce into their model, in the absence of microeconomic

covariates.

2. The second category are studies which include observable macro-variables in the model

and analyse the joint movements of individual risks. Understanding the joint rating

movement is the focus of this literature. For instance, Nickell et al. (2000), measure

the dependence of rating transition probabilities on the industry and the residence of

the obligor, and on the stage of the business cycle. The specific connection between the

macroeconomic volatility and asset quality is provided by credit migration matrices in

Bangia et al. (2002). They divides the economy into two states, recession and expan-

sion, and shows that there is a substantial difference between the loss distribution of

credit portfolio in these two states. These two articles use external rating data. As

for the internal rating system, Krüger et al. (2005) uses data from the Deutsche Bun-

desbank and shows that rating transitions depend on macroeconomic factors. Also,

Mählmann (2006) uses the internal rating data of a German bank to show the rela-

tionship between rating migrations and the business cycle.

3. The third category refers to studies which include unobservable factors in the model and

analyse the joint movement of individual risks. The main topic is default correlation

14



rather than risk dynamics. Generally, the current unobservable factors models are

not suitable for prediction purposes, due to the assumption of serial independence.

[see, e.g. Schönbucher (2000), and Gordy and Heitfield (2001, 2002)]. Two time

independent factors are introduced in Duffie and Wang (2004). One of these factors

is personal income growth which is observable and the other one is an unobservable

factor. Most of these models do not have the capacity of forecasting ratings migration.

Gagliardini and Gouriéroux (2005) introduce serially dependent unobservable factors

which allow the future risk in a large credit portfolio to be predictable. Their model

extends the standard and basic stochastic intensity model introduced by Cox and Lewis

(1972) by considering a set of Markovian processes with stochastic transition matrices.

Lando (1998), Duffie and Singleton (1999), Duffie and Lando (2001) and Gagliardini

and Gouriéroux (2005) are other examples of studies which consider serially dependent

unobservable factors which are more appropriate for prediction purposes.

1.2.3 Factor Ordered-Probit Model

In order to forecast rating migrations, two techniques are used in the literature. The first class

of approach uses factor models to construct an unobserved credit indicator under different

(structural or intensity-based) frameworks. A one-factor model is used to adjust migration

matrices to a shift in the business cycle index. Belkin et al. (1998) and Kim (1999) include

business cycle in their model and use a one-factor model to forecast credit rating migration.

Wei (2003) introduces two factors in this model and one of the factor is the initial rating

of a borrower. Another two-factor model is developed by Figlewski et al. (2012), which is

based on intensity-based model. Figlewski et al. (2012) incorporate two factors that are a

firm-specific and a macroeconomic variable in their model. They find that ratings-related

factor and the macroeconomic factors have a strong effect on credit ratings migration. Bae

and Kulperger (2009) and Berteloot et al. (2013) use an ordered logistic regression model

with exogenous and endogenous covariates to predict transition matrices.

Another major technique for modelling migration matrices involves numerical adjustment
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methods [ see, Jarrow et al. (1997); Lando (2000)]. This class of models, provides numerical

adjustment methods to link historical transition matrices and observed market bond prices

to obtain risk neutral migration matrices being in line with market credit spreads. Note that

Lando (2000) gives some extensions of the adjustment methods that will also be included in

the analysis. Although, this technique is convenient and is used by financial institutions, its

accuracy has been questioned by Trück (2008). He compared these two approaches, and finds

that one-factor model performs better in-sample and out of sample for predicting transition

matrices.

Generally, the ordered polytomous model is the specification that the rating agencies

and the Basel committee are considering to model the dynamics of credit rating transi-

tions. In credit risk analysis, the structural and intensity-based models are special cases

of ordered polytomous models with different assumptions on the error terms [Gagliardini

and Gouriéroux (2005)]. Many articles use the factor model, such as Bhatia et al. (1997),

Crouhy et al. (2000), Gordy and Heitfield (2001), and Bangia et al. (2002). Usually the

credit risk literature use the Probit, Logit and Gompit models which are different types of

the polytomous model. A Probit model is based on the assumption of normally distributed

error terms and is refereed to as the structural model. Kim (1999), Nickell et al. (2000) and

Trück (2008) are examples of studies which use the Probit model. In a Gompit model, the

error terms have the Gompertz distribution. It is usually refereed to as the reduced form

model. For instance, Figlewski et al. (2012) use the Gompit model. When the error terms

have a logistic distribution, the model is called the Logit model and this model often is used

in the industry. For example, Bae and Kulperger (2009) and Berteloot et al. (2013) use the

Logit model for modelling of probability of default.

The discrete, ordinal nature of the credit ratings and rating transitions can be modelled

by the ordered-Probit model. Nickell et al. (2001) employ the ordered-Probit model in the

study of the stability of credit rating migrations. They find strong effects of the business

cycle, and various industrial and domicile factors on the rating transitions. 1

1Bliss (1934) introduced Probit model. It is usually estimated by the maximum likelihood which was

proposed by Ronald Fisher in 1935.
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This chapter follows the literature which includes unobservable factors in the model used

for the analysis of the joint movements of individual risks. To do so, a vector Markov pro-

cesses with serially dependent stochastic transition matrices will be considered. To model the

dynamic of rating transitions, the ordered-Probit model will be used. The analysis is carried

out in the framework of an ordered qualitative variable model [see, e.g Basel Committee on

Banking Supervision (2000); Cheung (1996); and Nickell et al. (2000)]. This method explic-

itly permits for discreteness of rankings and accommodates naturally the ordering from low

to high credit quality. Generally, the maximum likelihood is the estimation method for the

ordered-Probit model. However, in our case, the maximum likelihood approach is difficult

due to computational complexity. The ordered-Probit model includes unobservable (latent)

variables. Therefore, large multidimensional integrals are involved in the likelihood function.

Any increase in the number of observations over time increases that multi dimension. Also,

the large number of parameters in the model makes the maximum likelihood estimates hard

to compute. In the maximum likelihood estimation method, the inversion of square matrices

with a dimension equal to the number of parameters are necessary. However, due to the large

number of parameters, the inverse matrices can be inaccurate. Therefore, an approximate

likelihood function is developed in the complex situation like this.

1.3 Review of Literature on Estimation of the Stochas-

tic Factor Ordered-Probit Model

1.3.1 Granularity-based Estimation Method

The stochastic migration model is a dynamic (non-linear) risk factor model, that allows us to

study the dynamics of credit rating matrices by introducing an unobservable common factor

that represents a fundamental driving process. It is used for the prediction of future credit

risk in a homogeneous pool of credits [see, e.g. Gupton et al. (1997); Gordy and Heitfield

(2002); Gagliardini and Gouriéroux (2005); Feng et al. (2008)]. The ordered qualitative
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model with one-factor is a basic stochastic migration model and it is an extension of the

Asymptotic Single Risk Factor (ASRF) model as well. The true log-likelihood function of

the stochastic migration model involves a multi dimensional integral due to the presence

of latent factors that need to be integrated out. Therefore, the computation of the true

log-likelihood is complicated and time consuming [see, e.g. Schönbucher (2001, 2003); Frey

and McNeil (2003) for a numerical implementation of the model].

Frye (2000) proposed an approximation of the true log-likelihood function for an applica-

tion to the Asymptotic Single Risk Factor model (ASRF) under the assumption of infinitely

large cohorts. It is called the Cross-Sectionally Asymptotic (CSA) log-likelihood function.

The maximization of the (CSA) log-likelihood function helps to eliminate the multidimen-

sional integral of the true log-likelihood and provides the CSA ML estimators. Although,

the CSA approximation provides a simplified version of true log-likelihood and eases the pro-

cedure of estimation, the assumption of infinitely large cohort sizes is unrealistic and even

inadequate in practice. Therefore, the assumption of infinitely large cohort sizes needed to

be changed to large cohort sizes. A simplification based on the granularity principle which

belongs to the class of analytical approximations of the true log-likelihood functions, pro-

vides an approximated log-likelihood for a large but not infinitely large cohort. Gagliardini

and Gourieroux (2014b) illustrated the usefulness of this approach for a variety of prob-

lems related to risk analysis, statistical estimation, and derivatives pricing in finance and

insurance. Gouriéroux and Jasiak (2012) provided the granularity adjustment for the CSA

approximation based estimation of the true log-likelihood function of a default risk factor

model under the assumption of large but not infinitely large cohort sizes.

The implementation of the granularity principle consists of three steps:

• In the first step, a risk factor model (RFM) is considered that connects the migration of

individual credit ratings to systematic risk factors and unsystematic (i.e., idiosyncratic)

risks. All transitions have a common source of uncertainty which is represented by

systematic risk factors and cannot be diversified.

• Second, the RFM is extended to the asymptotic risk factor model (ARFM) under the
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assumption of an infinite portfolio of individual risks, which creates a simplification

of the RFM model. The idiosyncratic risks will be completely diversified away in the

ARFM model and only the systematic risk factors are left. With this simplification

closed form formulas for the portfolio risk measures can be derived. In the setup of

a portfolio of infinite size, that risk measure is called the cross-sectional asymptotic

(CSA) risk measure .

• Third, the assumption of infinite portfolio size will be relaxed and an actual portfolio of

a finite but large size will be considered. An asymptotic expansion around the ARFM

will be performed to provide the closed-form approximation of the risk measure. This

approximation consists of two parts: the approximation of the CSA and the adjustment

term, called the granularity adjustment (GA). The diversified unsystematic risks in a

virtual portfolio and their interaction with systematic risk factors in an actual portfolio

are being taken care of by the GA part.

The non-linear risk factor model includes micro-dynamic and macro-dynamic compo-

nents. The micro-dynamic component refers to the individual risk which is dependent on its

own lagged values, conditional on the factor path. The macro-dynamic component refers to

the common factor with serial persistence. The estimation of a stochastic migration model,

which is a non-linear state space model is complicated. The data usually consists of a large

panel of T time observations for n individuals. Therefore, the likelihood function involves a

multi dimensional integral with respect to the unobserved factor and is hard to compute.

Gordy (2003), borrowed the terminology used in physics and photography and introduced

the concept of granularity to economics and finance. A system is granular if composed

of distinguishable pieces or grains or can be broken into small pieces or grains of similar

size with no significant effect on the entire system. In the context of credit risk, a credit

portfolio can be seen as a system and each individual loan defines a grain. Based on the

granularity concept, a credit portfolio is granular, if each individual loan has the same

exposure and no loans carry a systematic risk. The systematic risks along with unsystematic

(idiosyncratic) risks are the components of the credit risk in portfolios. The systematic
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risks are not diversifiable and are the sources of uncertainty for all individual loans, as most

borrowers are exposed to any unexpected changes in macroeconomic conditions and financial

market conditions. Also, the systematic risks introduce dependencies between individual

risks. The unsystematic risks (idiosyncratic) are all the remaining risks that can partly be

diversified. The undiversified part of unsystematic risks can be assessed via the granularity

adjustment methodology introduced by Gordy (2003).

Originally, the granularity theory was used to compute risks on large portfolios. Later

on, this methodology became popular in different but related applications. For instance,

it has been used for filtering out the unobservable values of systematic risk factors in a

large panel of individual risk histories and to estimate the unknown parameters of a risk

factor model. It has been used for pricing the derivatives as well. Moreover, the granularity

adjustment (GA) methodology has been suggested by Basel II and Basel III regulation

guidelines for computing the required capital reserve. Gagliardini and Gourieroux (2014b),

have extended the granularity methodology further. A manageable framework provided by

the granularity theory accommodates the effect of systematic risks, and idiosyncratic risks,

the uncertainty about the model parameters, and the unobservability of states in risk analysis

of large portfolios which makes this methodology important for financial applications.

Gagliardini and Gourieroux (2014b) used the granularity theory to derive asymptotically

efficient estimators of parameters without computing the multi dimensional integrals of a

complex log-likelihood. Gagliardini and Gourieroux (2014b) introduced computationally

simple estimators for two kinds of parameters, i.e., the micro and macro-parameters in large

dynamic panel models with common unobservable factors. This method is based on the

assumption of infinitely large cohorts and is called the Cross-Sectionally Asymptotic (CSA)

log-likelihood function. It is based on Frye (2000) where the Asymptotic Single Risk Factor

model is considered and the CSA log-likelihood function is used to estimate the parameters of

interest. Although a simplified estimation procedure can be applied to a CSA approximation

to the true log-likelihood function, the assumption of infinitely large cohorts is unrealistic.

Thus, it is more realistic and feasible to assume that the cross-sectional size is large, but finite,
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and use the granularity principle. This method provides closed-form approximations of the

likelihood function for large cross-sectional dimension n followed by asymptotic expansions of

the complicated likelihood function for panel models with a common latent factor and large

cross-sectional dimension. There are two steps in the granularity method. The first step

consist of virtual panels with infinite cross-sectional size and using the CSA approximation.

The second step, assumes that the cross-section is large but finite and performs Taylor

expansion of the likelihood function of order 1/n around the asymptotic model. This is the

so called granularity adjustment (GA).

1.3.2 Maximum Composite Likelihood Estimation Method

Generally, there are many problems with statistical inference. When the number of data

and parameters are huge (big data) or the data like credit rating changes have persistent

discrete characteristics that make the modelling and estimating more challenging. In or-

der to model such data with nonlinear features, we need a complex model that includes a

likelihood function with multi dimensional integrals. This likelihood function is frequently

very hard to compute in a parametric model. There exists methods, such as the Simulation

Maximum Likelihood (SML), Beysian technique and Laplace approximation that help to

compute multiple integrals and overcome this problem. Papers that used SML approach

are for example, Hajivassiliou and Ruud (1994), Gourieroux et al. (1996), Lee (1997), and

Fermanian and Salanie (2004) in the context of economics and Gagliardini and Gouriéroux

(2005), Feng et al. (2008), Koopman et al. (2009), and Koopman et al. (2012) (Monte Carlo

ML) in the context of finance. However, practitioners find this method complicated and

possibly time-consuming as Feng et al. (2008) stated.

The maximum composite likelihood is a method which is not widely-known in practice

but can be used when the computation of the full likelihood is infeasible due to underlying

complex dependencies. There are two key incentives for using the maximum composite like-

lihood approaches. First, calculating the likelihoods for subsets of data is much easier than

calculating the full-likelihood for the whole data set. Second, it neglects some dependence be-
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tween the observations that makes the models complex. Generally, the composite likelihood

can be defined by multiplying a collection of component likelihoods. The entire dependence

can be ignored in the marginal composite likelihood methods [Chandler and Bate (2007)]

and pairwise dependence can be captured in pairwise composite likelihood methods. [Cox

(1975)]

The underlying idea behind the composite likelihood method is to replace the model

by a misspecified likelihood. There exists different terminologies for composite likelihoods.

For instance, Hens et al. (2005a), uses the term pseudo-likelihood or Stein et al. (2004) use

approximate likelihood and the term quasi-likelihood is used by Hjort et al. (1994), Glas-

bey (2001), and Hjort and Varin (2008). Typically, there are two versions of composite

likelihood, the conditional and the marginal likelihood. The product of the conditional den-

sities of single observations given their neighbours is called the conditional pseudo-likelihood.

Besag (1975) introduced the composite likelihood as a pseudo-likelihood in the context of

models for spatially correlated data on a grid. Vecchia (1988) and Stein et al. (2004), use

Besag’s idea and develop a variant pseudo-likelihood method which involves chunks of ob-

servations in both the conditional and conditioned events. There exists further studies on

Besag’s proposal, like Hanfelt (2004a), Wang and Williamson (2005), and Fujii and Yanag-

imoto (2005) The second version of the composite likelihood, i.e, the composite marginal

likelihood, is a pseudo-likelihood constructed under the independence assumptions. All se-

rial dependence is ignored in this pseudo-likelihood. Chandler and Bate (2007) named this

pseudo-likelihood, the independence likelihood. Under the independence assumptions, only

inference on marginal parameters is possible in the independence likelihood. However, if

dependent parameters are considered in the model, the pairwise likelihood introduced by

Cox and Reid (2004) and Varin (2008) can be applied.

In the early 2000s, the composite likelihood approach became more popular in financial

econometrics. Cox (1975) introduced the partial likelihood. Lindsay (1988), uses for the first

time the term composite likelihood. Many papers in the statistics, biology and computer

science have used the composite likelihood methods to estimate very complex systems. An
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overview of this methodology is given by Varin et al. (2011) in the context of statistical ge-

netics. For instance, Pakel et al. (2017) used the composite likelihood for building models for

multi dimensional portfolios. Gourieroux et al. (1984) analyze the asymptotic properties of

the pseudo-maximum likelihood method. Fermanian and Salanie (2004) use non-parametric

simulated maximum likelihood method to estimate parts of the full-likelihood of an autore-

gressive Tobit model. Lando and Skødeberg (2002) use a particular part of the likelihood

function and estimate some parameters of their model by maximizing the partial-likelihood

method.Vasdekis et al. (2012) analyze a dynamic factor structure in a probit model.

The composite likelihood method has a wide variety of applications in literature. For

instance, studies which involve models that have dynamic latent variables, such as Probit

models. An example is the AR-Probit model introduced by Varin and Vidoni (2006). That

study is the first paper which applied the maximum composite likelihood to an AR-Probit

model. Le Cessie and Van Houwelingen (1994) provided a pairwise pseudo-likelihood to

estimate correlated binary data with an underlying process and Varin and Czado (2009),

estimated the panel Probit model with autoregressive error structure by pairwise composite

likelihood. Moreover, Ng et al. (2011) introduced some theoretical results of composite

likelihoods in a more general model with a dynamic latent variable of stochastic volatility

that follows an AR-Poisson process.

The composite likelihood can be written as a marginal or a conditional likelihood. These

two versions of the composite likelihood are parts of the full-likelihood. Therefore, some

theoretical properties of the maximum composite likelihood estimators will be close to the

properties of the full-likelihood estimators. For instance, the maximum composite likelihood

estimators are consistent, since, the marginal or conditional log-likelihood belongs in the

full-likelihood. Then, Kullback and Leibler (1951) information inequality will hold for the

maximum composite likelihood. The robustness of the composite likelihood inference has

been investigated by many authors. Most of these studies refer to the maximum composite

likelihood inference as robust, since the assumptions of maximum composite likelihood in-

ference are based on lower dimensional conditional or marginal densities, instead of detailed

23



specifications of the full joint distribution. There are some studies like, Lele and Taper (2002)

and Wang and Williamson (2005) that examine the robustness of the maximum composite

likelihood inference in more details.

Concerning the efficiency, the asymptotic variance of a simplified likelihood estimator

or “miss-specified likelihood” estimator, is higher than that of the full-likelihood estimator.

The inverse of information matrix which is the asymptotic variance of the full-likelihood

does not hold for the maximum composite likelihood. Instead, the asymptotic variance

of the composite likelihood is the so-called sandwich form or the Godambe Information

[Godambe (1960)]. Establishing the general efficiency result for the composite likelihoods

is hard. Mardia et al. (2007) shows that composite conditional likelihoods (marginal and

conditional) are fully efficient for the general multivariate normal distribution in applications

to highly concentrated i.i.d data. Lindsay et al. (2011) develop a methodology to increase the

efficiency of the maximum composite likelihood estimator. Consequently, a weighting scheme

for the maximum composite likelihood has been proposed by Harden (2013). However, these

studies show low efficiency of the maximum composite likelihood estimators. The efficiency

loss of a maximum composite likelihood estimator in the ARFIMA models is evaluated in

Davis and Yau (2011). They show that the maximum composite likelihood estimator loos

efficiency if the order of integration is high in a long-memory process. Varin and Vidoni

(2006) and Joe and Lee (2009), analyzed the efficiency loss in the context of time series and

discover sign of improvement in efficiency if only nearly next to pairs are included in the

maximum composite likelihood. Concerning the identification of parameters in maximum

composite likelihood, the identification of model parameters may not be achieved, depending

on which components are included in the composite likelihoods. Especially in more complex

model, one can not identify all the parameters of the model.

The alternatives estimation techniques such as the simulated maximum likelihood (SML),

the Beysian estimation and Laplace approximation are often complicated and possibly time-

consuming. Thus, a two stage estimation where, in the first stage, the model is estimated

without the dynamic and next in stage two the dynamic is estimated has been offered in
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literature. A comparison of the performance of the maximum composite likelihood and

the simulation maximum likelihood methods in multivariate ordered-response situations has

been done by Bhat et al. (2010).

Their study shows that both maximum composite likelihood and SML are efficient but

in terms of computational time, the maximum composite likelihood is 40 times faster than

the SML. In the case of a Beysian method, there are studies which show the computational

complexity as well. For instance, Chauvet and Potter (2005), McNeil and Wendin (2007), and

Stefanescu et al. (2009), consider a Probit model with a latent factor and use Gibbs sampling

to estimate it. A sophisticated approach is introduced by Müller and Czado (2005) since

Gibbs sampling exhibits bad convergence. However, Varin and Vidoni (2006) questioned

this proposed approach due to increasing computational complexity. Moreover, a Taylor

approximation of the likelihood has been proposed by Gagliardini and Gourieroux (2014a).

1.4 Description of Credit Ratings Dynamics

1.4.1 Individual Credit Rating Histories

Individual firm (i) has a credit rating history which is denoted by (yi,t, t = 1, ..., T ), i =

1, ..., n and corresponds to the qualitative process with state space (1, ..., K) at any point

of time t. These states indicate all possible rating categories such as A+, A, ..., F of firm

i = 1, ..., n and characterize different risk categories. State (A+) refers to the low risk

category and (F ) refers to state default, which is an absorbing state and the highest risk

category. The qualitative ratings yi,t are determined from an unobserved continuously valued

score y∗i,t. The qualitative measure of risk yi,t which is called the rating is compatible with

a scoring system and by discretizing the score grade, the rating can be defined. The history

of credit ratings of a given borrower can be used for:

• Approximating the score function y∗it. The sequence of previous ratings is used in

scoring practice to approximate the credit scores of a given borrower.
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• Predicting the risk on credit portfolio from the information of past individual credit

ratings.

In both cases the serial correlation in observed ratings matters. In order to be able to

analyse the effect of lagged ratings on current ratings, the serial correlation should be con-

sidered. Moreover, the cross-sectional correlation among the observed ratings is important

for analysing the migration correlation, which shows the relation between joint upgrades and

downgrades of different firms as well. However the latter is not the attention of this chapter.

This chapter explains the dynamics of rating transitions and captures the serial and cross-

sectional correlation with an unobservable time varying stochastic factor that represents a

common risk factor that affects all individual ratings at each time t = 1, ..., T .

1.4.2 Observed Transition Matrices

Credit ratings of an individual firm (i) change over time. Various approaches can be distin-

guished with the respect to the assumption on Pt and y∗it. A study of rating changes of a

firm can help forecast the future risk. A history of ratings is the basic element in defining

the matrices of credit rating transitions Pt. The standard approach to define the sequence

of credit rating transitions matrices is to aggregate the individual firm credit rating histories

into migration frequencies. The assumption for the basic approach to define the sequence of

transition matrices is as follows:

Assumption 1.1- Independent, identically distributed (i.i.d.) process of credit rating

histories across the firms (yit, t = 1, ..., T ), i = 1, ..., n and each individual credit rating

history follows a heterogeneous Markov process.

The heterogeneous Markov process means that all the information on the rating history of

a given firm can be explained by the most recent individual rating and that the migration

frequencies can be time varying. The transition frequencies are the same for different indi-

viduals, which follows from the cross-sectionally homogeneity assumption on the population

of firms. Each element of these matrices refers to frequencies of transitions from one rating

category to another in a given period of time in a given group of bond issuers. The entries

26



of each matrix are positive and each row sums up to one, since they represent the proba-

bilities of migration. The dimensions of each matrix depends on the number of states (k).

The matrices are updated and reported in each year by the rating agencies. The analysis of

such matrices can be performed either under the assumption that Pt, t = 1, ..., T are time

independent (time homogeneity assumption) or time varying (heterogeneity assumption). In

the later case, transition matrices are assumed dependent on time, and can be modelled by

either the deterministic or stochastic models.

Based on assumption 1.1, the distribution of each rating history is characterized by a

sequence of migration matrices Pt, t = 1, ..., T and the sequence of migration matrices

describes the movement of each firm ratings from one rating category to another. The

dimension of the transition matrices is (K ×K) and each entry displays the probability of

changing in firm’s rating from (l) to (k) between time (t− 1) and (t).

pk,l,t = P [yi,t = k|yi,t−1 = l], ∀ k, l, t. (2.1)

Deterministic Transition Matrices: The assumptions 1.1 is the main assumption in

deterministic transition model. Since the default is absorbing states and once one firm’s

rating become default, it will stay there, and it can not exit the default state, each matrix,

is reduced to K columns and (K − 1) rows. The probability of transition from rating l to

default K is as follows:

pk,K,t =

1 if k=K

0 otherwise

Therefore, there are (K−1)2 independent elements in each transition matrix that depend on

the number of parameters in the model that should be estimated. Based on assumption 1.1,

it can be concluded that the transition probabilities for different individuals are equal since

population of firms is homogeneous. However, it is not always the case that the homogeneity

of firms is assumed. For instance, Gordy (2003) and Gagliardini and Gouriéroux (2005)

questioned the population homogeneity assumption in their studies. The following three

criteria: industrial sector, country of origin and credit quality rating that are used to define
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a homogeneous population by Basel Committee on Supervision.

Stochastic Transition Matrices: In stochastic transition model, the migration matrices

Pt are stochastic. The sequence of transition matrices is influenced by factors. These factors

can be divided into observable and unobservable factors. Two important correlations, the

cross-sectional correlation between risk and serial dependence in risk will be captured when

the factors are unobservable. In this model the assumption of deterministic model has to be

modified as follows:

Assumption 2.1- The vector of individual risk histories {yi,t}, for i = 1, ..., N, t =

1, ..., T and follow a heterogeneous Markov process with transition matrices {Pt}.

Assumption 2.2- The sequence {Pt} is stochastic.

There are two major advantages for assuming stochastic transition matrices. Since the

stochastic dynamics involves a small number of underlying factors, the ratings model is

flexible. The heterogeneous Markov process also can be used to predict the future risk if the

dynamics of migration matrices are well-defined. Also, in order to capture the joint upgrades

and downgrades of firms, stochastic models can be used to measure migration correlation.

Generally, the stochastic models are more flexible and useful for modelling default.

1.5 The Ordered Qualitative Variable Model

We use an ordered qualitative dependent variables framework to model the credit rating

transition matrix, due to the fact that there is a natural ordering from low to high credit

quality, in credit ratings. The ordered-Probit model belongs to the family of ordered qual-

itative variable models. The ordered-Probit model is obtained when the error terms follow

the standard Gaussian distribution. In this model, there is a latent continuous quantitative

score y∗i,t that determines the individual qualitative ratings. This unobservable score y∗it is

discretized in order to obtain the individual qualitative ratings. Moreover, there is another

latent variable, called the factor that drives the parameters of the latent score and make

them stochastic.
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In the stochastic transition matrices setup, we introduce an unobserved common factor

that drives the migration probabilities. Thus the transition probabilities depend on a factor

ft and fixed parameters θ̃:

pk,l,t = pkl(ft; θ̃),

θt = f(ft, θ̃).

In the next section, the stochastic factor ordered-Probit model known as a stochastic

migration model is explained in detail.

1.5.1 Stochastic Migration Model

The effect of current ratings of borrowers on the value of their debts in a credit portfolio

of a financial institution has to be taken into account when the risk on a credit portfolio

is assessed. An accurate analysis of risk associated with possible rating downgrades and

upgrades is a requirement of the Basel 2 accord [Basel Committee on Banking Supervision

(2001, 2003)]. Thus, it is required to perform a dynamic analysis of qualitative rating

histories. In order to model the dynamics of a large number of qualitative individual histories

(yi,t) over the finite state (1, ..., K), we use the stochastic transition model.

The object of our analysis is a sequence of observed square matrices P̂t with positive

elements, which are the frequencies of transitions between states. Each element of these

matrices refers to frequencies of transitions from one rating category to another in a given

period of time in a given group of bond issuers. The elements of each matrix are positive and

each row sums up to one, since they represent the probabilities of migration. The dimensions

of each matrix depends on the number of states k. The matrices are updated and reported

each year by the rating agencies. The analysis of such matrices can be performed either under

the assumption that P̂t, t = 1, ..., T are time independent (time homogeneity assumption)

or time varying (heterogeneity assumption). We consider stochastic time varying matrices

in our analysis. Let us explain the model in more details.

Individual firm (i) has a credit rating history which is denoted by (yi,t, t = 1, ..., T ), i =

1, ..., n and corresponds to the qualitative process with state space (1, ..., K) at any point
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of time t. These states indicate all possible rating categories such as A+, A, ..., F of firm

i = 1, ..., n and characterize different risk categories. State (A+) refers to the low risk

category and (F ) refers to state default, which is an absorbing state and the highest risk

category. The qualitative ratings yi,t depend on an unobserved continuously valued score

y∗i,t. We introduce two main assumptions:

Assumption 3.1- The individual risk histories {yi,t}, i = 1, ..., N, t = 1, ..., T , are

i.i.d. across the firms. Each individual conditioning history follows a heterogeneous Markov

process with transition matrices {Pt}.

Assumption 3.2- The sequence {Pt} is stochastic.

The heterogeneous Markov process means that all the information on the rating history of

a given firm can be explained by the most recent individual rating and that the migration

probabilities are time varying. The transition probabilities are the same for different indi-

viduals, which follows from the cross-sectional homogeneity assumption on the population

of firms.2

Based on assumption 3.1 and 3.2 the rating history is characterized by a sequence of migration

matrices Pt, t = 1, ..., T and the sequence of migration matrices describes the movement of

each firm ratings from one rating category to another. The dimension of the transition

matrices is (K×K) and each entry displays the probability of changing in firm’s rating from

(l) to (k) between time (t− 1) and (t).

pk,l,t = P [yi,t = k|yi,t−1 = l, ft], ∀ k, l, t. (1.5.1.1)

By discretizing the score grade, the qualitative rating of corporates can be defined, as follows.

The quantitative values of score y∗it can be between c0 = −∞ < c1 ≤ ... ≤ cK = ∞. Based

on the score value, the ratings are defined by:

yi,t = k, iff ck−1 ≤ y∗i,t < ck, k = 1, ..., K. (1.5.1.2)

The rating classes are numbered in order of increasing credit quality, with alternative k = 1

corresponding to the highest risk category or default (F) and k = K corresponding to the

2See Gagliardini and Gourieroux (2014b), Definition 1.1, Page 6.
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lowest risk category (”A+”). The movements of firms from one rating category to another

depends on a common unobserved factor ft:

y∗i,t = δl + βlft + σlui,t, if yi,t−1 = l, l = 1, ..., K, (1.5.1.3)

where ui,t ∼ IIN(0, 1) is independent of ft. By conditioning with respect to the last rating we

obtain a set of K homogeneous sub-populations at date t. It means that firms are grouped

into rating categories k = 1, ..., K according to their previous rating. It is important to

specify the conditional distribution ψ(ft|ft−1; ρ). The unobserved common factor satisfies a

Gaussian Autoregressive (AR(1)) model:

ft = µ+ ρft−1 + ηt, ηt ∈ IIN(0, σ2
η), (1.5.1.4)

and the errors uit, ηt are identically independent. We assume of ρ ∈ (−1, 1), to ensure a

stationary behaviour of the factor. Thus, our dynamic model is defined by a state and

measurement equations as follows:

State equation: It is defined by the conditional density of the factor: ψ(ft|ft−1; ρ), ∀t

Measurement equations: These equations are defined by the transition probabilities:

plk,t(ft; θ) =P [yi,t = k|yi,t−1 = l, ft; θ]

=P [ck−1 ≤ y∗it < ck|yit−1 = l], (1.5.1.5)

for l, k = 1, ..., K, where θ is a vector of micro-parameters defined below.

The transition density function of yi,t, given yi,t−1 and ft is characterized by the (K ×

K) migration matrix, since the individual observations are qualitative. Under equations

(1.5.1.2), (1.5.1..3) and (1.5.1.5) the dynamic model is a Probit with the transition proba-

bilities given by:

plk,t(ft; θ) = Φ(
ck − δl − βlft

σl
)− Φ(

ck−1 − δl − βlft
σl

), l, k = 1, ..., K, t = 1, ..., T, (1.5.1.6)

where Φ is the standard normal cumulative distribution function (cdf) in this framework 3.

There are two kinds of parameters: the micro-parameters and macro-parameters:

3Each row of the transition matrix, conditional on (fT ) contains an ordered-Probit model with a common

factor (ft). When factoris serially correlated, as in (1.5.1.4), the transition matrices are serially correlated.
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Micro-parameters- The parameter vector θ includes the thresholds ck,

k = 1, ..., K − 1 and parameters of latent score function, (δl, βl, σl), l = 1, ..., K.

Macro-parameter- Parameter ρ characterizes the factor dynamics.

The vector of micro-parameters θ characterize the micro-dynamics of ratings and macro-

parameter ρ characterizes the factor dynamic. The micro-dynamics are defined by the mea-

surement equation and the macro-dynamics are defined by the state equation and are both

conditional on a given factor path. Moreover, the individual histories of the credit ratings of

all firms are influenced by a common factor ft and this common factor creates cross-sectional

dependence between individual histories. Before applying the estimation method, we need

to consider the parameter identification.

1.5.2 Identification

Identification constraints need to be imposed on the micro- and macro-parameters of a

stochastic factor ordered-Probit model. 4 The identification constraints create the links be-

tween the rows of the transition matrix. There are two reasons for that lack of identification.

First, in the process of moving from the quantitative scoring variable (y∗i,t) to the qualitative

rating (yi,t), some information is lost. Second, the factor is unobserved and defined by an

invertible linear transformation. Thus, the identifying constraints can be as follows:

First, due to an invertible affine transformation of the factor, the identifying constrains

can be imposed on factor dynamics:

E(ft) = 0, and V (ft) = 1.

Second, since, the quantitative score is partially observable, therefore, various combina-

tions of affine transformations of the quantitative score and of the thresholds can provide

the same migration probabilities. So, it is sufficient to impose the standard identification

4A vector of model parameters is not identified, if we can find two different parameter vectors with the

same distribution for the observable variables, and the joint history of the ratings of the n firms. [see, e.g.,

Gourieroux and Monfort (1995) and Gagliardini and Gouriéroux (2010)]

32



restrictions for an ordered-Probit model on one row only, for instance:

δl = 0 and σl = 1, or ck = 0 and σl = 1.

The identification restrictions on the parameters and factors depend on the estimation

method [see, Gagliardini and Gouriéroux (2005)]. The identification constraints for each

estimation methods are discussed in more detail in the next two chapters.

1.6 Statistical Inference

1.6.1 Estimation of the Stochastic Factor Model

In general, when the transition matrices are deterministic, the maximum likelihood is the best

methodology for estimating the parameters of interest in the model. However, in the case of

stochastic transition matrices, the maximum likelihood approach is hard to implement, due

to computational complexity. The stochastic migration model is considered as a special case

of multi-factor model for panel data. In such a framework, the likelihood function involves

multidimensional integrals of multi dimension that makes the maximum likelihood or GMM

approaches intractable and hard to compute.

Let us explain how the likelihood function is defined in the stochastic migration model.

In the stochastic model, the migration matrices are functions of the parameters of score

function as well as the common factor value (ft). The vector θ includes all parameters in

the state space model, that are: δl, βl, σl, l = 1, ..., K, corresponding to the quantitative

score, and parameters ck, k = 2, ..., K defining the state discretization. Since the conditional

migration matrices are functions of the parameters θ as well as of the common factor values

(ft), the conditional likelihood function is:

L(yT |F, y1; θ) =
T∏
t=1

K∏
k=1

K∏
l=1

(Pkl(ft; θ))
nklt , (1.6.1.1)

where nklt denotes the number of firms which migrate from l to k between t − 1 and t.

The vector of the individual histories yT = yit for i = 1, ..., n and t = 1, ..., T , F = (ft),
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t = 2, ..., T and y1 = (y11, ..., yn1)
′
. Since both rating and factor histories are not observed, the

distribution of factor (f1, ..., ft) values have to be integrated. Therefore, the true likelihood

function is given by:

L(yT |F, y1; θ) =

∫
...

∫ ( T∏
t=1

K∏
k=1

K∏
l=1

(Pkl(ft; θ))
nkltψ(f1, ..., fT ; ρ)df1...dfT

)
.

After taking the logarithm, it becomes:

log L(yT |F, y1; θ) = l(yT |y1; θ, ρ),

l(yT |y1; θ, ρ) = log

∫
...

∫ (
[
T∏
t=1

ψ(ft|ft−1; ρ)]
T∏
t=1

n∏
i=1

h(yi,t|yi,t−1, ft; θ)
T∏
t=1

dft

)
, (1.6.1.2)

where ψ refers to joint distribution of factors. The log-likelihood function involves a mul-

tivariate integral with dimension equal to the time T , which is usually large and hard to

compute in practice. The dimension of this integral increases with T . Usually, practition-

ers use variational approximation, Simulated Maximum Likelihood (SML), quasi-likelihood,

Indirect Inference, and Laplace-type approximations. Feng et al. (2008) use the Simulated

Maximum Likelihood (SML) and replace the multivariate integrals by an approximation

which is computed by simulations. [see, Gourieroux et al. (1996)] There exists several algo-

rithms in statistical software packages that are able to numerically optimize this complicated

likelihood function, see e.g. Frey and McNeil (2003) and Hamerle and Rösch (2005, 2006).

However, this procedure is quite complicated and time consuming.

1.7 Conclusion

In this chapter, we presented the literature review on the dynamics, estimation and modelling

of credit rating transition matrices. We explained the general framework of the stochastic

migration model. We also discussed the statistical inference of the latent factor ordered-

Probit model. Due to computational complexity of the full information maximum likelihood
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in the latent factor-Probit model, this thesis three maximum likelihood estimation methods

of the latent factor ordered-Probit model. The first two methods rely on the Asymptotic

Risk Factor (ARF) model under the assumption of an extremely large portfolio. These

approaches belong to the class of analytical approximations that are derived from the so-

called granularity principle or granularity theory. The third methodology is the maximum

composite likelihood which is borrowed from the statistical literature and offers faster and

more robust estimation results. This method disregards some of the complex dependencies

between observations in the full joint model. For instance, the joint densities can be replaced

by a product of pairwise joint densities or a product of conditional densities. Therefore, in

the composite likelihood method, the objective function is derived by multiplying a collec-

tion of component likelihoods. These simplified likelihood methods offer fast and reliable

estimation that provides the output quickly. The first two methods, the two-step and the

joint optimization are discussed in Chapter 2 and the third method, the maximum composite

likelihood is discussed in Chapter 3.
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Chapter 2

Granularity-based Estimation Method

of the Stochastic Migration Model

2.1 Introduction

Financial institutions hold large portfolios of individual risks, such as stocks and corporate

bonds, as well as individual contracts, such as corporate loans, household mortgages, and

life insurance contracts. The size of these portfolios, the nonlinearities of risk models, and

the dependencies between individual risks make the process of risk analysis very complex.

The nonlinearities in the portfolios of individual risks are induced by the risks associated

with rating migrations, default, and prepayment of credit portfolios. The individual secu-

rities and contracts become dependent due to the systematic risk factors that affect the

payoffs of individual assets. In the literature, simulation-based methods for computing the

risk measures, and estimating the risk models have been proposed. However, they can be

very time consuming and can be inefficient in some cases like, the computation of capital

reserves or investigating the effects of model parameters and risk factors on portfolio risk.

Therefore, analytical approximations of the risk measures become of interest. One method

of obtaining that approximated value relies on the Asymptotic Risk Factor (ARF) model,

which provides the value of a risk measure under the assumption of infinity large portfo-

lios. Another approximation approach exists, which relaxes the assumption of infinity large
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portfolios and provides the approximated value of a risk measure for large but not infinity

large portfolios. It is based on the so-called granularity principle. The Basel Committee on

Banking Supervision (BCBS) suggests banks to use this methodology for their credit risk

analysis and their computation of capital reserves in an early draft of Basel II. [see, e.g.

Basel Committee on Banking Supervision (2001); Wilde (2001); Martin and Wilde (2002);

Gordy (2003, 2004); Gagliardini et al. (2012); Gordy and Lütkebohmert (2007); Gagliardini

and Gouriéroux (2013)].

Gagliardini and Gourieroux (2014b) illustrated the usefulness of this approach for a

variety of problems related to risk analysis, statistical estimation, and derivatives pricing in

finance and insurance. Gouriéroux and Jasiak (2012) provided the granularity adjustment

for the CSA approximation based estimation of the true log-likelihood function of a default

risk factor model under the assumption of large but not infinitely large cohort sizes.

In this chapter, we follow Gagliardini and Gourieroux (2014b), and explore three esti-

mation methods for the stochastic migration model. In the first approach, we rewrite the

stochastic migration model as an approximate linear state space model, as described in

Gagliardini and Gouriéroux (2005), and estimate it by means of the standard Kalman filter.

This approach provides consistent and fully efficient estimators of the parameters of the lin-

ear model and also an approximated factor path when the cross-sectional dimension n, i.e.

the number of firms in the sample, is large. The path of the factor is obtained exogenously

from the principal component analysis in this approach. If we do not have a sufficiently

large number of firms in a sample, the method loses its optimality. However, this method

can be used to determine the number of factors. Also, the parameter estimates can be used

as initial values in a numerical algorithm to maximize the approximated log-likelihood of the

model of interest under the granularity principle, such as the two-step efficient estimation

approach, which is the method discussed next.

In the second approach the stochastic migration model is estimated by the two-step

estimation method which is the simplified likelihood based on the granularity theory, which

provides asymptotically consistent estimators. The parameter set is divided into micro-
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parameters that determine the credit ratings and macro-parameters that define the factor

dynamics. The estimates of micro- and macro-parameters are derived in two steps. In

the first step, the factor values are considered as nuisance parameters and the estimator

works approximately as a fixed effects estimator. In the second step, the unobserved factor

values are replaced by cross-sectional factor approximations and the estimator of the micro-

parameters is obtained. Next, the unobserved factor values are replaced by cross-sectional

factor approximations and the estimator of the macro parameters can be obtained either by

maximizing the likelihood of the macro-dynamics or by applying the maximum likelihood

estimation of a autoregressive AR(1) model of factor dynamics.

The third method is the joint optimization approach where the micro-parameters and

the factors are all considered as the parameters in the model. The estimates of the micro-

and macro-parameters can be obtained by considering the solution of the joint optimization

problem. We use the estimates of the two-step estimation approach as initial values in the

numerical algorithm to maximize the log-likelihood.

This chapter empirically compares these three statistical estimation methodologies in

application to the stochastic migration model, which links the transition probabilities to an

unobserved dynamic risk factor. We use the same data set in each approach to examine each

estimation method. In the two-step approach, we use the estimates of the approximate linear

state-space model as initial values in the numerical algorithm to maximize the log-likelihood

function.

The chapter is organized as follows. Section 2.2, introduces the approximate linear state-

space model, the two-step efficient estimators and the joint optimization. Section 2.3 explains

the data set. In Section 2.4, the estimation results of these three methods are discussed.

Section 2.5 presents the stress test based on applying one-time shocks to the factor. The

conclusion is given in section 2.6.
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2.2 The Likelihoods-Granularity-Based Estimation Ap-

proach for the Stochastic Migration Model

In this section we discuss the likelihood-based estimation methods for the latent factor

ordered-Probit model discussed in Section 1.5.1 These methods are based on analytical ap-

proximations of the log-likelihood function that are derived from the so-called granularity

principle.

2.2.1 Approximate Linear State Space Model

The stochastic migration model can be represented as an approximate linear state space

model. In this approach, for each row of the transition matrix, a canonical factor is computed.

An estimation approach which relies on this linearized qualitative model is straight forward.

Let us recall the equations (1.5.1.5) and (1.5.1.6).

plk(ft; θ) = P [yi,t = k|yi,t−1 = l, ft; θ],

= Φ(
ck − δl − βlft

σl
)− Φ(

ck−1 − δl − βlft
σl

), k = 1, ..., K, t = 1, ..., T.

We deduce the cumulative transition probabilities p∗lk for each row as follows:

p∗lk(ft; θ) = P [yi,t ≤ k|yi,t−1 = l, ft; θ],

=
k∑

h=1

plh(ft; θ), (2.2.1.1)

= Φ(
ck − δl − βlft

σl
),

for l = 1, ..., K and k = 1, ..., K−1. If we apply the quantile function of the standard normal

distribution to both sides of equation (2.2.1.1) we get:

Φ−1[p∗lk(ft; θ)] =
ck − δl − βl

σl
=
ck − δl
σl

− 1

σl
βlft. (2.2.1.2)

These nonlinear transformation of the cumulative transition probabilities for l = 1, ..., K and

k = 1, ..., K−1, play the role of the canonical factors which are linear with regard to ft, and
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are denoted as:

at = vec[al,k,t], (2.2.1.3)

where

alk,t =
ck − δ1 − βlft

σl
=
ck − δl
σl

− 1

σl
βlft. (2.2.1.4)

The probability p∗lk,t is well approximated by its cross-sectional sample counterpart when the

cross-sectional dimension n is large (n→∞). Furthermore, the estimated canonical factors

âl,k,t are such that

âlk,t = Φ−1
( k∑
h=1

p̂lh,t

)
, (2.2.1.5)

Therefore, for a large cross-sectional dimension n, we get the estimates of canonical factors ât,

t = 1, ..., T , which are asymptotically normally distributed with their estimated asymptotic

variance-covariance matrix Σ̂n,t,

ât
d∼ N(at, Σ̂n,t).

The derivation of the asymptotic variance-covariance matrix Σ̂n,t is given in [Gagliardini and

Gourieroux (2014b)]. The state equation and the measurement equation can be written as

follows:

State equation:

ft = µ+ ρft−1 + ηt, ηt ∼ IID(0, 1), t = 1, ..., T.

Measurement equation:

âlk,t =
ck − δl
σl

− β

σl
ft + ulk,t, vec(ulk,t) ∼ IIN(0, Σ̂n,t),

for l = 1, ..., K and k = 1, ..., K.

In this approach, the nonlinear measurement equations (1.5.1.5) are approximated by the

linear measurement equations for a sufficiently large cross-sectional dimension n and can be

analyzed by the standard linear Kalman filter. The estimates of parameters c, β, δ, and σ

can be obtained by the standard Kalman filter under the following identification restrictions:

First, due to an invertible affine transformation of the factor, the identifying constraints

can be imposed on the factor dynamics:
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E(ft) = 0, and V (ft) = 1.

Second, since, the quantitative score is partially observable, we need to impose the standard

identification restrictions for an ordered-Probit model for one row only. The identification

restrictions for micro-parameters in this model concern the parameters of rating class “B”:

δ4 = 0 and σ4 = 1.

After imposing above restrictions on the factor dynamics, the micro-parameters, and given

E(ft) = 0, all remaining parameters can be obtained from:

ck − αl
σl

=
1

T

T∑
t=1

âlk,t,

βl
σl

= Standard error of âlk,t,

for l = 1, ..., K and k = 1, ..., K − 1.

If the cross-sectional dimension n tends to infinity, the errors in the measurement equa-

tions tends to zero. Therefore, we get an approximated linear state space model in which

the macro-component is determined from the transition equation and the micro-components

from the measurement equation. The standard linear Kalman filter can be applied to esti-

mate this approximated model under the identification restrictions. In this approach, the

rate of convergence for the micro-parameters is 1√
nT

and for the macro-parameter is 1√
T

. This

approach provides estimates of the micro-parameters, c, δ, β, σ and also allow us to filter the

latent factor values. The factors can be obtained by the spectral decomposition of the (T×T )

matrix Y Y
′
, where the row t of matrix Y is given by (âlk,t − ālk), with, (ālk = 1

T

∑T
t=1 alk,t).

In order to illustrate the estimation procedure, let us consider an example of the model with

three rating categories k = 3 and discuss the estimation steps.

Illustration: Qualitative Stochastic Transition Model

An illustration of the approximate linear state-space model outlined in the Section (2.2.1)

is explained in this section. We consider a stochastic migration model with three K = 3
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rating categories k = 1, ..., 3. The individual rating yi,t of firm i = 1, ..., n can be in either

qualitative rating class “1” , “2” , or “3” at time t = 1, ..., T . The class “1” corresponds to

the high risk category of default and “3” refers to the lowest risk category. There is a pool

of homogeneous corporates. Each of them has a credit rating at time t− 1 and by the time

t, either one of three transitions can occur:

• Firm i stays in the same rating class

• Firm i is upgraded to a higher rating class

• Firm i is downgraded to a lower rating class

Table 2.1 provides the counts of firms in each class, which is the main summary that can be

used to calculate the transition frequencies for each rating category as follows:

Table 2.1: Number of Firms in Each Rating Class

(t-1)

(t)

3 2 1 Issuers

3 n33,t n32,t n31,t n3,t−1

2 n23,t n22,t n21,t n2,t−1

1 n13,t n12,t n11,t n1,t−1

Total n3,t n2,t n1,t

Thus, the transition matrix can be calculated as follows:

Table 2.2: Transition Matrix for Year t. p̂lk,t is observed transition frequency from category

l to k at time t.

3 2 1 Sum

3 (n33,t)/(n3,t−1)=p33,t (n32,t)/(n3,t−1)=p32,t (n31,t)/(n3,t−1)=p31,t 1

2 (n23,t)/(n2,t−1)=p23,t (n22,t)/(n2,t−1)=p22,t (n21,t)/(n2,t−1)=p21,t 1

1 (n13,t)/(n1,t−1)=p13,t (n12,t)/(n1,t−1)=p12,t (n11,t)/(n1,t−1)=p11,t 1

The transition matrices P̂t = [plk]t are observed at each time t. Their dimensions are

(K × K) and each Pt has K2 elements, k = 1, ..., k. The variation of theses matrices over
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time is due to the latent factor ft. The firm i gets the rating in class k, where k = 1, 2, 3 if

the latent score y∗it lies between threshold c′s:

yi,t = k if ck−1 < y∗i,t < ck.

Since there are three rating categories, we have two thresholds, denoted by c1 and c2. Thus

we have:

yi,t = 1 if y∗i,t ≤ c1,

yi,t = 2 if c1 < y∗i,t ≤ c2,

yi,t = 3 if y∗i,t > c2,

by assuming that the latent scores are linear functions of factor ft, the linear factor model

can be written as follows:

yi,t−1 = 1→ y∗i,t = δ1 + β1ft + σ1ui,t,

yi,t−1 = 2→ y∗i,t = δ2 + β2ft + σ2ui,t,

yi,t−1 = 3→ y∗i,t = δ3 + β3ft + σ3ui,t,

where the factor ft satisfy a Gaussian Autoregressive (AR(1)) process. The error terms

ui,t are i.i.d normal with mean zero and variance one. There are 9 unknown parameters

(δ1, δ2, δ3, β1, β2, β3, σ1, σ2, and σ3) and two thresholds (c1, c2) and T factor values (f1, ...fT ).

The Probability of staying in category ”3” is:

p33,t = P [y∗i,t > c2|ft, yi,t−1 = 3],

= P [δ3 + β3ft + σ3ui,t > c2],

= P [ui,t >
c2 − δ3 − β3ft

σ3

],

= 1− Φ(
c2 − δ3 − β3ft

σ3

).
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The transition probabilities from category 3 to 2 is characterized by:

p32,t = P [c1 < y∗i,t ≤ c2|ft, yi,t−1 = 3],

= Φ(
c2 − δ3 − β3ft

σ3

)− Φ(
c1 − δ3 − β3ft

σ3

),

and lastly, the transition from category 3 to 1:

p31,t = P [y∗i,t ≤ c1|ft, yi,t−1 = 3],

= Φ(
c1 − δ3 − β3ft

σ3

).

Each row of the transition matrices is an ordered-Probit as the 3 transition probabili-

ties are linked due to the presence of the thresholds c1 and c2. The ratios ( ck−δl−βlft
σl

) in

the above transition probabilities identify semi-parametrically the micro-parameters and the

factor values up to location and scale transformations. There are identification problems due

to the factor dynamics and the partial observability of the quantitative score y∗i,t. As it stated

before in this approach we consider two identification constraints for the factor dynamics

and two identification restrictions for the micro-parameters, see Gagliardini and Gouriéroux

(2005) for the complete discussion on the identification restrictions on the stochastic migra-

tion model. The first identification constraints is about the factor dynamics. Since, fT is

unobservable, and has to be defined up to an invertible linear transformation either additive

or multiplicative:

ft → ft + constant,

ft → λft,

therefore, two identification constraints can be imposed for factor dynamics ft:

E(ft) = 0,

V (ft) = 1.

The second identifiability problem is due to partial observability of the quantitative

score. Since the same combination of affine transformations of score and threshold can give
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the same migration probabilities, two standard identifications c1 = 0 and σ2
1 = 1 are needed

to be imposed. These constraints have to imposed to link rows of transition matrix and to

allow for differences between the micro- and macro-parameters.

From the data in migration matrices, the values of p33,t, p32,t and so on, are approximated

by p̂33,t, p̂32,t, and so on, respectively. Under the granularity approach, it is assumed that

as n→∞, Thus the cumulative probability p∗lk,t is well approximated by its cross-sectional

sample counterpart. Therefore we can write:

Φ−1(p∗lk,t) =
ck − δl − βlft

σl
for l = 1, 2, 3 and k = 1, 2, 3.

Now the model can be re-parameterized in the appropriate way to obtain the canonical

factors a′s as follows:

• First row:

a33,t = Φ−1(p33,t) = c2−δ3−β3ft
σ3

,

a32,t = Φ−1(p32,t + p33,t) = c1−δ3−β3ft
σ3

,

• second row:

a23,t = Φ−1(p23,t) = c2−δ2−β2ft
σ2

,

a22,t = Φ−1(p22,t + p23,t) = c1−δ2−β2ft
σ2

,

• third row:

a13,t = Φ−1(p13,t) = c2−δ1−β1ft
σ1

,

a12,t = Φ−1(p12,t + p13,t) = c1−δ1−β1ft
σ1

.

There are 6 approximately affine transformation of ft, which can be written as follows:

alk,t = Φ−1(p∗lk,t) ≈
ck−δl
σl
− βl

σl
ft.

There are two alternatives ways to define the representation of factors:
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• One approach is as follows: Since factors are affine linear transformation, we can choose

one of the canonical factors (one cell in the transition matrix) and consider it as the

common factor. In order to impose identification restrictions on the factor dynamics,

we can demean and standardize it. Then, we get the following factor representation:

f̂t =
a33,t − 1

T

∑T
t=1 a33,t√

1
T

∑T
t=1(a33,t − ā33)2

.

• An alternative approach is the following: We determine the number of factors first, by

using the principal component analysis (PCA), that is the spectral decomposition of

the (T ∗T ) matrix (Y Y ′). This matrix contains the series of estimated canonical factors

âl,k,t where each row of that matrix is (âlk,t− ālk), where, (ālk = 1
T

∑T
t=1 alk,t). Then, we

need to find the eigenvalues and eigenvectors associated with these eigenvalues. Next,

we get the number of factors from the number of the largest eigenvalues.

Under the second approach, we can impose the identification constrains on the factor dynam-

ics by demeaning and standardizing the largest eigenvalues or the associated eigenvectors.

In this case we need less constraints on the micro-parameters. Below we consider the second

representation of factors, and two restrictions on factor dynamics and micro-parameters will

be imposed.

Due to the identification restrictions on factor dynamics, and given E(ft) = 0, we can

identify:

ck − δl
σl

=
1

T

T∑
t=1

plk,t,

βl
σl

= Standard error of p̂lk,t.

Next given the other identification restrictions on δ and σ, we can consistently estimate

all the parameters. The complete derivation of the asymptotic properties of the estimators

can be found in Gagliardini and Gourieroux (2014b), which is a comprehensive study of

granularity theory in finance and insurance.
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2.2.2 The Two-Step Efficient Estimation Approach

This method distinguishes two types of parameters. The first type of parameters is vector

θ = (ck, k = 1, ..., K − 1, βl, σl, δl, l = 2, ..., K) of micro-parameters. The second set of

parameters are the values of unobserved factor ft, t = 1, ..., T . In Bayesian statistics, a

model is usually seen as a function of observations given the parameters, and the parameters

are considered stochastic. Thus, in our model, the vector θ, can be considered as a parameter

vector, in terms of the classical statistical theory and the factor values ft, t = 1, ..., T , are

the parameters in terms of the Bayesian statistical theory. Under the granularity-based

approach, the stochastic factors are also parameters. Hence, the classical methodology can

be applied to estimate those parameters. Under the granularity theory, the approach is the

following.

The joint density of variables yT = yit for i = 1, ..., n, t = 1, ..., T , and factor F = (ft),

t = 2, ..., T (conditional on the initial observations) if both individual ratings yi,t and ft were

observed would be as follows:

l∗(yT , F ; θ, ρ) = [
T∏
t=1

ψ(ft|ft−1; ρ)]
T∏
t=1

n∏
i=1

h(yi,t|yi,t−1, ft; θ).

The log likelihood function can be defined and decomposed as:

L∗(yT , F ; θ, ρ) = log l∗(yT , F ; θ, ρ) = LM(fT ; ρ) +
T∑
t=1

LCS(ỹt|ỹt−1, ft; θ).

This log-likelihood function contains two parts, the first component LM(fT ; ρ) corre-

sponds to the macro-log-likelihood function and the second component,
T∑
t=1

LCS(ỹt|ỹt−1, ft; θ)

corresponds to the cross-sectional micro log-likelihood function:

Macro log-likelihood:

LM(fT ; ρ) =
T∑
t=1

log ψ(ft|ft−1; ρ). (2.2.2.1)

Micro log-likelihood:

LCS(ỹt|ỹt−1, ft; θ) =
n∑
i=1

log h(yi,t|yi,t−1, ft; θ). (2.2.2.2)
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As already mentioned, the true log-likelihood function is deduced by integrating out the

unobserved factor, Thus, it is given by

l(yT ; θ, ρ) = log

∫
...

∫ (
[
T∏
t=1

ψ(ft|ft−1; ρ)]
T∏
t=1

n∏
i=1

h(yi,t|yi,t−1, ft; θ)
T∏
t=1

dft

)
, (2.2.2.3)

Due to the complexity of equation (2.2.2.3) the likelihood function l(yT ; θ, ρ) is replaced by

L∗(yT , F ; θ, ρ).

If the micro-parameters θ are known the factor value at time t can be approximated by

a fixed effects estimator. Thus, in the first step we get the factor values at time t as follows:

• Step 1:

f̂n,t(θ) = arg max
ft

n∑
i=1

log h(yi,t|yi,t−1, ft; θ). (2.2.2.4)

In this approach, f̂t(θ) is treated as a parameter in the latent cross-sectional micro-likelihood,

and the value of the factor is estimated as a fixed time effect. In the second step, the factor

approximations f̂n, t(θ) are reintroduced in the latent micro-likelihood functions, aggregated

over time to obtain a function of the observations yT and parameter θ estimated as follows:

• Step 2:

θ̂n,T = arg max
θ

T∑
t=1

n∑
i=1

log h(yi,t|yi,t−1, f̂n,t(θ); θ). (2.2.2.5)

Next, an approximation of factor value at time t can be defined by reintroducing the esti-

mated micro-parameters into the expression of the fixed effects estimator of the factor values

as follows:

f̂n,T,t = f̂n,t(θ̂n,T ). (2.2.2.6)

After estimating T values of factors, the estimator of the macro-parameter ρ can be obtained

by the maximum likelihood estimation of the autoregressive model as follows:

f̂n,T,t = µ+ ρf̂n,T,t−1 + ηt, ηt ∼ IID N(0, σ2
η), t = 1, ..., T. (2.2.2.7)

In the first step, we use the estimates of micro-parameters of the approximate linear

model. Thus, the micro-parameters can be considered as known parameters. Then, we
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estimate our model in two steps as explained above. Since the cross-sectional dimension

in our framework is much larger that the time dimension, the unknown factor values can

be treated as nuisance parameters without having an incidental parameter problem. This

problem arises when the time dimension T tends to infinity. [see, e.g. Neyman et al. (1948),

Gagliardini and Gourieroux (2014b)].

2.2.3 The Joint Optimization Approach

In the joint optimization approach, we estimate the parameters of the stochastic migration

model in one step. Equivalently, the joint optimization can be performed to obtain the

solution in θ and (f1, ..., fT ) for small T :

max
θ,f1,...,fT

T∑
t=1

n∑
i=1

log h(yi,t|yi,t−1, ft; θ). (2.2.3.1)

In both approaches, the vectors of micro- and macro-parameters are identified after im-

posing the standard identification restrictions for partial observability. Since, the quanti-

tative score is partially observable, various combinations of affine transformations of the

quantitative score and of the thresholds can provide the same migration probabilities. Thus,

each row of the transition matrix contains the same transformations, because, the thresh-

olds are independent of the initial rating class. Hence, it is sufficient to impose the standard

identification restrictions for an ordered-Probit model on one row only. The identification

restrictions for micro-parameters in this model concern the parameters of rating class “B”:

c3 = δ4 = 0 and β4 = σ4 = 1.

In our framework of the stochastic migration model with a single factor and the absorbing

state k = K, it is enough to impose the identifying restrictions for partial observability only.

Gagliardini and Gourieroux (2014b) use the two-step estimation approach and derive the

asymptotic properties of the micro- and macro-parameter estimators. These estimators con-

verge with different rates of convergence to their corresponding true values when both n and

T tend to infinity. The micro-parameters θ̂T are
√
nT consistent and the rate of convergence
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is 1√
nT

. The macro-parameter ρ̂T is
√
T consistent and the rate of convergence is 1√

T
. The

factor estimates f̂t are
√
n consistent and the rate of convergence is 1√

n
. The estimators are

asymptotically efficient and they are asymptotically equivalent to the maximum likelihood

estimators. In the case when both n and T are large, the lowest possible variance can be

obtained for the estimators θ̂n,T and ρ̂T . [see, Gagliardini and Gourieroux (2014b) for the

further discussion on the asymptotic properties of the micro- and macro parameters]

2.3 Data

The credit ratings are the key factor for credit risks evaluation. Past changes in credit quality

of obligors are characterized by the credit migration or transition matrices. These matrices

provide information about the probabilities of change in ratings in one year. The transition

matrices are regularly reported by the rating agencies such as the Moody’s and Standard

and Poor’s which are external rating systems, or can be reported by banks which have their

own internal rating systems. In the credit risk management, using the internal credit ratings

is becoming more and more frequent due to Basel II requirements for implementation of an

internal rating approach (IRB) [Basel Committee on Banking Supervision (2001, 2003)]. In

order to understand how banks determine their lending function and how they control their

risk exposures, it is essential to study how rating systems are designed, and used in risk

management.

A bank must choose the construction of its ratings system and must decide which loss

measure such as default, recovery, exposure, and expected loss to employ. Each of these

loss measures corresponds to a grade on the ratings scale. Treacy and Carey (1998) showed

that the 50 largest banks in US use two kinds of rating systems which are one and two-

dimensional. Among these banks, almost 60% have the one-dimensional rating system and

40% have the two-dimensional rating system. In another words, 60% of banks, approximate

the expected loss only and remaining 40% assess the default risk of obligors on one scale, and

the expected loss of individual exposure on another scale. Typically, the number or letters

are used to express the rating scale. For instance, in the external rating system with letters,
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investment grades are represented by AAA, AA, A and BBB which are the four highest

categories respectively. Grade BB and below represent the non-investment grade. Most of

the rating agencies (external rating systems) prefer to provide rankings of large firms at the

international level while banks (internal rating systems) use the balance sheets of all firms

to construct a quantitative score that evaluates the default probabilities of firms depending

on a set of financial ratios and individual characteristics.

2.3.1 Description of the Data

The data set consists of 8 (eight) migration matrices that contain the internal rating data

provided by Credit Agricole S.A. bank with headquarter in Montrouge, France. These matri-

ces were recorded annually from 2007 to 2015, hence T = 8 in our sample. There are 14 risk

categories in the Credit Agricole S.A. credit rating system. These categories are “A+”, “A”,

“B+”, “B”, “C+”, “C”, “C-”, “D+”, “D”, “D-”, “E+”, “E”, “E-” and “F”, from the lowest

to the highest risk. All rating movements over a one year period are reported in transition

matrices. These movements are migrations from one rating to another, except for default

category which is the absorbing state and once a company joins the default category, there

is no exit from it. Table 2.3 shows an example of a transition matrix for year 2007, which

has 14 categories of risks. The rating categories from which transitions are to be made are

represented in rows. The first row refers to rating category “A+”, and the last row shows

the category “D”. However, the category “F”, is excluded from the rows, since no company

can exit from the default category. Columns 1 to 14 correspond to ratings categories “A+”

to “F” to which transitions will be made until the end of year 2007. The numbers of long-

term rated issuers per rating category at the beginning of the year 2007 are reported in the

issuer column. Column 15, “NR”, relates to issuers, who were rated at the beginning of year

2007 but were not rated at the end of year 2007. From the statistical point of view, there

are reasons that cause this lack of information. For example, sometimes a rating cannot be

assigned to a firm. For instance, when the debt of a firm is completely paid off or when a

firm is terminated and the relevant debt extinguished, the rating of that firm is eliminated
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[see Brady et al. (2002)]. Each element in Table 2.3 represents the observed transition fre-

quencies for year 2007. For instance, the second row shows that, out of “322” firms rated

“A” at the beginning of year 2007, 2.8 % were upgraded to “A+”, 27.33% stayed in the

same rating category, and 24.53% were downgraded to rating category “B+”. Typically,

the highest percentages are found on the main diagonal of the transition matrix, because

most of the firms remain in the same credit ratings category. The last column represents the

proportion of non-rated corporations.

Table 2.3: Number of Issuers and Transition Matrix for Year 2007 in %

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

2007 ISSUER A+ A B+ B C+ C C- D+ D D- E+ E E- F NR

1 A+ 91 53 13 13 10 3 2 4 0 0 0 1 0 0 0 1

2 A 322 2.8 27.33 24.53 11.8 7.76 9.63 3.42 5.59 3.42 1.24 0.31 1.24 0.62 0.31 0

3 B+ 1132 0.88 2.39 28.62 11.93 13.34 16.43 9.36 6.45 4.51 3.36 1.41 0.62 0.62 0.09 0

4 B 3181 0.03 0.16 2.77 23.45 14.4 19.96 15.72 11.76 5.94 2.92 1.54 0.53 0.5 0.31 0.01

5 C+ 2904 0.07 0.03 2.07 4.75 34.92 13.5 15.5 12.36 8.54 3.99 2.1 0.93 0.55 0.69 0

6 C 8120 0.01 0.1 0.83 1.98 7.46 29.31 17.4 19.47 12.4 5.99 2.46 0.92 0.84 0.83 0

7 C- 7263 0.04 0.1 0.54 0.81 3.95 6.83 36.09 18.24 18.08 9.14 3.37 1.25 0.77 0.78 0.01

8 D+ 6252 0.03 0.03 0.22 0.75 2.91 5.52 11.72 42.24 17.93 11.28 3.82 1.6 0.86 1.07 0.02

9 D 14256 0.02 0.04 0.14 0.32 1.36 3.31 9.48 13.73 38.53 20.19 6.76 2.62 1.98 1.52 0

10 D- 9207 0.01 0.02 0.09 0.24 1.08 1.8 6.1 9.51 15.9 43.04 10.49 4.95 3.65 3.11 0.01

11 E+ 3356 0.03 0 0.12 0.06 0.6 1.4 3.81 5.9 11.86 19.85 34.51 9.71 6.94 5.21 0

12 E 2641 0.04 0 0.08 0.38 0.27 1.1 3.1 5.26 9.01 16.74 13.86 31.58 11.66 6.93 0

13 E- 2451 0.08 0.12 0 0.16 0.69 1.43 1.55 3.59 6 9.63 9.47 9.71 48.92 8.65 0

In the literature, the following two alternative approaches were considered, which are:

• Include the information on transition probabilities of non-rated firms at the beginning

of the year

• Exclude the information on transition probabilities of non rated firms at the end of the

year

The first approach requires information on companies that are not rated at the beginning

of each year. However, since this information is not easily available, the second option is

often considered. Nickell et al. (2000), Bangia et al. (2002) and Foulcher et al. (2005), have

all excluded the information on “NR” firms from the transition matrices and they allocated

the weights of “NR” firms among the other risk categories. In this paper, the same approach

is followed. Table 2.4 shows the matrix of migration probabilities from Table 2.3 adjusted
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for N.R. For instance, in the first row of the “N.R.-adjusted” transition matrix the frequency

of transition from “A+” to “A+” is 53.53% which is calculated from the ratio 53/(1− 0.01).

Table 2.4: Adjusted Transition Matrix for Year 2007

A+ A B+ B C+ C C- D+ D D- E+ E E- F

A+ 53.54 13.13 13.13 10.10 3.03 2.02 4.04 0.00 0.00 0.00 1.01 0.00 0.00 0.00

A 2.80 27.33 24.53 11.80 7.76 9.63 3.42 5.59 3.42 1.24 0.31 1.24 0.62 0.31

B+ 0.88 2.39 28.62 11.93 13.34 16.43 9.36 6.45 4.51 3.36 1.41 0.62 0.62 0.09

B 0.03 0.16 2.77 23.45 14.40 19.96 15.72 11.76 5.94 2.92 1.54 0.53 0.50 0.31

C+ 0.07 0.03 2.07 4.75 34.92 13.50 15.50 12.36 8.54 3.99 2.10 0.93 0.55 0.69

C 0.01 0.10 0.83 1.98 7.46 29.31 17.40 19.47 12.40 5.99 2.46 0.92 0.84 0.83

C- 0.04 0.10 0.54 0.81 3.95 6.83 36.09 18.24 18.08 9.14 3.37 1.25 0.77 0.78

D+ 0.03 0.03 0.22 0.75 2.91 5.52 11.72 42.25 17.93 11.28 3.82 1.60 0.86 1.07

D 0.02 0.04 0.14 0.32 1.36 3.31 9.48 13.73 38.53 20.19 6.76 2.62 1.98 1.52

D- 0.01 0.02 0.09 0.24 1.08 1.80 6.10 9.51 15.90 43.04 10.49 4.95 3.65 3.11

E+ 0.03 0.00 0.12 0.06 0.60 1.40 3.81 5.90 11.86 19.85 34.51 9.71 6.94 5.21

E 0.04 0.00 0.08 0.38 0.27 1.10 3.10 5.26 9.01 16.74 13.86 31.58 11.66 6.93

E- 0.08 0.12 0.00 0.16 0.69 1.43 1.55 3.59 6.00 9.63 9.47 9.71 48.92 8.65

In addition, for computational simplicity, the rating categories are reduced from 14 to 7

categories. These categories are ranked from the lowest to the highest risk. In this paper, for

computational simplicity, these 14 categories are reduced to 7 categories as follows. We keep

the two credit ratings “A+” and “A” that are considered high grades or investment groups

and the two categories “B+”, “B” that are considered medium grades or non-investment

groups. The categories of “C+”, “C” and “C-” are aggregated and become one category

“C”. The remaining rankings except for category “F” are aggregated to “D”. The ratings “C”

and “D” are considered low grades or substantial risks groups and “F” stands for default.

For computational convenience this rating scheme is replaced by quantitative indicators, “1”,

“2”, . . . , “7”. As shown in Table 2.5, there are 7 states among, which state “1” or default,

“F”, for the lowest rating category or the highest risk firms, which is a terminal rating of a

firm and ”7” represents the the highest rating category or the lowest risk firms, “A+”. Table

2.5 below, shows the rating scheme that summarizes the approach. The firms are assigned

to a given ranking depending on their score being less or greater than a given threshold

ci, i = 1, ..., 6 at the beginning of each year. Accordingly, the rankings of a firm change over
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time.

Table 2.5: Rating Scheme

R.C TH

7 A+ ≤ c6

6 A c5 ≤...< c6

5 B+ c4 ≤...< c5

4 B c3 ≤...< c4

3 C c2 ≤...< c3

2 D c1 ≤...< c2

1 F < c1

The new adjusted transition matrix, after aggregating the three categories of “C’s” to

one category “C” and after aggregating the categories “D’s” and “E’s” to one category “D”,

is given in Table 2.6:

Table 2.6: Adjusted Transition Matrix for Year 2007

2007 Issuers A+ A B+ B C D F

A+ 91 53.54 13.13 13.13 10.10 9.09 1.01 0.00

A 322 2.80 27.33 24.53 11.80 20.81 12.42 0.31

B+ 1132 0.88 2.39 28.62 11.93 39.13 16.97 0.09

B 3181 0.03 0.16 2.77 23.45 50.09 23.19 0.31

C 18287 0.03 0.22 0.91 1.96 52.82 43.40 0.79

D 38163 0.03 0.03 0.13 0.34 11.81 84.68 2.99

The aggregated adjusted transition matrix keeps the structure of the original migration

matrix. However, due to the aggregation, we observe that the probabilities of downgrades

from categories “B+”, “B”, “C” and “D” to categories “C” and “D” are higher than, or

close to the stability rates of these ratings over the active sampling period. For instance,

in Table 2.6 the frequency of transition from “B+” to “B+” is 28.62% but the frequency of

downgrade from rating “B+” to rating “C” is 39.13% which is higher than stability rate of
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rating “B+”. In the data set, we observe that pattern in years 2007 and 2011 which proceeded

the consecutive recessions in France when many firms were downgraded to lower categories.

The two diagonals above and below the main diagonal show transition probabilities are

relatively high, while the other entries are close to zero. The frequencies of default are given

in the last column of the migration matrix. As shown in the Table 2.6, the probabilities

of default increase monotonically with a deteriorating credit quality. This is true for each

of 8 migration matrices in the data set. The original and aggregated adjusted transition

matrices for the whole sampling period, 2007-2014, are reported in Appendix A.1 and A.2

respectively.

The number and the distribution of firms across the rating classes has changed over the

sampling period in 2007 to 2014. Table 2.7 reveals that the total number of firms increased

by 21% from 63, 183 to 76, 589 firms. The class “D” contains both category “D’s” and “E’s”,

which are relatively poor-quality firms. This change can be due to the fact that the average

credit quality of the firms has decreased, or the rating system of the bank has become more

strict.

Table 2.7: Distribution of Firms Across Rating Classes in 2007 and in 2014

A+ A B+ B C D Total

2007 91 322 1132 3181 18287 38163 63183

2014 10 105 410 1005 14670 58375 76589

In the next step, let us examine the dynamics of the transition matrices. We consider

four time series i.e. the time series of frequencies of 1) staying in the same class (called the

stability rate, henceforth), 2) upgrade to higher class, 3) downgrade to lower category and

4) the time series of rate of default. We also display the average default rate of each rating

categories.

Stability Rate of Risk Categories

The main diagonal of each transition matrix indicates the frequency of staying in the same

class of ratings. Figure 2.1 presents the time series of stability rates for all rating classes.
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Figure 2.1: Stability Rates. This figure shows the time series of probabilities of staying in the

same class. The migration rates are given in percentages on the vertical axes. The shaded

areas indicate the OECD recessions in France.

As shown in Figure 2.1, the probability of staying in the rating class “A+” varies between

50-82%, while for the rating classes “A” and “B+”, it varies between 28-86% and 29-63%

respectively. All rating classes show an upward trend in their stability rates before the

economic recession in France in 2008-2009 an a downward trend in their stability rates

before the economic recession in France and the Euro area in 2011-2013 as documented by

the OECD.
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Downgrade and Upgrade Probabilities

The numbers to the left and right of the main diagonal of a transition matrix represent the

upgrading and downgrading rates respectively. For instance, the downgrade rates are defined

as: dl,t =
l+1∑
k=1

p̂lk,t and the upgrade rates are defined as: ul,t =
l−1∑
k=1

p̂lk,t. Figure 2.2 shows the

time series of downgrades for each rating class. Figure 2.3 presents the upgrade rates for

each rating class. We observe that the migration rates are changing over time.

Figure 2.2: Downgrade Rates. This figure shows the time series of frequencies of downgrade

for each rating class. The migration frequencies are given in percentages on the vertical axes.

The shaded areas indicate the OECD recessions in France.
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In Figure 2.2, rating category “A+” reveals an overall increase in downgrade rates during

the economic recession periods of 2008-2009 in France. All rating categories show an increase

in downgrade rates before the economic recession in 2012-2013 in France. Figure 2.3 demon-

strates the upgrade rates for each rating categories. For instance, rating class “A+” shows

downward trends in upgrade rates during the economic recessions 2008-2009 and 2012-2013

in France.

Figure 2.3: Upgrade Rates. This figure shows the time series of frequencies of upgrade for

each rating class. The migration rates are given in percentages on the vertical axes. The

shaded areas indicate the OECD recessions in France.

58



Probability of Default

Figure 2.4 displays the time series of rates of default from rating categories “B+”, “B”, “C”

and “D”. We plot the time series of default rates for rating class “B+”, “B”, “C” and “D”

only, because the “A+” and “A” categories have null default rates. We observe that the

rates of default for rating categories “B+”, “B”, “C” and “D” have an upward trend before

the economic recession in 2008-2009 in France. Moreover, these rating categories have an

downward trend before the other economic recessions in France in 2012-2013.

Figure 2.4: Probability of Default. This figure shows the time series of probabilities of default

for rating class “B+”, “B”, “C” and “D”. The default probabilities are given in percentages

on the vertical axes. The shaded areas indicate the OECD recessions in France.

Figure 2.5, displays the average default rates of each rating category. The horizontal axis

shows the rating classes. Rating 7 refers to rating class “A+” and rating 2 corresponds to

rating class “D”. The average default rate increases as the rating class becomes more riskier.
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Average default rates by ratings
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Figure 2.5: Average Default Rates by Ratings.This figure shows the average frequencies of

default for each rating class. The default rates are given in percentages on the vertical axes.

The shaded areas indicate the OECD recessions in France.

In the next section, the transition matrices for t = 1, ..., T are used in the estimation of

the stochastic factor ordered-Probit model with k = 7 rating classes.

2.4 Estimation Results

This section presents the estimation of the model described in Chapter 1, Section 1.5.1, using

the granularity-based maximum likelihood methods discussed in Section 2.2 of this Chapter.

In Section (2.4.1), we provide the estimation results on the linearly approximated state-

space model that is used as a benchmark model to provide parameter values for the two-step

estimation procedure. In Section (2.4.2), we provide the two-step estimation results. The

results of the joint optimization approach are presented in the Section (2.4.3).

2.4.1 Benchmark Model-Linear Approximation of State-Space Model

Let us write the ordered-Probit stochastic transition model as an approximate linear state-

space model and apply the procedure explained in Section 2.2.1. As explained earlier, before

estimating the parameters we need to determine how many latent factors are driving the

model. To do so, the principal component analysis (PCA), has to be performed. The PCA is

the spectral decomposition of square (T×T ) matrix of the series of canonical factors âlk,t and
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it is based on the analysis of eigenvalues and eigenvectors of this matrix. The PCA converts

a set of correlated observed variables into a set of linearly uncorrelated variables by using

orthogonal transformations. This transformation, provides the eigenvectors corresponding

to the eigenvalues of the variance-covariance matrix arranged in an ascending order. In

other words, the first principal component, is the one associated with largest eigenvalue.

The motivation for doing this is to find the number of factors that have caused changes in

migration probabilities across the rating classes. Therefore, the first objective is to compute

the canonical factors âlk,t from the observed frequencies p̂lk,t. The next step is to define the

square matrix of series of these canonical factors which has the dimension (T×T ) too. Then,

using the principal component analysis (PCA) we can sort the eigenvalues in decreasing order

and determine the associated eigenvectors. The ordered qualitative stochastic transition

model with K = 7 is estimated as follows:

First, the model is re-parametrized to compute the canonical factors âlk,t from the ob-

served frequencies p̂lk,t. There are eight years (T = 8) of transition probabilities matrices.

Next, the cumulative probabilities of these frequencies are computed. Then the quantile

function of a standard normal distribution is applied to obtain the canonical factors. In

the next step, the matrix (Y Y ′), which is the (T × T ) matrix of series of estimated canon-

ical factors is computed and the principal component analysis (PCA) is performed. These

eigenvalues are reported in Table 2.8:

Table 2.8: The Eigenvalues

10.4834 2.6814 1.1795 0.7452 0.4709 0.4003 0.1393 -5.6669e-16

These eigenvalues are derived from the spectral decomposition of the sample variance-

covariance matrix of the series âl,k,t. The difference between the largest eigenvalue and the

next one is significantly greater than the remaining differences. Moreover, we observe that

the first eigenvalue is much larger than the other ones. Therefore, there is a cut-off in the

sequence of eigenvalues. This evidence based on the PCA analysis suggests us to consider

the stochastic model with one-factor. It means that, each year there is a common factor for
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all rating classes that drives the migration probabilities. The normalized and standardized

eigenvectors associated with the eigenvalues in Table 2.8 are reported in Table 2.9.

Table 2.9: The Eigenvectors Associated with the Eigenvalues

-5.67E-16 0.139355 0.400382 0.470923 0.745274 1.179573 2.681447 10.4835

0.3455 0.5349 -0.2112 0.8822 -0.4852 -1.4001 -0.2771 −1.6564

-0.1728 -0.5822 1.1272 0.1427 1.9515 0.0049 -0.8115 −0.1675

0.8207 0.3996 0.0517 -2.1490 -0.2476 -1.0096 -0.2125 0.4676

-0.4751 -0.5762 -0.9726 0.6944 -0.6699 0.1513 -1.5887 1.1702

1.0798 0.7623 -1.2716 -0.5046 0.5223 1.6188 0.1224 −0.8740

-2.1597 -1.6246 0.8059 -0.2937 -1.1804 0.7514 0.6109 −0.6471

0.3024 -0.4749 -0.8507 0.5598 0.6767 -0.6931 1.7790 0.8714

0.1728 1.5611 1.3214 0.6683 -0.5674 0.5764 0.3774 0.8357

The pattern of factor corresponding to largest eigenvalue is shown in Figure 2.6.

2007 2008 2009 2010 2011 2012 2013 2014

Year

-2

-1.5

-1

-0.5

0

0.5

1

1.5
Eigenvector to first eigenvalue

Figure 2.6: Eigenvector Obtained by the Principal Component Analysis. The figure displays

the pattern of the eigenvector associated with the largest eigenvalue in the PCA of the

estimated canonical factors.

The pattern of the eigenvector associated with the largest eigenvalue is consistent with the

evolution of migration probabilities shown in Figures 1, 2, 3 and 4. The factor path has two

peaks in years 2010 and 2013 and two troughs in years 2007 and 2011 which coincide with the

peaks in stability rates and troughs in downgrade rates. Moreover, the factor path features a
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downward local trend in 2010-2011 corresponding to decreases in the downgrade risk and an

upward local trend in years 2007-2010 corresponding to an increase in the downgrade risk.

The estimates of micro-parameters are displayed in Table 2.10.

ĉ1 = −2.434 ĉ2 = −1.333 ĉ3 = −0.111 ĉ4 = 1.384 ĉ5 = 2.345 ĉ6 = 2.669

δ̂ β̂ σ̂

1 δ̂2 = −2.553 1 β̂2 = 0.054 1 σ̂2 = 0.880

2 δ̂3 = −1.085 2 β̂3 = 0.123 2 σ̂3 = 0.510

3 δ̂4 = 0 3 β̂4 = 0.353 3 σ̂4 = 1

4 δ̂5 = 0.715 4 β̂5 = 0.451 4 σ̂5 = 1.336

5 δ̂6 = 3.916 5 β̂6 = 1.931 5 σ̂6 = 4.111

6 δ̂7 = 5.797 6 β̂7 = 1.894 6 σ̂7 = 6.838

Table 2.10: Micro-Parameter Estimates-Linear Approximation. Thresholds ĉk, k = 1, ..., 6

intercepts δ̂l, factor sensitivities β̂l, and volatilities σ̂l, l = 2, ..., 7 are displayed.

The thresholds are increasing functions of the rating class indexes. The estimated inter-

cepts, factor sensitivities and volatilities, reported in the middle panel for rows l = 2, ..., 7 of

the transition matrix, correspond to rating class “A+”, “A”, ..., “C”. As the rating category

increases, the intercepts increase too. It confirms that the rating class “A+”, which is the

least risky class has the score function larger than other rating classes. The estimated fac-

tor sensitivities are all positive which means that when the factor increases, the underlying

scores for each rating class are improved. Lastly, the least risky rating “A+” has the highest

volatility.

The estimate of macro-parameter ρ is found by replacing the factor proxies in the macro-

dynamics and applying the ordinary least square estimation which is equivalent to the max-

imum likelihood estimation of the autoregressive process:

f̂n,T,t = µ+ ρf̂n,T,t−1 + ηt,

ηt ∼ IID N(0, 1) for t = 1, ..., 8

Table 2.11, reports the estimated macro-coefficient. We observe that, the estimates of µ

and ρ are not statistically significant.
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Table 2.11: Estimated Macro-Coefficients

Estimate SE T.Stat P-Value

µ -0.1593 0.4378 -0.3637 0.7309

ρ 0.1685 0.5615 0.3001 0.7761

Next, we discuss the results of the two-steps estimation method for the stochastic factor

ordered-Probit model introduced in Section 4 with k = 7 rating classes. This method relies on

a simplified log-likelihood. We use the estimates of the linear approximation as a benchmark

model that provides initial values in the numerical algorithm to maximize the log-likelihoods

in the two-steps estimation method and the joint optimization method.

2.4.2 Two-Step Efficient Estimators Approach

In the first step, we maximize the latent micro-likelihood functions LCS given by equation

(2.2.9) with respect to the factor values given that θB (the micro-parameters obtained by

the linear approximation state-space model) is known as follows:

• Step 1:

f̂n,t(θ) = arg max
ft

n∑
i=1

log h(yi,t|yi,t−1, ft; θ̂B).

In the second step, these solutions are reintroduced in the latent micro-likelihood functions

LCS and aggregated over time to obtain the estimator of θ as follows:

• Step 2:

θ̂∗n,T = arg max
θ

T∑
t=1

n∑
i=1

log h(yi,t|yi,t−1, f̂n,t(θ); θ).

Next, we reintroduce the estimates of θ̂∗n,T into the latent micro-likelihood functions to obtain

the factor values which are used as proxies for the unobserved factor values as follows:

f̂n,T,t = f̂n,t(θ̂
∗
n,T ).
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The estimator of the macro-parameter ρ can be derived simply by applying the maximum

likelihood estimation of the autoregressive model as follows:

f̂n,T,t = µ+ ρf̂n,T,t−1 + ηt, ηt ∼ IID N(0, σ2
η), t = 1, ..., T.

This autoregressive model can also be estimated by the ordinary least square (OLS) estimator

which coincides with the maximum likelihood estimator, under the normality assumption on

ηt, t = 1, ..., T .

We impose the identification restrictions for rating class “B” as follows:

c3 = δ4 = 0, and β4 = σ4 = 1.

Table 2.12 displays the estimates of the micro-parameters which are all statistically signif-

icant, except for the factor sensitivity β2 of rating category “D”. The upper panel shows

the estimates of the thresholds parameters ck. As expected, they increase with the rating

class indices. Moreover, we can see that the thresholds decrease with the rating quality. The

estimates for the parameters in rows l = 2, ..., 7 of the transition matrix , which correspond

to rating classes “D”, “C”, ..., “A+” are displayed in the lower panel.
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ĉ1 = −5.141∗∗∗ ĉ2 = −1.840∗∗∗ ĉ3 = 0 ĉ4 = 1.032∗∗∗ ĉ5 = 2.143∗∗∗ ĉ6 = 3.350∗∗∗

(0.026) (0.011) (0.006) (0.014) (0.023)

δ̂ β̂ σ̂

1 δ̂2 = −3.213∗∗∗ 1 β̂2 = −0.011 1 σ̂2 = 1.033∗∗∗

(0.055) (0.022) (0.011)

2 δ̂3 = −1.752∗∗∗ 2 β̂3 = 0.223∗∗∗ 2 σ̂3 = 0.924∗∗∗

(0.010) (0.001) (0.005)

3 δ̂4 = 0 3 β̂4 = 1 3 σ̂4 = 1

4 δ̂5 = 0.633∗∗∗ 4 β̂5 = 0.089∗∗∗ 4 σ̂5 = 1.380∗∗∗

(0.009) (0.002) (0.009)

5 δ̂6 = 1.570∗∗∗ 5 β̂6 = 0.189∗∗∗ 5 σ̂6 = 1.564∗∗∗

(0.016) (0.002) (0.011)

6 δ̂7 = 10.925∗∗∗ 6 β̂7 = 1.124∗∗∗ 6 σ̂7 = 10.230∗∗∗

(0.055) (0.005) (0.059)

Table 2.12: Micro-parameter Estimates-Two-step Efficient Estimation Method. thresholds

ĉk, k = 1, ..., 6, intercepts δ̂l, factor sensitivities β̂l, and volatilities σ̂l, l = 2, ..., 7. Standard

errors are given in parentheses. ∗, p < 0.05, ∗∗, p < 0.01, ∗ ∗ ∗, p < 0.001

All the estimates are statistically significant except for the sensitivity β2 of the rating category

“D” to the common factor. The intercepts δl are increasing with respect to the rating index,

and increasing with respect to rating quality which confirms that the underlying quantitative

score y∗i,t for credit quality is larger for the less risky rating classes. It also shows that the

downgrade risk is higher for lower credit ratings. All the sensitivities of the rating categories

βl to the common factor are positive except for β2. This shows that an increase in the factor

increases the underlying quantitative score for credit quality in all rating classes. Generally,

the riskier rating categories have smaller idiosyncratic volatility σl.

The approximated factor values are given in Table 2.13. In order to obtain mean zero

and unit variance, these values have been standardized.
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Table 2.13: Approximated Factor Values

Estimated factor values

2007 2008 2009 2010 2011 2012 2013 2014

-1.8238 -0.0424 0.5360 1.0450 -0.9329 -0.3803 0.7928 0.8057

Table 2.14 shows the estimated macro-parameter ρ̂ which is obtained by the Maximum

Likelihood estimation of the autoregression equation (2.2.12). The estimator is based on the

cross-sectional approximations of the factor values f̂ ∗n,T,t = f̂n,t(θ̂
∗
n,T ).

Table 2.14: Estimated Macro-Coefficients

Estimate SE T.Stat P-Value

µ 0.2180 0.2918 0.7471 0.4549

ρ 0.4097 0.3027 1.3534 0.1759

σ2
η 0.2740 0.3880 0.7060 0.4801

The estimator of parameter σ2
η is given by σ̂2

η = 1
T−1

∑T
t=2 η̂

2
t , where η̂t = f̂n,T,t− µ̂− ρ̂f̂n,T,t−1

are the residuals. The autoregressive coefficient is positive but not statistically significant.

The approximated factor values f̂n,T,t are displayed in Figure 2.7.

Figure 2.7: Systematic Factor. The figure displays the pattern of the systematic factor f̂n,T,t

for t = 1, ..., 8. The factor estimates are standardized to obtain zero-mean and unit variance

in the sample. The shaded areas indicate the OECD recessions in France.

The systematic factor values f̂n,T,t and the eigenvector associated with the largest eigen-
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value obtained from the PCA analysis are very close. Figure 2.8 displays the eigenvector

associated with largest eigenvalue and the systematic factor f̂n,T,t.

Figure 2.8: Systematic Factor and Eigenvector of the Largest Eigenvalue. This figure displays

the pattern of the approximated factor values f̂n,T,t for t = 1, ..., 8 (dashed line) and the

eigenvector associated with the largest eigenvalue (solid line). The factor values and the

eigenvector are standardized to obtain mean zero and unit variance in the sample. The

shaded areas indicate the OECD recessions in France.

The cyclical pattern of the systematic factor in Figure 2.7 is consistent with the evolution

of migration probabilities shown in Figures 2.1 and 2.2. As we stated before, the troughs in

the factor pattern are associated with the troughs in stability rates, the peaks in downgrade

rates in Figures 1,2. We also have lower values for the factor in 2007 and 2011 compares

to the values of the eigenvector in 2007 and 2011. Moreover, the factor path features a

downward local trend in 2010-2011 corresponding to decreases in the downgrade risk and an

upward local trend in years 2007-2010 corresponding to an increase in the downgrade risk.

The next section discusses the link between the approximated factor values with the

business cycle literature. The existing literature usually compares the common factor with

the underlying state of economy to interpret the factor. It is very common to link the

approximated factor path with the macro variables such as the business cycle, inflation rate,

industrial production, unemployment or interest rate. There exists several studies which
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relate the failure rate with proxies of the U.S. business cycle, see e.g. Nickell et al. (2000),

Bangia et al. (2002) and Rösch (2005).

2.4.3 Macroeconomic Covariates

In order to find a link between the systematic factor ft and the economic variables, we group

the macroeconomic variables in four categories of, national accounts, financial markets, stock

markets and composite indices. We include variables that have been explored in previous

research [see Kim (1999), Figlewski et al. (2012)]. The corporate credit risk is influenced by

a variety of broad economic conditions. Thus, we select several key economic indicators to

test and find the link between our systematic factor and macroeconomic variables.

National Accounts

Real GDP growth: The time series of real GDP is obtained from the World Bank. The

change in GDP refers to economic strength. A higher GDP growth might influence the

firm’s income and a lower GDP growth increases the possibility of default for firms.

Output gap: The time series of the output gap for France is estimated by the St. Louis

Federal Reserve. Although the average of the series is negative but (algebraically), stronger

economic conditions cause a higher value of the output gap.

Industrial production: We include the Production of Total Industry as a better measure for

the corporate sector since the GDP comprises all economic activity, including government,

non-corporate business, and other sectors.

Unemployment and employment rate: The most visible measures of the overall health of

the economy are the unemployment and employment rates. A low unemployment should

decrease the probability of downgrade migrations and default rates. A high employment

rate also should increase the probability of upgrade migrations.

Inflation rate: There exists a variety of price indices that measure inflation in an economy.

We include the yearly percentage change in the seasonally adjusted Consumer Price Index

(CPI) and Producer Price index (PPI). There is a common perception that inflation is bad

for the economy. Thus, it is possible to have more default rates among firms. However, the
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real value of outstanding debt of a firm in terms of nominal dollars, could be reduced as a

result of inflation. Therefore, it is possible to have lower rates of default among firms [see,

Figlewski et al. (2012)].

Financial Markets

Interest rate: We include the short-term and the long-term Interest rates. The long-term

interest rates are considered as a measure of the overall level of interest rate at longer

maturity in an economy and the short-term interest rate is considered as a measure of the

tightness of money market. Duffie et al. (2007) found a negative relation between firm’s

credit default and the short-term interest rate. The negative relation can be explained by

the fact that central banks increase the short rates to cool down business expansion. We

tend to have more optimistic markets in an economy with higher long-term interest rates.

Spread: We include the spread between the short and long-term interest rates.

Exchange rate: Firms with a high volume of international business are expected to be more

sensitive to changes in exchange rates. If the exchange rate is high, the importing businesses

are expected to be positively affected and exporting businesses are negatively affected.

Stock Markets

CAC 40 return: The general health of the corporate sector is indicated by a high performance

of the stock market. Moreover, the level and volatility of firm’s stock price have a direct

effect on a firm’s default risk exposure in a structural model. We include the return on the

CAC 40 index. The probability of default and downgrade is negatively related to the stock

market return.

CAC 40 volatility: We include the volatility index of CAC 40 as a measure of market risk.

The probability of default is positively related to the volatility.

Composite Index

Composite leading indicator (CLI): There exists previous studies that showed a strong link

between some composite indices and corporate default risk. Therefore, we choose the com-

posite leading indicator (CLI) as a short-term measure of economic movement in qualitative

term. The early signals of turning points in business cycles showing fluctuation of the eco-
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nomic activity around its long term potential level can be provided by the CLI.

These variables are collected from various sources including the St. Louis Federal Reserve

Economic Data, the World Bank database and OECD database for France over the period

of 2007-2014. These variables are shown in Table 2.15. The descriptive statistics of these

macroeconomic variables are given in Appendix B.

Table 2.15: Description and Sources of Macroeconomic Variables

Category Variables Description Resources

National accounts

GDP Real GDP Growth Rate (annual %) World Bank

OUTG Output Gap, % of Potential GDP (Actual GDP minus Potential) St. Louis Federal Reserve Economic Data

UNEM Unemployment Rate (% of total labor force) OECD database

EMP Employment Rate (% of total labor force) OECD database

IPROD Production of Total Industry OECD database

CPI Consumer Price Index St. Louis Federal Reserve Economic Data

PPI Producer Price Index St. Louis Federal Reserve Economic Data

Finantial markets

SINTS Short-term Interest Rate OECD database

LINTS Long-term Interest Rate OECD database

SPL-S Spread between Short and Long-term Interest Rate OECD database

EXCH Exchange Rate OECD database

Stock markets

CAC40 Return of CAC 40 Index Yahoo finance

VCAC4 Volatility of CAC 40 Index Yahoo finance

Composite index CLI Composite Leading Index OECD database

The next step is to calculate the correlation between the systematic factor and these

variables. However, the time dimension T of our data set is small, therefore, the estimated

correlation between the systematic factor and these variables may not be accurate. More-

over, due to the non-linear pattern of the systematic factor and these variables the sample

correlation may not be sufficient. Thus, we do not rely just on the correlation and consider

the graphical analysis as well.

First, we calculate the correlation between these variables in Table 2.15 and the system-

atic factor which are reported in Table 2.16. Next, we compare the evolution of variables

that have patterns similar to the systematic factor in Figure 2.9. We consider those variables

that have a similar pattern as the systematic factor.
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Table 2.16: Correlation Between the Macroeconomic Variables and the Systematic Factor

Macroeconomic variables Correlation with the systematic factor P-Value

National accounts

GDP -0.41 0.31

OUTG -0.76∗∗∗ 0.02

UNEM 0.53 0.17

EMP -0.3 0.46

IPROD -0.73∗∗∗ 0.03

CPI 0.47 0.22

PPI 0.12 0.77

Financial markets

SINTS -0.72∗∗∗ 0.04

LINTS -0.57 0.13

SPL-S 0.52 0.18

EXCH -0.27 0.5

Stock markets

CAC40 0.22 0.59

VCAC40 0.33 0.41

Composite index CLI -0.51 0.18

In terms of correlation between the systematic factor and the variables, we observe that,

the output gap and the total industrial production from the national accounts group, have

a high negative correlation, significant at 5% with the systematic factor. From the financial

markets group, the systematic factor is inversely correlated with the short-term interest rate

and this correlation is significant at 5%. These three variables have statistically significant

correlation with the systematic factor.

In terms of graphical analysis, we plot each variable against the systematic factor and

compare the pattern of each variable with the systematic factor. Among all the variables,

the patterns of the output gap, the total industrial production, the short-term interest rate

and the annual return on the CAC 40 are similar to the pattern of the systematic factor.

Henceforth, we focus on the variables which have significant correlation with the systematic

factor and the variables that graphically have the same pattern as the systematic factor.

Let us first take a look at the evolution of the output gap, total industrial production,

from the national accounts group, the short-term interest rate from the financial markets

and the annual return on CAC 40 from the stock markets group in France over the period
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2007-2014. When we plot the variables that have a negative correlation with the systematic

factor, we multiply the systematic factor by (-1) in order to have a better vision of the factor

path. We keep the factor unchanged in the case of CAC 40 which has a positive correlation

with the factor.

Figure 2.9: Correlation Between Macro-Variables and the Systematic Factor. This figure

shows the evolution of the output gap % of Potential GDP, the total industrial production,

the short-term interest rate, per cent, per annum (%), and the annual return on CAC 40

for France over the period 2007-2014 and the systematic factor. The shaded periods refer to

OECD recessions in France.

It can be easily seen that the cyclical pattern of the negative factor is close to the output

gap, the total industrial production and the short-term interest in France. Moreover, the

systematic factor has a pattern similar to the annual return on the CAC 40. The output gap

shows local downward trends during both recession periods in France, and since our factor is

negatively correlated with the output gap, we observe local upward trends in the systematic

factor during the recession periods. In 2011, the output gap has a peak and the systematic
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factor has a trough as well. We observe the same pattern for the total industrial production

and the short-term interest rate as well. The CAC 40 index which is a benchmark French

stock market index shows local upward trends during both recessions which coincide with

upward trends in the systematic factor. Both series have a trough in 2011 as well.

In order to see how these variables are related to the systematic factor, we perform

the linear regressions. These four aforementioned variables are regressed on the systematic

factor. The results of the linear regressions are reported in Table 2.17.

Table 2.17: Linear Regression-Two step Estimation Method

Variables Estimate SE t.Stat Normal P-Value R-Squared

OUTG

β0 0.45 0.41 1.09 0.31

0.58β1 −1.87∗∗∗ 0.64 -2.90 0.02

IPROD

β0 105.03∗∗∗ 1.84 57.07 0.00

0.53β1 −7.48∗∗∗ 2.84 -2.63 0.03

SINTS

β0 2.27∗∗∗ 0.55 4.14 0.01

0.52β1 −2.17∗∗∗ 0.85 -2.55 0.04

CAC 40

β0 -3.89 9.53 -0.4 0.69

0.05β1 8.31 14.74 0.56 0.59

The regression equation is as follows:

Yt = β0 + β1ft + εt, E(εt) = 0, V ar(εt) = σ2.

The slopes β1 are statistically significant at 5% for the output gap, the total industrial

production, and the short-term interest rate and the intercepts β0 are statistically significant

at 5% for the total industrial production and the short-term interest rate.

This regression analysis and the comparison of patterns of the variables displayed in

Figure 2.9 suggest that the systematic factor obtained from the two-step efficient estimation

approach is related to these variables. In addition to this analysis, we will perform the stress

testing in the next Section which allows us to interpret the systematic factor in more detail.

Equivalently, the estimates of the micro- and macro parameters and the factor path can

be derived from the joint optimization. In the next section we discuss the results of the joint

optimization.
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2.4.4 Joint Optimization Approach

In this Section, the factor values are treated as nuisance parameters.5 The vector of parame-

ters includes the micro-parameters θ and factor values ft, and it is estimated by considering

the solution in θ of the joint optimization problem given in equation (2.2.13). We use the

estimates of the two-step estimation as initial values in the joint optimization approach.

Table 2.18 displays the parameter estimates for the joint optimization method.

ĉ1 = −4.974∗∗∗ ĉ2 = −1.851∗∗∗ ĉ3 = 0 ĉ4 = 0.671∗∗∗ ĉ5 = 1.587∗∗∗ ĉ6 = 2.637∗∗∗

(0.016) (0.001) (0.0002) (0.001) (0.003)

δ̂ β̂ σ̂

1 δ̂2 = −3.168∗∗∗ 1 β̂2 = −0.016 1 σ̂2 = 0.977∗∗∗

(0.005) (0.026) (0.003)

2 δ̂3 = −1.378∗∗∗ 2 β̂3 = 0.379∗∗∗ 2 σ̂3 = 0.888∗∗∗

(0.003) (0.010) (0.001)

3 δ̂4 = 0 3 β̂4 = 1 3 σ̂4 = 1

4 δ̂5 = 0.418∗∗∗ 4 β̂5 = 0.360∗∗∗ 4 σ̂5 = 1.158∗∗∗

(0.002) (0.007) (0.002)

5 δ̂6 = 1.561∗∗∗ 5 β̂6 = 0.881∗∗∗ 5 σ̂6 = 1.275∗∗∗

(0.010) (0.022) (0.001)

6 δ̂7 = 3.297∗∗∗ 6 β̂7 = −1.851∗∗∗ 6 σ̂7 = 3.896∗∗∗

(0.065) (0.245) (0.068)

Table 2.18: Micro-Parameter Estimates-Joint Optimization Approach. Thresholds ĉk, k =

1, ..., 6, intercepts δ̂l, factor sensitivities β̂l, and volatilities σ̂l, l = 2, ..., 7. Standard errors

are given in parentheses. ∗, p < 0.05, ∗∗, p < 0.01, ∗ ∗ ∗, p < 0.001

All the estimates are statistically significant except for β̂2. The upper panel shows the

estimates of the threshold parameters ck. As expected, they are increasing with regards to

the rating class index. The estimates of the parameters in rows l = 2, ..., 7 of the transition

matrix, which correspond to rating classes “D”, “C”, ..., “A+” are displayed in the lower

5This approach might create an incidental parameter problem since the number of nuisance parameters

tends to infinity with T . However, we do not have this problem since the cross-sectional dimension is much

larger than the time dimension.
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panel. The intercepts δl are increasing with respect to the rating index. The estimates of

factor sensitivities β̂l are positive, except the factor sensitivity of the rating category “A+”

and “D”. Generally, the riskier rating categories have smaller idiosyncratic volatility σl.

The estimated factor values are reported in Table 2.19. The factor pattern obtained from

the joint optimization is similar to the pattern of factor obtained by the two-step estimation.

Figure 2.10 displays the pattern of estimated factor values. Recall that the factor estimates

are standardized to obtain zero-mean and unit variance in the sample.

Table 2.19: Estimated Factor Values

Estimated factor values

2007 2008 2009 2010 2011 2012 2013 2014

−1.5538 0.0769 0.5607 1.0736 −1.1349 −0.6761 0.8424 0.8112

Figure 2.10: Systematic Factor-Joint Optimization Approach. The figure displays the pat-

tern of the estimated factor values f̂n,T,t for t = 1, ..., 8. The factor estimates are standardized

to obtain zero-mean and unit variance in the sample. The shaded areas indicate the OECD

recessions in France.

The factor series shows a local downward trend from 2010-2011 which is consistent with

the local downward trend in the factor obtained from the two-step efficient estimation. The

estimated macro-parameter ρ̂, which is obtained from the maximum likelihood estimation of

the autoregressive model (2.2.12) is reported in Table 2.20.
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Table 2.20: Estimated Macro-Coefficients

Estimate SE T.Stat P-Value

µ -0.2711 0.2152 -1.2596 0.2078

ρ 0.1203 0.4223 0.2659 0.7902

σ2
η 0.1587 0.1843 0.8612 0.3891

The macro-parameter estimate ρ̂ obtained from the joint optimization is positive and not

statistically significant.

We perform a similar analysis to that in Section (2.4.3) to find the link between the

factor pattern and the macroeconomic variables. The correlation between the systematic

factor obtained by the joint optimization and the macro variables (Table 2.15) are shown in

Table 2.21.

Table 2.21: Correlation Between Macroeconomic Variables and the Systematic Factor Ob-

tained by the Joint Optimization Approach

Macroeconomic variables Correlation with the systematic factor P-Value

National accounts

GDP -0.36 0.36

OUTG −0.69∗∗∗ 0.05

UNEM 0.47 0.23

EMP -0.25 0.54

IPROD −0.65∗ 0.08

CPI 0.38 0.35

PPI 0.01 0.96

Financial markets

SINTS -0.61 0.1

LINTS -0.5 0.2

SPL-S 0.44 0.27

EXCH -0.17 0.67

Stock markets

CAC40 0.19 0.64

VCAC40 0.27 0.51

Composite index CLI -0.5 0.2

The systematic factor obtained by the joint optimization has a negative significant correlation

with the output gap (real GDP actual minus potential) and the total industrial production

in France. Similar to our regression analysis in Section (2.4.3), the output gap and the
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total industrial production are regressed on the systematic factor. The results of the linear

regressions are reported in Table 2.22.

Table 2.22: Linear Regression-Joint Optimization Approach

Variables Estimate SE t.Stat Normal P-Value R-Squared

OUTG

β0 -0.88 0.46 -1.88 0.10

0.48β1 2.20∗∗∗ 0.91 -2.39 0.05

IPROD

β0 99.74∗∗∗ 2.07 48.01 0.00

0.42β1 −8.54∗ 4.06 -2.09 0.08

The slopes β1 are statistically significant at 5% for the output gap and at 10% for the

total industrial production. The intercept β0 for the total industrial production is statistically

significant at 5%. The regressions suggests that the systematic factor obtained by the joint

optimization approach might be related to these two variables. By comparing the pattern

of the factor estimated by the two approaches, and given the parameter estimates from each

approach, we conclude that, we have found links between the systematic factor obtained

by both estimation methods and some national accounts variables, like the output gap and

the total industry production and the financial markets variable, which is the short-term

interest rate, in France. In the next Section, we compute the fitted transition probabilities

from the two-step and the joint optimization parameter estimates and compare them with

the observed migration probabilities.

2.5 Fitted Credit Migration Matrices

To assess the fit of the model, we compare the observed and estimated transition matrices.

The Euclidean distance or Euclidean metric is one way to compare two matrices. This math-

ematical method is based on the straight-line distance between two points in the Euclidean

space. This method computes the average absolute difference of the corresponding elements

of two matrices. Moreover, one can measure the average root-mean-square difference between

multiple corresponding elements of the matrices [see, e.g. Israel et al. (2001), Bangia et al.
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(2002)]. However, the Euclidean metric provides a relative measure of distance between two

matrices and it is difficult to judge whether this distance is large or small. Moreover, it is

not easy to interpret the economic meaning of the distance. Another method which allows

us to compare two transition matrices is a mobility index [see, Geweke et al. (1986)]. Jafry

and Schuermann (2004) extend that method and introduce a singular value metric (SVD-

mobility index) which is a function that compares two migration matrices with respect to

their ability to generate migration events.

In order to assess and compare which estimation procedure delivers the best fitted mi-

gration probabilities, we proceed in two steps. First, we compute the estimated transition

probabilities from both approaches and compare the stability rates, downgrade rates and

upgrade rates of each rating category implied by each method during the study period with

the empirical stability rates, downgrade and upgrade rates for each rating class. Next, we

calculate the distance between the observed and fitted probabilities to see how close the

fitted probabilities are to the observed migration frequencies obtained by each estimation

approach. Second, we compare the transition matrices implied by each estimation meth-

ods by using the SVD-mobility index introduced by Jafry and Schuermann (2004). The

estimated transition matrices obtained by the two-step efficient estimation method and the

joint optimization approach for the whole sample period are reported in Appendix C.1 and

C.2 respectively.

2.5.1 Comparison using the Stability, Downgrade and Upgrade

Rates

In-Sample Estimates of Migration Probabilities-Two-step Estimation Approach

First, we compute the implied probabilities of staying in the same rating class known as

the implied stability rates. The evolution of the implied stability rates and the empirical

stability rates for each rating class are presented in Figure 2.11.
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Figure 2.11: Observed and Fitted Stability Rates. This figure shows the time series of ob-

served probabilities of staying in the same class (solid line) and fitted probabilities of staying

in the same class obtained by the two-step estimation approach (circles). The migration

probabilities are given in percentages on the vertical axes. The shaded areas indicate the

OECD recessions in France.

The pattern of the fitted stability rates captures the pattern of observed stability rates

especially in the rating classes “B”, “C”, and “D”. Figure 2.12 displays the observed and
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fitted downgrade probabilities for each rating class.

Figure 2.12: Observed and Fitted Downgrade Rates. This figure shows the time series of

observed probabilities of downgrade for each rating class (solid line) and fitted probabilities

of downgrade for each rating class obtained by the two-step estimation approach (circle).

The migration probabilities are given in percentages on the vertical axes. The shaded areas

indicate the OECD recessions in France.

The pattern of the fitted downgrade probabilities in all rating classes captures the pattern
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of observed downgrade probabilities which confirms that our model is successful in capturing

the downgrade risk. Figure 2.13 demonstrates the observed and fitted upgrade probabilities

for each rating class.

Figure 2.13: Observed and Fitted Upgrade Rates. This figure shows the time series of

observed probabilities of upgrade for each rating class (solid line) and the fitted probabilities

of upgrade for each rating class obtained by the two-step estimation approach (circle). The

migration probabilities are given in percentages on the vertical axes. The shaded areas

indicate the OECD recessions in France.
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Moreover, some actual and fitted migration probabilities from rating class “B”, l = 4, to

rating categories “A”, “B+”, “C”, and “D”, k = 6, 5, 3, 2 are displayed in Figure 2.14. The

peaks and troughs in the observed and fitted time series of migration probabilities for rating

class “B” to the ratings “A”, “B+”, “C”, and “D” coincide in all panels of Figure 2.14.

Figure 2.14: Time series of Observed and Fitted Migration Probabilities from Rating Classes

“B” to Rating Categories “A”, “B+”, “C”, and “D”, k = 6, 5, 3, 2. The migration proba-

bilities are given in percentages on the vertical axes. The shaded areas indicate the OECD

recessions in France.

Figures 2.11-2.14 indicate that the fitted probabilities capture the trends in the observed

migration probabilities although, their values may differ. Next, we calculate the average

vertical distance between the observed and fitted migration probabilities as follows:

Dis =
1

T

T∑
t=1

(plk,t − p̂lk,t)2.
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Table 2.23 shows the average distance between the observed and fitted stability, down-

grade and upgrade rates.

Table 2.23: Average Distance Between Observed and Fitted Migration Probabilities

A+ A B+ B C D

Stability rates 0.02 0.12 0.07 0.01 0.01 0.0003

Downgrade rates 0.02 0.05 0.03 0.01 0.01 2.26E-05

Upgrade rates 0 0.01 0.009 0.05 0.0001 0.0002

The best fitted downgrade and upgrade rates are for rating classes “D” and “C”, respec-

tively. The one-factor model is successful in reproducing the general pattern of the expected

risk in each rating class. The relatively higher discrepancies for some rating classes, may be

due to the fact that some of the assumptions of the model may not hold. For example, the

assumption of a homogeneous population of firms is a strong assumption. Another reason

could be the choice of the cumulative distribution function Φ, which can be different from

the Gaussian one, and feature different tail or skewness behaviors. Moreover, the time di-

mension T of the panel is short, which affects the accuracy of the estimators. Let us take

a look at the estimated migration probabilities in the joint optimization approach. In the

next section, we compare the fitted and observed migration probabilities obtained from the

joint optimization.

In-Sample Estimates of Migration Probabilities-Joint Optimization Approach

In order to compare the fit provided by the joint optimization with the two-step efficient

estimation approach, we compute the fitted stability rates, downgrade, upgrade and default

rates for each rating class and compare them with the empirical probabilities. Figure 2.15

displays the observed and fitted stability rates for each rating class from the joint optimiza-

tion approach.
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Figure 2.15: Observed and Fitted Stability Rates. This figure shows the time series of

observed probabilities of staying in the same class (solid line) and fitted probabilities of

staying in the same class obtained by the joint optimization approach (circles). The migration

probabilities are given in percentages on the vertical axes. The shaded areas indicate the

OECD recessions in France.

By visual inspection, the pattern of fitted stability rates from the joint optimization

approach is close to the pattern of the fitted stability rates obtained by two-step estimation

approach. Figures 2.16 and 2.17 display the fitted downgrade and upgrade probabilities

respectively.
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Figure 2.16: Observed and Fitted Downgrade Probabilities. This figure shows the time

series of observed probabilities of downgrade for each rating class (solid line) and fitted

probabilities of downgrade obtained by the joint optimization approach for each rating class

(circle). The migration probabilities are given in percentages on the vertical axes. The

shaded areas indicate the OECD recessions in France.

The patterns of the fitted downgrade probabilities from the joint optimization approach

are close to the patterns of observed downgrade probabilities in all rating classes except for
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rating categories “B+”.

Figure 2.17: Observed and Fitted Upgrade Probabilities. This figure shows the time series of

observed probabilities of upgrade for each rating class (solid line) and the fitted probabilities

of upgrade obtained by the joint optimization approach for each rating class (circle). The

migration probabilities are given in percentages on the vertical axes. The shaded areas

indicate the OECD recessions in France.

The patterns of the fitted upgrade probabilities from the joint optimization approach are
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close to the patterns of observed upgrade probabilities in all rating classes except for rating

categories “A+”.

Next, we plot the fitted migration probabilities from rating class “B”, l = 4, to rating

categories “A”, “B+”, “C”, and “D”, k = 6, 5, 3, 2, in Figure 2.18. The probabilities are

close to the observed frequencies.

Figure 2.18: Time series of Observed and Fitted Migration Probabilities from Rating Classes

“B” to Rating Categories “A”, “B+”, “C”, and “D”, k = 6, 5, 3, 2 obtained by the joint

optimization. The migration probabilities are given in percentages on the vertical axes. The

shaded areas indicate the OECD recessions in France.

Table 2.24 shows the average distance between the observed and fitted stability, down-

grade and upgrade rates obtained by the joint optimization approach.
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Table 2.24: Average Distance Between Observed and Fitted Migration Probabilities

A+ A B+ B C D

Stability rates 0.03 0.11 0.07 0.06 0.004 0.0003

Downgrade rates 0.03 0.04 0.03 0.02 0.001 2.4021e-05

Upgrade rates 0 0.01 0.009 0.01 6.3253e-04 0.0002

The average distance between the observed and fitted stability rates, downgrade rates and

upgrade rates obtained by the joint optimization is higher than from the two-step approach

for rating classes “A+” and “B” smaller for rating classes “A” and “C” equal for “B+”

and “D”. The next Section compares these two estimation methods using the total distance

between the fitted and the observed migration probabilities.

Comparison of estimation methods

We compute the goodness of fit measure for the two-step and the joint optimization ap-

proaches in each year as follows:

χ2
t =

K∑
k=1

K∑
l=1

(p̂lk,t − plk,t(θ; ft))2,

In order to avoid the problem of null observed probabilities, the chi-square measure is not

weighted by the inverse of the frequencies. Therefore, these measures do not asymptotically

follow a χ2 distribution and cannot be used for testing the distance [Feng et al. (2008)]. The

χ2-goodness of fit measures the total distance between the fitted and observed migration

probabilities for the two-step estimation and the joint optimization approaches are reported

in Table 2.25 and Table 2.26 respectively.

Table 2.25: Goodness of Fit by the Two-Step Efficient Estimation Approach

Year 2007 2008 2009 2010 2011 2012 2013 2014

χ2 0.2226 0.3663 0.5129 0.8641 0.1193 0.2337 0.5322 0.5145
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Table 2.26: Goodness of Fit by the Joint Optimization Approach

Year 2007 2008 2009 2010 2011 2012 2013 2014

χ2 0.1608 0.4307 0.5151 0.8328 0.1682 0.2808 0.4867 0.5291

The χ2-goodness of fit measures are larger from the joint optimization approach in all

years except for years 2007, 2010 and 2013. Overall, the two-step approach provides the

best fit, since the goodness of fit measures are smaller compared to the joint optimization

approach.

2.5.2 Comparison using the SVD-Mobility Index

Jafry and Schuermann (2004) introduce a metric called the SVD-mobility index to compare

two transition matrices on their ability to produces migration events. The SVD-mobility

index is the most commonly used method of comparison for migration matrices in the lit-

erature. The mobility index provides a scalar value which captures the overall dynamic

features of given transition matrices. This is the advantage of the mobility index as, instead

of comparing the migration probabilities in each year, we can compare the overall dynamics

of the matrices. We use Jafry and Schuermann (2004) SVD-mobility index to compare the

migration matrices implied by the two-step estimation and the joint optimization methods

with the observed migration matrices in the data.

The SVD-mobility index MSV D(P) is defined as a function of transition matrix P. The

main feature in a transition matrix P is the amount of migration or ”mobility” imposed

on the state vector from one period to the next. We subtract the identity matrix I from

the original matrix P, to get the mobility matrix P̃. The mobility matrix includes only the

dynamic part of the original matrix P and reflects the ”magnitude” of P in terms of the the

implied mobility since the main diagonal contains the negative values of the sum of the row

elements. Jafry and Schuermann (2004) find that the average of all the singular values of

mobility matrix P captures the general characteristics of that matrix. The SVD-mobility

90



index for a d-dimensional matrix P is given by:

MSV D(P) =

∑d
i=1

√
λi(P̃′P̃)

d
,

where P̃ = P − I, and P′ is its transpose. λi(P̃
′P̃) is the ith eigenvalue of P̃′P̃, sorted in

decreasing order, i.e. λ1(P̃′P̃) > .... > λd(P̃
′P̃).

Suppose that the values of all diagonal elements of matrix P = P − I are (1 − p) and all

off-diagonal elements are equal to (p/d− 1), where p represents the probability that a given

state will undergo a migration (to any of the others). Then, Jafry and Schuermann (2004)

show that the MSV D metric applied to P yields the following exact result:

MSV D(P) = p.

This result indicates that the average migration probability p is numerically identical to the

average singular value metric. For instance, if we get the value 0.1 of the singular value

metric for a given matrix, say, then we can conclude that the matrix has an effective average

probability of migration of 0.1. Thus, the difference between two migration matrices could

be measured by MSV D as follows:

DSV D(P1,P2) = MSV D(P1)−MSV D(P2).

A directional deviation between two matrices in terms of the mobility or approximate average

probability of migration can be measured by this difference. To compare the mobility ”size”

of the migration matrices, we use the MSV D index for the period 2007-2015 for the two-step

estimation and the joint optimization methods. We apply the SVD mobility index to each

matrix calculated according to the two-step and the joint optimization approaches. The

results are shown in the Tables 2.27 and 2.28.

Table 2.27: MSV D-Mobility Index by the Two-Step Estimation Approach

Year 2007 2008 2009 2010 2011 2012 2013 2014

Two-steps 0.2577 0.2257 0.2214 0.2212 0.2400 0.2302 0.2209 0.2209

Observed data 0.2465 0.1581 0.1435 0.1145 0.2163 0.2063 0.1478 0.1437

DSVD 0.0111 0.0676 0.0779 0.1067 0.0236 0.0239 0.0731 0.0772

91



Table 2.28: MSV D-Mobility Index by the Joint Optimization Approach

Year 2007 2008 2009 2010 2011 2012 2013 2014

Joint optimization 0.2675 0.2412 0.2348 0.2301 0.2608 0.2532 0.2319 0.2322

Observed data 0.2465 0.1581 0.1435 0.1145 0.2163 0.2063 0.1478 0.1437

DSVD 0.0210 0.0830 0.0913 0.1155 0.0444 0.0469 0.0841 0.0885

We can see that the metrics estimated from the joint optimization are slightly ”larger” than

the metrics for the two-step estimation method. One explanation for the relatively higher

values in the joint optimization method could be the fact that the joint optimization method

has a higher number of parameters to estimate, as compared to the two-step estimation

which leads to less efficient estimators. Figure 2.19 shows the annually computed MSV D(P )-

mobility indexes of each estimation method and the observed data.

Figure 2.19: The MSV D Mobility Index. This Figure exhibits the annual mobility of the

migration matrices using the MSV D for the period of 2007-2014. The two-step estimation

approach: dotted line, the joint optimization method: dashed line and the observed data:

solid line. The shaded areas indicate the OECD recessions in France.

According to the MSV D both estimation methods over-estimate the empirical transition

matrices. The DSV D(P1,P2) between each estimation approach and the MSV D index of the

empirical data are displayed in Figure 2.20, which shows that the differences of these two

estimations methods are very small across time. The differences seems to increase during

the recession of 2008 and prior to the recession of 2012.
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Figure 2.20: The DSV D of Each Estimation Methods. This Figure exhibits the differences

between MSV D mobility index of the two-step estimation approach and MSV D mobility index

of the empirical data: solid line and the deference between MSV D mobility index of the joint

optimization approach and MSV D mobility index of the empirical data: dotted line. The

shaded areas indicate the OECD recessions in France.

In this section we performed the empirical comparison between the the two-step esti-

mation method and the joint optimization approach. First, we compared the the average

vertical distance between the observed and fitted stability, downgrade and upgrade rates

in these two methods. Based on these comparison, The average distance of the stability,

downgrade and upgrade rates between the observed and the fitted migration probabilities

obtained from the two-step estimation method is less than the average distance obtained

from the joint optimization approach. Next, we computed the goodness of fit for each year

for these two methods. We found that the total distance between the fitted and observed

migration probabilities for the two-step estimation approach is smaller in the two-step esti-

mation method compare to the joint optimization approach. The last comparison was based

on the SVD-mobility index which captures the overall dynamic features of given transition

matrices. The result of the SVD-mobility index reveals that the metrics estimated from the

joint optimization are slightly ”larger” than the metrics for the two-step estimation method.

Overall, we can conclude that the two-step and the joint optimization methods fit well the

frequencies of transition matrices as the MSV D measures are close to the empirical MSV D

values. However, the we conclude that the two-step estimation method provides better fit
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of the migration probabilities compare to the joint optimization approach. Moreover, the

two-step method computation is less time consuming than the joint optimization method

and the two-step estimation estimators have less standard deviation since the number of the

parameter to be estimated are less in the two-step estimation method.

In the next step, we perform the stress testing analysis in the framework of the factor

stochastic migration model. We apply the stress testing analysis to the stochastic migration

model estimated by the two-step approach.

2.6 Stress Testing with the Stochastic Migration Model

As stated earlier in the text, estimations of probabilities of default (PD) and migration rates

under hypothetical or historical stress scenarios are required by Basel II. Stress testing is an

important tool to assess financial stability of banks and financial institutions. Conducting

regular regulatory stress testing exercises under the supervision of the European Banking

Authority (EBA) is mandatory for financial institutions in Europe6. The aim is to determine

the behavior of bank portfolios under stress conditions. In particular, the impact of extreme

events or changes in market conditions on the capital adequacy of banks, based on the

scenarios of macroeconomic and financial shocks can be assessed by the stress testing analysis.

Generally, credit risk stress tests concern risk parameters such as the probability of default

at a one-year risk horizon (PD), migration probability, loss given default (LGD) or exposure

loss at Default (EAD). These risk measures form the main building blocks of the Basel II

regulatory capital supervision for credit risk. In our particular framework, the stress test

exercise focuses on the probability of migration from one credit rating grade to another, and

especially, the probability of migrating to default.

We study the changes in the migration rates in our portfolio, if the economy experiences

a moderate downturn or upturn. For this purpose a one-time shock is added to the estimated

systematic risk factor which affects the migration rates. The following hypothetical scenarios

are considered:

6OSFI is the supervisory authority (Office of the Supervisor of Financial Institution) in Canada
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• Scenario 1: A positive one-time shock to the systematic factor ft in which the factor

increases by one standard deviation of factor σf .

• Scenario 2: A negative one-time shock to the systematic factor ft in which the factor

decreases by one standard deviation of factor σf .

These scenarios are designed to resemble an improvement and deterioration of the economic

situation. Furthermore, we consider two economic principles, “mutatis mutandis”, ie “al-

lowing other things to change accordingly” and “ceteris paribus”, ie “all other things being

equal” or ”holding other factors constant” in our stress testing analysis. In the first case, i.e.

“mutatis mutandis”, the one-time positive and negative shocks are added to the systematic

factor in years 2008 and 2010 separately. These shocks have an effect on the systematic

factor in those years as well the factor values over the following years. In other words, we

assume that the factor in years following the shocks are returns to the estimated trajectory.

In the other case, i.e. “ceteris paribus”, we impose the two shocks to the systematic factor

in years 2008 and 2010, then, assume that over the next years after the shocks, the factor

returns to a flat baseline trajectory. We examine the effects of shocks to determine how

quickly each shock and its effects dissipate.

We consider these two above assumptions and consider the positive and negative shocks

to the systematic factor in years 2008 and 2010 separately. The stressed migrations under

both assumptions and shock scenarios computed from the two-step estimation for the periods

affected by shocks are reported in Appendices D.

2.6.1 Shocks to the Systematic Factor- Assuming “mutatis mu-

tandis”

We add a positive one-time and a negative one-time shock equal to one standard deviation

of factor, σf , to the systematic factor in years 2008 and 2010. Figures 2.21 and 2.22 show

the paths of the systematic factor and of the stressed factor under both stress scenarios in

years 2008 and 2010 respectively.

95



Figure 2.21: Systematic Factor and Stresses Factor Under Scenarios 1 and 2 (Year 2008).

This Figure exhibits the systematic factor and the stressed factor under both scenarios,

shocks are applied in 2008. The shaded areas indicate the OECD recessions in France.

Figure 2.22: Systematic Factor and Stresses Factor Under Scenarios 1 and 2 (Year 2010).

This Figure exhibits the systematic factor and the stressed factor under both scenarios,

shocks are applied in 2010. The shaded areas indicate the OECD recessions in France.

When we impose the two shocks on the systematic factor in 2008, the effects of shocks are

significant over the next two periods. Afterwards, the effects dissipate gradually. We observe

the same pattern when we impose the shocks on the systematic factor in 2010. The shocks

seem to dissipate faster when applied in 2010, i.e. the economy after a recession.

Let us compare the total default rates for all rating classes. We compute the stressed
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migration matrices from 2008 to 2014 and compare the estimated total default rates by all

rating categories and stressed total default rates by all rating classes in years 2008 to 2014.

Next we compare the stability rates, downgrade and upgrade probabilities. Figure 2.23

displays the estimated and stressed total default rates when we impose positive or negative

shocks to the systematic factor in 2008.

Once we impose the positive shock on the factor, the total default rates of all rating

classes decrease over the years 2008 to 2013. We observe 0.61% reduction in the total

default rates in 2008 and 0.2% in 2010. The effect of positive shock is stronger in 2008 than

in 2009. Afterwards, the total default rates are decreasing until 2011 and the effects of shock

disappear. Then, the shocked default rates go back to the estimated levels of default rates.

Figure 2.23: Total Default Rates of All Rating Classes Under Both Scenarios (2008). This

Figure shows the estimated total default rates of all rating categories (blue) for years 2008

to 2014, the stressed total default rates after positive shock (red) and the stressed total

default rates after negative shock (yellow). The shaded areas indicate the OECD recessions

in France.

As a consequence of the one-time negative shock to the systematic factor in year 2008,

the total default rates of all rating categories increase over the period 2008 to 2013. We

observe an increase of 0.68% in 2008 and of 0.25% in 2009. The effect of the negative shock

is stronger in 2008 than in 2009. Afterwards, the total default rates keep increasing until
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2011. Then, the effects of shock disappear and the shocked default rates go back to the

estimated levels of default rates. Next, let us compare the downgrade rates. Table 2.29

shows the changes in downgrade rates for each rating category over the years 2008 to 2014

under both a positive and a negative shocks to the systematic factor in 2008.

The downgrade rates for all rating classes decrease when we impose the positive shock

on the factor, and increase with the one-time negative shock to the systematic factor in 2008

except for firms rated “D”. For instance, the downgrade rates of firms rated “A+” have

decreased by 1.8% at the time we imposed the positive shock. They increased by almost 2%

when we imposed the negative shock on the factor. The effect of the positive and negative

shocks are much stronger in the first two years after the shocks as compared to other years.

Table 2.29: The Changes in Downgrade Rates

Rating class

changes in the downgrade rates

One-time positive shock to the factor in year 2008

2008 2009 2010 2011 2012 2013 2014

A+ -0.0180 -0.0071 -0.0028 -0.0012 -0.0005 -0.0002 -0.0001

A -0.0264 -0.0106 -0.0043 -0.0016 -0.0007 -0.0003 -0.0001

B+ -0.0143 -0.0057 -0.0023 -0.0009 -0.0004 -0.0001 -0.0001

B -0.1848 -0.0666 0.0219 -0.0144 -0.0057 -0.0017 -0.0007

C -0.0531 -0.0211 -0.0083 -0.0035 -0.0014 -0.0005 -0.0002

D 0.00044 0.00017 7.11E-05 2.78E-05 1.12E-05 4.53E-06 1.81E-06

One-time negative shock to the factor in year 2008

A+ 0.0189 0.0072 0.0028 0.0012 0.0005 0.0002 0.0001

A 0.0258 0.0105 0.0043 0.0016 0.0007 0.0003 0.0001

B+ 0.0141 0.0057 0.0023 0.0009 0.0004 0.0001 0.0001

B 0.2236 0.0775 0.0239 0.0143 0.0058 0.0017 0.0007

C 0.0545 0.0214 0.0083 0.0035 0.0014 0.0005 0.0002

D -0.00044 -0.00018 -7.10E-05 -2.78E-05 -1.12E-05 -4.53E-06 -1.81E-06

The one-time positive and negative shocks to the systematic factor have more effect on

firms rated “B” at the time the shocks are imposed.

Next, we impose the same shocks on the systematic factor in year 2010 (Figure 2.22) which

is a period after the financial crisis. We analyze the effect of shocks on the total default rates

of all rating classes, and on the downgrade rates. Figure 2.24 shows the estimated total
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default rates and the stressed total default rates of all rating categories under both scenarios

when we impose the shocks in year 2010.

The total default rates of all rating categories decrease by 0.54% in 2010, 0.28% in 2011

and 0.11% in 2012. Over the years 2013 and 2014, we observe less decrease in total default

rates of all rating categories.

Figure 2.24: Total Default Rates of All Rating Classes Under Both Scenarios (2010). This

Figure shows the estimated total default rates of all rating categories (blue) for the years

2010 to 2014, the stressed total default rates with positive shock (red) and the stressed total

default rates with negative shock (yellow). The shaded areas indicate the OECD recessions

in France.

Moreover, we observe an increase in the total default rates of all rating categories when

we impose a negative shock to the factor. More specifically, the total default rates increase

by 0.61%, 0.29% and 0.11% over the years 2010 to 2012, respectively. We also have increases

of 0.04% and of 0.02% in total default rates for the years 2013 and 2014. The effect of

the negative shock similarly to the positive shock is stronger in the first two years after the

shock. Afterwards, the effect of shock diminishes.

The changes in downgrade rates under the positive or negative one-time shock to the
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systematic factor in 2010 are given in Table 2.30. The results of a one-time negative shock

to the systematic factor in 2010, are similar to those of a one-time negative shock in 2008.

However the size of these effects is different. The effects of one-time positive and negative

shocks in the year 2008 are larger since the economy experiences recession over the period

2008 to 2009, while in year 2010, there is no recession.

Table 2.30: The Changes in Downgrade Rates

Rating class

changes in the downgrade rates

One-time positive shock to the factor in year 2010

2010 2011 2012 2013 2014

A+ -0.0170 -0.0076 -0.0030 -0.0011 -0.0005

A -0.0269 -0.0103 -0.0042 -0.0017 -0.0007

B+ -0.0144 -0.0056 -0.0023 -0.0009 -0.0004

B -0.1051 -0.0905 -0.0356 -0.0102 -0.0041

C -0.0507 -0.0219 -0.0087 -0.0034 -0.0013

D 0.00044 0.00017 6.99E-05 2.83E-05 1.13E-05

One-time negative shock to the factor in year 2010

A+ 0.0179 0.0078 0.0030 0.0011 0.0005

A 0.0264 0.0102 0.0041 0.0017 0.0007

B+ 0.0143 0.0056 0.0023 0.0009 0.0004

B 0.1791 0.0572 0.0361 0.1050 0.0042

C 0.0530 0.0219 0.0087 0.0034 0.0013

D -0.00044 -0.00017 -6.98E-05 -2.83E-05 -1.13E-05

We observe a decline in downgrade rates for all the rating classes except for firms rated “D”

in scenario 1 (positive shock) and vice versa in scenario 2 (negative shock). Next section

analyzes the effects of one-time positive and negative shocks to the systematic factor under

the Ceteris Paribus assumption.

2.6.2 Shocks to the Systematic Factor- Assuming “ceteris paribus”

Under the Ceteris Paribus assumption, the factor has a flat baseline to which it returns

after the shocks. We examine the effect of shocks to observe how quickly the shocks and

their effects dissipate. The one-time positive and negative shocks are introduced in the year
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2008, which is during a financial crisis. Alternatively, the shocks are imposed in year 2010

after the recession. Figures 2.25 and 2.26 show the paths of the systematic factor and of

the stressed factor under both stress scenarios in years 2008 and 2010 respectively under the

Ceteris Paribus assumption.

Figure 2.25: Systematic Factor and Stresses Factor Under Scenarios 1 and 2 (Year 2008).

This Figure exhibits the systematic factor and the stressed factor under both scenarios,

Ceteris Paribus, shocks are applied in 2008. The shaded areas indicate the OECD recessions

in France.
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Figure 2.26: Systematic Factor and Stresses Factor Under Scenarios 1 and 2 (Year 2010).

This Figure exhibits the systematic factor and the stressed factor under both scenarios,

Ceteris Paribus, shocks are applied in 2010. The shaded areas indicate the OECD recessions

in France.

From the graph, we observe that the effects of positive and negative shocks to the sys-

tematic factor during the financial crisis of 2008, are higher than the effects of shocks in

2010. Moreover, these effects are much stronger in the first 2 years after the shocks to the

systematic factor in both years 2008 and 2010.

Next, let us compare the total default rates of all rating categories under both scenarios

when we impose the shocks on the systematic factor in 2008, during the recession. The total

default rates of all rating classes under both stress scenarios are shown in Figure 2.27 for

year 2008 and Figure 2.28 for year 2010.
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Figure 2.27: Total Default Rates of All Rating Classes Under Both Scenarios (2008). This

Figure shows the estimated total default rates of all rating categories (blue) for years 2008

to 2014, the stressed total default rates after positive shock (red) and the stressed total

default rates after negative shock (yellow). The shaded areas indicate the OECD recessions

in France.

The total default rates decrease after a one-time positive shock to the systematic factor

in year 2008. In 2008, the total default rates have decreased by 0.61% after the one-time

positive shock to the factor. They have increased by 0.68% after the one-time negative shock.

We observe similar dissipation patterns of both shocks in the following periods. The size of

effects diminishes over time. The effect of a one-time negative shock is slightly higher than

that of a one-time positive shock to the factor.
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Figure 2.28: Total Default Rates of All Rating Classes Under Both Scenarios (2010). This

Figure shows the estimated total default rates of all rating categories (blue) for years 2010

to 2014, the stressed total default rates after positive shock (red) and the stressed total

default rates after negative shock (yellow). The shaded areas indicate the OECD recessions

in France.

When the shocks are imposed on the systematic factor in years 2008, and 2010, we

observe that the total defaults of all rating classes decrease after the positive shock and

increase after the negative shock to the factor. The effects of shocks are stronger over the

years 2010 until 2012 and diminish later on. The total default rates of all rating categories

decrease by 0.54% after the positive shock and increase by 0.61% after the negative shock

to the factor in 2010. This is less than the decrease (increase) observed when we imposed

shocks during the recession in 2008.

Next, we explore the effects of shocks on the downgrade rates. Table 2.31 displays the

changes in the downgrade rates for all rating categories when the positive and negative shocks

are imposed on the systematic factor in year 2008. The one-time positive shock to the factor

reduces the downgrade rates of all firms except for firms rated “D”. However, the change

in rating category “D” is very small. In contrast, the one-time positive shock to the factor
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increases the downgrade rates of all firms except for firms rated “D”.

Table 2.31: The Changes in Downgrade Rates

Rating class

changes in the downgrade rates

One-time positive shock to the factor in year 2008

2008 2009 2010 2011 2012 2013 2014

A+ -0.0180 -0.0073 -0.0029 -0.0012 -0.0005 -0.0002 -0.0001

A -0.0264 -0.0105 -0.0042 -0.0017 -0.0007 -0.0003 -0.0001

B+ -0.0143 -0.0057 -0.0023 -0.0009 -0.0004 -0.0001 -0.0001

B -0.1848 -0.0816 -0.0337 -0.0136 -0.0055 -0.0022 -0.0009

C -0.0531 -0.0215 -0.0086 -0.0035 -0.0014 -0.0006 -0.0002

D 0.000441 0.00018 7.02E-05 2.81E-05 1.12E-05 4.49E-06 1.80E-06

One-time negative shock to the factor in year 2008

A+ 0.0189 0.0074 0.0030 0.0012 0.0005 0.0002 0.0001

A 0.0258 0.0104 0.0042 0.0017 0.0007 0.0003 0.0001

B+ 0.0141 0.0057 0.0023 0.0009 0.0004 0.0001 0.0001

B 0.2236 0.0882 0.0347 0.0138 0.0055 0.0022 0.0009

C 0.0545 0.0217 0.0086 0.0035 0.0014 0.0006 0.0002

D -0.000436 -0.00017 -7.01E-05 -2.80E-05 -1.12E-05 -4.49E-06 -1.80E-06

We observe similar results when the shocks are imposed on the factor in the year 2010.

The effects of shocks are slightly smaller than when the shocks are imposed on the factor

during the financial crisis. These shocks have more effects on the firms rated “B” and “C”.

The importance of assumption Ceteris Paribus, or “other things being equal or held

constant”, is to determine the causation. Once, we fix the factor, we are able to describe

the effects of shocks on the migration probabilities only. Under both “Ceteris Paribus” and

“Mutatis Mutandis” assumptions, the one-time positive shock to the factor in both years

2008 and 2010, causes less default and downgrades for majority of firms and a one-time

negative shock increases the default and downgrades of firms.
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Table 2.32: The Changes in Downgrade Rates

Rating class

changes in the downgrade rates

One-time positive shock to the factor in year 2010

2010 2011 2012 2013 2014

A+ -0.0170 -0.0069 -0.0028 -0.0011 -0.0004

A -0.0269 -0.0107 -0.0043 -0.0017 -0.0007

B+ -0.0144 -0.0058 -0.0023 -0.0009 -0.0004

B -0.1051 -0.0509 -0.0219 -0.0090 -0.0036

C -0.0507 -0.0206 -0.0083 -0.0033 -0.0013

D 0.0004 0.0001 7.11E-05 2.84E-05 0.0000

One-time negative shock to the factor in year 2010

A+ 0.0179 0.0071 0.0028 0.0011 0.0004

A 0.0264 0.0106 0.0043 0.0017 0.0007

B+ 0.0143 0.0057 0.0023 0.0009 0.0004

B 0.1791 0.0633 0.0239 0.0093 0.0037

C 0.0530 0.0210 0.0083 0.0033 0.0013

D -0.00044 -0.00018 -7.10E-05 -2.84E-05 0.0000

In our stress-testing analysis, the effects of shocks to the factor are slightly higher when

we assume use the Ceteris Paribus assumption especially, for the firms rated “B” and “C”.

Under both assumptions and both stress scenarios, we observe higher rates of default and

downgrades for firms after the negative shock to the factor, and lower rates of default and

downgrades for firms after the positive shock to the factor.

The regression analysis in Section 4 and the stress-testing analysis, provide better inter-

pretation of the unobserved factor from the changes in corporate credit migration rates. As

discussed in Section 2.4.3, the unobserved factor seems to be close to the dynamics of several

leading macro indicators, such as, the output gap and the total industrial production vari-

ables and the short-term interest rate from. Moreover, we found graphically similar patterns

between the unobserved factor and the annual return on CAC 40 index in France. However,

the factor interpretation is finalized following the stress testing analysis.

Based on the first stress scenario, a one-time positive shock to the factor reduces the

default rates and the downgrade rates of firms. After the one-time positive shock, the

economy experiences an upturn. Therefore, we observe less default and downgrades and
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higher stability and upgrade rates. Alternatively, based on the second stress scenario, a

one-time negative shock to the factor causes more default and downgraded firms since the

economy experiences a downturn. Because, the factor is negatively correlated with the

output gap, the total industrial production and the short-term interest rate, a positive shock

to any of these variables decreases the factor, and a negative shock increases the factor.

Therefore, the unobserved factor could not be the output gap or the total industrial

production in France, since the one-time positive shock to these two variables decreases the

factor. On the other hand, the unobserved factor could be the short-term interest rate, due

to the fact that once the banks decrease their interest rates, the cost of borrowing from the

banks decreases and as a result, firms have less default and downgrade rates. Moreover, the

systematic factor comove with the annual return on CAC 40 which represents the overall

level and direction of the market in France, and the factor has similar pattern, and a positive

correlation with it. An increase in stock market indices improves the financial conditions of

firms. This is also a leading indicator of the future economy and reflects the expectation

of future profits. From the results of stress-testing analysis, it seems that the unobserved

factor reflects the movement in the short-term interest rate and the annual return on CAC

40 index in France.

2.7 Conclusion

We use the latent factor ordered-Probit model which is a dynamic (non-linear) risk factor

model, to study the dynamics of credit rating matrices by introducing an unobserved (latent)

common factor that represents a fundamental driving process. This model is an important

tool for credit rating and default probability estimation, as pointed out in the Basel II report

on Credit Risk Factor Modelling. The latent factor ordered-Probit model has been estimated

on the French dataset of the Credit Agricole S.A. Bank by two estimation methodologies.

First, the latent factor ordered-Probit model has been written as an approximate linear

state space model and estimated by means of the standard Kalman filter. The unobserved

factor has been obtained exogenously by the principal component analysis in this approach.
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Next, the latent factor ordered-Probit model has been estimated by the two-step efficient

estimation approach and also alternatively by the joint optimization. The estimates of

the approximate linear state space model have been used as initial values in the numerical

algorithm to maximize the log-likelihoods in the two-step efficient estimation and the joint

optimization approaches. In the two-step approach, the factor values are considered as

nuisance parameters, and the estimator of the micro-component as a fixed effects estimator.

In the second step the two-step procedure, the unobserved factor values have been replaced

by the cross-sectional factor approximations and the estimator of the macro-component has

been obtained by applying the maximum likelihood on the autoregressive AR(1) model.

Moreover, we assessed the stochastic migration model on its ability to link the transition

probabilities to an unobserved dynamic risk factor. Furthermore, two stress testing exercises

were performed, with adding one time positive and negative shock to the factor. The shock

effects have been used to evaluate stressed migration probabilities and default probabilities.

Our main finding of this empirical analysis is that the latent factor ordered-Probit model

fits well the dataset. The implementation of the two-step efficient estimation methodology is

easy and less time consuming than the joint optimization. The estimates of the latent factor

ordered-Probit model parameters obtained by the approximated linear state space model

have been improved by the two-step estimator. The unobserved factor has been recovered

by the two-step estimation method and it seems to be close to the dynamics of several leading

macro indicators, such as, the output gap and the total industrial production variables from

the national account group and the short-term interest rate from the financial markets group.

Moreover, we found graphically a similarity in the pattern of the unobserved factor and the

annual return on CAC 40 index in France. The factor interpretation is carried out by using

a stress testing analysis. The migration probabilities have been effected by the one time

positive and negative shocks to the factor. Due to the results of stress-testing analysis, it

seems that the unobserved factor comove with the short-term interest rate and the annual

return on CAC 40 index in France. Therefore, the model can be used for macro-stress testing

purposes.
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Chapter 3

Maximum Composite Likelihood Esti-

mation of the Stochastic Migration Model

3.1 Introduction

This chapter introduces a new approach which is the maximum composite likelihood esti-

mation method for a stochastic factor ordered-Probit model of credit rating migration ma-

trices. The maximum composite likelihood extends the statistical literature and offers faster

and more robust estimation than the full information maximum likelihood in a stochastic

migration model. The composite likelihood is also known as the pseudo-likelihood. This

method disregards some of the complex dependencies between the observations in the full

joint density function. For instance, the joint densities can be replaced by a product of

marginal densities or a product of conditional densities. Therefore, in the composite like-

lihood method, the objective function is derived by multiplying a collection of component

likelihoods. The composite likelihood was first proposed by Lindsay (1988). The individual

component likelihoods which correspond to marginal or conditional densities of single ob-

servation are multiplied together to define the likelihood-type objective function. The main

purpose of the composite likelihood methodology is to reduce the computational complexity

in models with large datasets and complex dependencies, in a setting where the full likelihood

is difficult to construct.
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This method provides consistent, and asymptotically normal estimators of the transition

probabilities that can be used in forecasting and stress-testing. Banks implement stress-

testing either for regulatory requirements or for internal capital allocation specially after the

global financial crisis that resulted in the melt-down of the U.S. subprime mortgage market

[See e.g. Sorge (2004); Basel Committee on Banking Supervision (2009); Blaschke (2001);

Drehmann (2008); Bunn et al. (2005)]. The new method illustrated in a simulation study

that confirms good performance of the maximum composite likelihood estimation.

This chapter is organized as follows. Section 3.2 describes the general definition and

notation of the maximum composite likelihood. Section 3.3 explains how to construct the

maximum composite likelihood for the latent factor ordered-Probit model for credit rating

transitions matrices. The theoretical asymptotic properties of the estimators and assump-

tions are also provided in Section 3.4. Section 3.5 discussed the simulation study. The last

section provides the conclusion.

3.2 Composite Likelihood Inference

3.2.1 Definitions and notation

Let (f(y; θ), y ∈ Y , θ ∈ Θ) be a statistical parametric model with Y ⊆ RT , Θ ⊆ Rd, T ≥ 1

and d ≥ 1. Consider a set of events (Ai : Ai ⊆ F , i ∈ I), where I ⊆ N and F is some sigma

algebra on Y . The composite likelihood is defined as

LC(θ, y) =
∏
i∈I

f(y ∈ Ai; θ)wi ,

where f(y ∈ Ai; θ) = f({yi ∈ Y : yi ∈ Ai}; θ) with y = (y1, ..., yn), while {wi, i ∈ I} is a set

of suitable weights. The associated log-likelihood is LC(θ; y) = log LC(θ; y). The weights

can be ignored when they are equal. However, unequal weights improve the efficiency of

the maximum composite likelihood estimators. Generally, by multiplying the component

likelihoods, the composite likelihood objective function is derived. Each of these compo-

nents is either a marginal or conditional density. Therefore, the derivative of the maximum
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composite likelihood objective function provides an unbiased estimating equation and has

the properties of the likelihood based on a misspecified model. The components are multi-

plied regardless whether or not they are independent. The above definition can be used for

combinations of both marginal and conditional densities, but the marginal and conditional

versions of composite likelihoods are different [Varin et al. (2011)]. The use of either ver-

sions depends on the context. In both versions, one can choose a single observation given its

neighbours or blocks of observations in the sample to define the components.

Composite Conditional Likelihoods:

Besag (1974, 1975) constructed the pseudo-likelihood from the product of the conditional

densities of a single observation given its neighbour

LC(θ, y) =
m∏
i=1

f(yi|ys; θ),

where ys is neighbour of yi. By using the blocks of observations, Liang (1987) applied the

composite likelihood to stratified case-control studies as follows:

LC(θ, y) =
m−1∏
i=1

m∏
s=i+1

f(yi|yi + ys; θ).

Hanfelt (2004b), Wang and Williamson (2005), and Fujii and Yanagimoto (2005) also used

this form of composite likelihood. In the context of longitudinal studies, Hens et al. (2005a),

and in the context of bioinformatics, Mardia et al. (2008) built composite likelihoods by

combining the pairwise conditional densities

LPC(θ, y) =
m∏
i=2

m−1∏
s=1

f(yi|ys; θ),

or by combining the full conditional densities

LC(θ, y) =
m∏
i=1

f(yi|y(−i); θ),

where (−i) refers to the vector of all the observations but yi.
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Composite Marginal Likelihoods:

It is very common to choose the marginal composite likelihood when there is a N-

dimensional data vector y. However, the choice of using a single observation or blocks

of observations depends on the independence assumptions. The marginal composite likeli-

hoods with the single observation component needs the independence assumption for the

likelihood components. It is the simplest marginal composite likelihood

Lind(θ, y) =
m∏
i=1

f(yi; θ).

In the literature, this marginal composite likelihood is called the independence likelihood

and allows for inference on marginal parameters only [Chandler and Bate (2007)]. Moreover,

if one needs to estimate the parameters related to dependence, the blocks of observations

need to be modeled as in the pairwise composite likelihood [ see, Cox and Reid (2004); Varin

(2008)].

Lpair(θ, y) =
m−1∏
i=1

m∏
s=i+1

f(yi, ys; θ).

In a time-series framework, the pairwise composite likelihood for T independent and identi-

cally distributed observations (y1, . . . , yT ) is as follows:

Lpair(θ, y) =

T−j∏
t=1

J∏
j=1

f(yt, yt+j; θ).

The maximum composite likelihood estimator θCL is obtained as the maximum of the log-

composite-likelihood function,
∑K

k=1 `k(θ; y)wk where `k(θ; y) = logLk(θ; y). The derivation

of the asymptotic properties of the composite likelihood estimators is provided by Gourieroux

and Monfort (2018). They describe the principles of the composite likelihood approaches

in time-series data and explain the properties of the associated the composite likelihood

estimators. Varin et al. (2011) also describe the composite likelihood estimation and the

properties of the estimators in application to cross-sectional data [see e.g., Kent (1982);

Lindsay (1988); Hens et al. (2005b)]. The asymptotic theory of the composite likelihood

estimator is not different from the pseudo-likelihoods (or quasi-likelihoods) estimators.
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Recalling the stochastic migration model discussed in Chapter 1, Section 1.5., the histo-

ries of observations (yit) are not independent due to the presence of an unobserved common

factor at each time that affects the transition probabilities, which become cross-sectionally

dependent and also depend on the past observations yi,t−1, as well as factors. Therefore,

this chapter introduces the maximum composite likelihood estimation approach in applica-

tion to a stochastic migration model to determine the dynamics and the forecasts of the

credit ratings transition probabilities. In such a framework, the likelihood function involves

multidimensional integrals of multi dimension, which that makes the maximum likelihood

or GMM approaches intractable. The maximum composite likelihood method is a good al-

ternative approach for the latent factor ordered-Probit model. Specifically, the maximum

composite likelihood is an easier technique to estimate the stochastic migration model since,

it only consists of pairwise dependencies and reduces the number of nonlinear dependencies

to a level that is easy to handle. However, in the time-series framework if two pairs get

more distant, the dependency between them become negligible. The choice of the lag length

in an optimal way in the composite likelihood can be done by using the AIC/BIC type of

criteria. However, it has to be mentioned that the theoretical results could be different in

practice. When the lag length J is larger, the estimator is more efficient in theory since the

results are based on the set-up with larger numbers of cross-section (N) and time-series (T )

observations. But, in practice, the number of cross-section (N) and time-series (T ) are finite

which might reduce the efficiency after some point. A pairwise composite likelihood of pairs

with at most J-lag distance apart is proposed by Tuzcuoglu (2017) to model the persistent

discrete data by an AR-Probit model. In his framework, the cross-section N is large and the

time-series dimension T is moderate. However, the maximum composite likelihood approach

to the AR-Probit model can be used for different setups such as Large N , fixed T or Large

N , large T and small N and large T . The derivatives of bivariate probabilities and the

identification constraints will not be affected with different cross-section N and time-series

T .

Concerning the properties of the composite likelihood estimator, there exists articles that
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provide asymptotic results for the properties of the composite likelihood estimators [see e.g.

Lindsay (1988); Cox and Reid (2004) for the cross-sectional set-up; Zhao and Joe (2005);

Gourieroux and Monfort (2018) for the time-series set-up]. The consistency and asymptotic

normality of the composite likelihood estimator can be established under fairly standard

regularity conditions. However, the maximum composite likelihood estimator is less efficient

than the traditional maximum likelihood estimator in some contexts. In the next Section, we

introduce the conditional composite likelihood for the ordered-Probit model with unobserved

AR(1) factor in more details.

3.3 Composite Likelihood for Ordered-Probit Model

with Unobserved AR(1) Factor

3.3.1 Transition Probabilities

The process of transition matrices {Pt, t = 1, ..., T} consists of matrices Pt, which provide

the probabilities of transitions from state l to state k between times t−1 and t given f . The

elements of matrix Pt are:

pkl,t = pkl(ft; θ) = P[yi,t = k|yi,t−1 = l, ft] = Φ( ck+1−βlft−δl
σl

)− Φ( ck−βlft−δl
σl

), k, l = 1, ..., K.

The product of two successive transition matrices P
(2)
t = PtPt−1 provides the probabilities

of transitions at horizon 2 from state l to k between times t− 2 and t given f. The elements

of matrix P
(2)
t depend on ft, ft−1 and are given by:

p
(2)
kl,t = pkl(ft, ft−1; θ) = P[yi,t = k|yi,t−2 = l, ft, ft−1] =

K∑
j=1

[pkj(ft, θ)pjl(ft−1, θ)],

and can be computed from the components of matrices Pt and Pt−1. Let us denote by P

and P (2) the expectations of matrices Pt and P
(2)
t−1 with respect to common factor:

P = E(Pt), P (2) = E(P
(2)
t ) = E(PtPt−1).
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The elements of matrix P are:

P = [pkl] = [pkl(θ)] = Eft [pkl(ft, θ)],

and are obtained by integrating out the unobserved factor value ft:

pkl(θ) = P[yi,t = k|yi,t−1 = l]

= P[ck < y∗i,t < ck+1|yi,t−1 = l]

= Φ

(
ck+1 − δl√
σ2
l + β2

l

)
− Φ

(
ck − δl√
σ2
l + β2

l

)
.

The detail derivation of the above result is in Appendix E.1.

The elements of matrix P (2) are:

P (2) = [p
(2)
kl ] = [pkl(2; θ, ρ)] = Eft,ft−1

[
K∑
j=1

pkj(ft, θ)pj,l(ft−1, θ)

]
,

or pkl(2; θ, ρ) = P[ck < y∗i,t < ck+1|yi,t−2 = l],

where

pkl(2; θ, ρ) =

∫ K∑
j=1

[[
Φ

(
ck+1 − δj − βjρf√
σ2
j + β2

j (1− ρ2)

)
− Φ

(
ck − δj − βjρf√
σ2
j + β2

j (1− ρ2)

)]

∗
[
Φ

(
cj+1 − δl − βlf

σl

)
− Φ

(
cj − δl − βlf

σl

)]]
∗ φ(f)df.

The detail derivation of the above result is in Appendix E.2.

The transitions at horizon 2 involve one-dimensional integrals only and are easy to com-

pute numerically.

3.3.2 Conditional Composite Likelihood Functions

This section presents the conditional composite likelihood function for the migration model

with unobserved AR(1) factor model.
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i) The Conditional Composite Log-Likelihood at lag 1:

The conditional composite log-likelihood function is defined as follows:

Lcc(θ) =
n∑
i=1

T∑
t=2

log l(yi,t|yi,t−1; θ),

=
n∑
i=1

T∑
t=2

K∑
k=1

K∑
l=1

1(yi,t=k,yi,t−1=l) log pkl(θ),

=
K∑
k=1

K∑
l=1

nkl log pkl(θ), (3.3.2.1)

where nkl =
∑n

i=1

∑T
t=2 1(yi,t=k,yi,t−1=l) =

∑T
t=2 nkl,t is the number of transitions from l to k

in one step over the sampling period. The log-likelihood Lcc is calculated as if the observed

ratings (yi,t), i = 1, ..., n, were independent among the individuals, while in reality they are

linked by the common factor. Moreover, Lcc considers the rating processes (yi,t), i = 1, ..., n

as if these were Markov chains with transition matrix P , while (yi,t), i = 1, ..., n are not

Markov due to the factor integration that increases the memory of the process. Function

Lcc(θ) depends on the parameter θ only and can not be used to obtain the factor dependencies

and the coefficient ρ. This is why it is necessary to increase the lag.

ii) The Conditional Composite Log-Likelihood at Lag 2

The conditional composite log-likelihood at lag 2, Lcc,2(θ, ρ), is written as:

Lcc,2(θ, ρ) =
n∑
i=1

T∑
t=2

log l(yi,t|yi,t−2; θ, ρ),

=
n∑
i=1

T∑
t=2

K∑
k=1

K∑
l=1

[1(yi,t=k)1(yi,t−2=l) log pkl(1; θ, ρ)],

=
K∑
k=1

K∑
l=1

n
(2)
kl log pkl(2; θ, ρ), (3.3.2.2)

where n
(2)
kl =

∑T
t=2 n

(2)
kl,t is the number of transitions from state l to k in two steps, with

n
(2)
kl,t =

K∑
j=1

(p̂kj,t njl,t−1).
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The log-likelihood function Lcc,2(θ, ρ) is computed from the density of (yi,t) conditional

on (yi,t−2) as if the rating histories (yi,t) were cross-sectionally independent from one another

and (yi,t−2) contained all information about the past. Therefore, this is a quasi log-likelihood.

An important difference between Lcc and Lcc,2 is the set of parameters involved. One can

expect to identify θ from Lcc, but not the parameter characterizing the serial dependence in

ft. Function Lcc,2 provides additional information that is sufficient to identify ρ.

iii) The Conditional Composite Likelihood up to Lag 2

The conditional composite log-likelihood up to lag 2 is defined by summing the previous

composite log-likelihoods at lags 1 and 2:

Lc(θ, ρ) = Lcc(θ) + Lcc,2(θ, ρ). (3.3.2.3)

iv) The Complete Log-likelihood

As explained in Chapter 1, Section 1.5, the complete log-likelihood has a complicated ex-

pression including a large-dimensional integral, the dimension of which increases with T . It

is known from the granularity theory [ see Gagliardini and Gourieroux (2014b)], that an

estimator of θ that is asymptotically equivalent to the ML estimator, can be derived by con-

sidering the log-likelihood conditional on the factor path and by maximizing this conditional

log-likelihood with respect to both parameter θ and factor ft. This log-likelihood conditional

on (ft) is:

L(θ, f1, ..., fT ) =
n∑
i=1

T∑
t=1

K∑
k=1

K∑
l=1

1(yi,t=k,yi,t−1=l) log pkl(ft; θ),

=
T∑
t=1

K∑
k=1

K∑
l=1

nkl,t log pkl(ft; θ). (3.3.2.4)

It resembles the composite log-likelihood Lcc except that in the composite log-likelihood

pkl(θ) has been made independent of ft by marginalizing. It can be maximized with respect

to θ, f1, ..., fT and provides estimators of θ and factor values.
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Intuitively, θ̃T is the composite likelihood estimator, θ̃T = ArgmaxθLcc(θ). Under an

identification restriction, this estimator is consistent of the true value of the parameter.

However, as it does not take into account the serial dependence through the factor, a loss of

information results and the estimator will not be asymptotically efficient. The estimator of

θ obtained by maximizing the conditional likelihood (3.3.2.4) is capturing this serial depen-

dence by the adjustments through the ”nuisance” parameters f1, ..., fT and will reach the

asymptotic efficiency by the granularity theory. By considering the conditional composite

likelihood up to lag 2 that involves also the serial dependence parameter ρ, we expect to

partly reduce the lack of efficiency for θ.

In the next subsection, the identification constraints, order and rank conditions for each

of these conditional composite likelihoods are discussed.

3.3.3 Identification

The parameters to be identified and their respective numbers are as follows:

Table 3.1: The Number of Parameters

Parameters Number of Parameters

ck, k = 2, ...,K K-1

δk, k = 1, ...,K K

βk, k = 1, ...,K K

σk, k = 1, ...,K K

ρ 1

The total number of parameters to identify is 4K − 2. The negative two is due to the

score y∗i,t being defined up to an increasing function. As we have supposed, it was a linear

function of factor ft, the score y∗i,t is defined up to a linear affine increasing function. The

intercept and slope of that linear function are not identifiable.
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3.3.4 Order Conditions

In this subsection, the order conditions for each conditional composite log-likelihood are

discussed.

i) Identification under Lcc(θ):

The identifying functions are the elements pkl(θ) of matrix P . There are K(K − 1) of

these elements. Hence, the order condition is:

K(K − 1) > 4K − 1, K2 − 5K + 1 > 0.

This order condition is satisfied for K > 5.

ii) Identification under Lcc,2(θ, ρ):

The identifying functions are determined by observing that the factor f varies in the

expression of pk,l(2; θ, ρ). These identifying functions and their respective numbers are as

follows:

(1)
ck − δl√

σ2
l + β2

l (1− ρ2)
number : K(K − 1),

(2)
εβlρ√

σ2
l + β2

l (1− ρ2)
number : K,

(3)
ck − δl
σl

number : K(K − 1),

(4)
εβl
σl
, number : K,

where ε = ±1 is an unknown sign, since the distribution of u is symmetric. The total number

of identifying functions is 2K(K − 1) + 2K = 2K2. Hence, the order condition is:

2K2 > 4K − 2 ⇐⇒ K2 − 2K + 1 > 0

⇐⇒ (K − 1)2 > 0.

The order condition holds for any K.

iii) Identification under Lc = Lcc + Lcc,2:
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The total number of functions available is the sum of functions available for each com-

ponent of the total composite log-likelihood. Therefore, the order condition is:

3K2 −K > 4K − 2.

The order condition is satisfied for any K.

Rank Conditions

Proposition 1: Under the Lcc log-likelihood function and the identifying constraints c1 =

0, γ1 = 1, we can identify the thresholds ck, k = 1, ..., K − 1, the intercepts δl, l = 1, ..., K,

and the γl =
√
β2
l + σ2

l , l = 2, ..., K.

Proof. See Appendix F.1.

Proposition 2: Under the log-likelihood function Lcc,2 and the identifying constraints c1 =

0, γ1 = 1, all the parameters are identified up to the common sign ε for βl, l = 1, ..., K.

Proof. See Appendix F.2.

In order to fix the unknown sign ε, an additional constraint need to be introduced, such

as:

β1 > 0.

The unknown sign ε is a problem of global identification and not of local identification. Hence,

when the asymptotic properties of the estimators are derived, this inequality constraint has

to be taken into account to obtain the consistency of the estimator. It has no effect on

asymptotic normality. The asymptotic properties of composite log-likelihood estimators are

discussed in the next Section.
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3.4 Asymptotic Properties of Composite Log-likelihood

Estimators

In a panel data framework, the asymptotic analysis can be performed with respect to the

cross-sectional dimension n and time T that tend to infinity as follows:

(i) n→∞, T fixed : short panel asymptotic

(ii) n fixed, T →∞ : the time series asymptotics

(iii) Both n, T →∞ : double asymptotics

The double asymptotic in case (iii) has been recently developed for application to big

data. It corresponds to a long panel of multi dimensional time series.

In the ordered-Probit model with an unobserved factor, the asymptotic analysis existing

in the literature concerns the granularity adjusted version of the (complete) maximum likeli-

hood method [see, Gagliardini and Gouriéroux (2013); Gagliardini and Gourieroux (2014b)].

Let us denote the maximizers of equation (3.3.2.3) by f̂n,t, t = 1, ..., T and θ̂n,T and the

autoregressive coefficient estimator obtained by regressing f̂n,t on f̂n,t−1 by ρ̂n,T . Then, we

have the following results:

(i) If n→∞, T →∞

a. θ̂n,T is consistent of θ, asymptotically normal and converges at speed 1√
nT

.

b. f̂n,t is consistent of ft, asymptotically normal and converges at speed 1√
n

for any t.

c. ρ̂n,T is consistent of ρ, asymptotically normal and converges at speed 1√
T

.

Depending on the setup, other asymptotic results can be considered. For example:

(ii) If n→∞, T fixed

a. θ̂n,T is consistent of θ, asymptotically normal and converges at speed 1√
n
.

b. f̂n,T is consistent of ft, asymptotically normal and converges at speed 1√
n

for any t.

c. ρ̂T is inconsistent.
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(iii) If n is fixed and T →∞, neither θ̂n,T , nor f̂n,T nor ρ̂n,T are consistent.

It is easy to see the problem from the regression used to estimate ρ, which has measure-

ment errors f̂n,t − f̂t, t = 1, ..., T in the regressors, which explains the lack of consistency.

Let us now discuss the consistency and asymptotic normality of the maximum conditional

composite likelihood estimators of the identifiable parameters and introduce the following

assumption:

Assumption 3 i) The parameter set of (θ, ρ) is compact, and strictly included in the set

σl > 0, ∀l, ρ < 1.

ii) The model is well-specified, i.e. the true value (θ0, ρ0) is in the interior of the parameter

set.

(i) If n→∞, T is fixed :

Contrary to the granularity-approximated (complete) maximum likelihood estimators,

we can not expect the maximum composite likelihood estimators to be consistent, for T

fixed. This is a consequence of the cross-sectional dependence due to the common systematic

factor ft. To clarify this point, let us assume T = 2 and consider the maximum conditional

pairwise composite likelihood estimator based on Lcc. For T = 2, the conditional composite

log-likelihood is as follows:

Lcc,n(c, δ, γ) =
K∑
k=1

K∑
l=1

nkl,2 log pkl(c, δ, γ),

where nkl,1 is nkl,t for t = 2. The normalized log-likelihood tends to:

lim
n→∞

1

n
Lcc,n(c, δ, γ),

= lim
n→∞

K∑
l=1

(
nl
n

K∑
k=1

[
nkl,2
nl

log pkl(c, δ, γ)

])
,

where nl
n

is the frequency of individuals in category l. Thus we have:

lim
n→∞

nl
n

= P[cl < y∗i,2 < cl+1] = pl(θ0),
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where pl(θ) is the marginal probability of being in rating category l evaluated at the true

value θ0 of θ. It is well-defined if the systematic factor is strictly stationary. Therefore, we

get:

lim
n→∞

1

n
Lcc,n(c, δ, γ) '

L∑
l=1

[
pl(θ0)

[ K∑
k=1

( lim
n→∞

p̂kl,2) log pkl(c, δ, γ)

]]
,

=
L∑
l=1

[
pl(θ0)

[ K∑
k=1

pkl(θ0, f2) log pkl(c, δ, γ)

]]
,

where θ0 is the true value of θ. Therefore, the pseudo-true values of c, δ, γ that are the

solutions of the following optimization:

θ∗0 = (c∗0, δ
∗
0, γ

∗
0) = argmax

c,δ,γ

L∑
l=1

[
pl(θ0)

[ K∑
k=1

pkl,2(θ0, f2) log pkl(c, δ, γ)

]]
.

These pseudo-true values are functions of θ0 and f2. Therefore, they cannot be equivalent

to the true values c0, δ0, γ0 that depend on θ0 only, and do not depend on f2.

(ii) If n is fixed and T →∞ :

This is the standard multivariate times series framework. The standard results for the

consistency of estimator θ̂T in state-space models apply [see e.g. Fuh et al. (2006)].

(iii) If n→∞, T →∞ :

Let us now consider the double asymptotics, and, for ease of exposition, the estimators

of α = (c, δ, γ) obtained by maximizing Lcc,n,T . We have:

Lcc,n,T (c, δ, γ) =
K∑
k=1

K∑
l=1

T∑
t=2

nkl,t log pkl(c, δ, γ),
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after the normalization, the limit of the composite log-likelihood is:

lim
n,T→∞

1

nT

K∑
k=1

K∑
l=1

T∑
t=2

[
nkl,t log pkl(c, δ, γ)

]
,

= lim
n,T→∞

1

nT

K∑
k=1

K∑
l=1

T∑
t=2

[
nl,t p̂kl,t log pkl(c, δ, γ)

]
,

= lim
T→∞

1

T

K∑
l=1

K∑
k=1

T∑
t=2

[
lim
n→∞

(
nl,t
n

p̂kl,t) log pkl(c, δ, γ)

]
,

= lim
T→∞

1

T

K∑
l=1

K∑
k=1

T∑
t=2

[
P[ck < y∗i,t < ck+1, cl < y∗i,t−1 < cl+1|ft, ft−1] log pkl(c, δ, γ)

]
,

=
K∑
l=1

K∑
k=1

[
lim
T→∞

[
1

T

T∑
t=2

P[ck < y∗i,t < ck+1, cl < y∗i,t−1 < cl+1|ft, ft−1] log pkl(c, δ, γ)

]]
,

=
K∑
l=1

K∑
k=1

[
P[ck < y∗i,t < ck+1, cl < y∗i,t−1 < cl+1] log pkl(c, δ, γ)

]
,

=
K∑
l=1

K∑
k=1

[
pl(α0) pkl(c0, δ0, γ0) log pkl(c, δ, γ)

]
,

=
K∑
l=1

[
pl(α0)

[ K∑
k=1

pkl(c0, δ0, γ0) log pkl(c, δ, γ)

]]
,

by the property of the Kullback-Leibler divergence measure, we know that this limiting

composite likelihood is maximized iff

pkl(c, δ, γ) = pkl(c0, δ0.γ0) ∀k, l,

that is, if (c∗0, δ
∗
0, γ

∗
0) = (c0, δ0, γ0), by the identification results in Section 3.3.3.

This proves the consistency of the estimator of the identifiable function of the parameters

under regularity conditions.

Let us consider the first-order conditions defining the estimators α̂n,T = (ĉn,T , δ̂n,T , γ̂n,T )

and their expansions. We have:

∂Lcc,n,T (α̂n,T )

∂α
= 0,

⇐⇒
K∑
k=1

K∑
l=1

T∑
t=2

nkl,t
∂ log pkl(α̂n,T )

∂α
= 0.
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Since α̂n,T ' α0 = (c0, δ0, γ0) for n, T → ∞, we can perform a Taylor expansion of the

first-order conditions in the neighborhood of α0. We get:

K∑
k=1

K∑
l=1

T∑
t=2

nkl,t
∂ log pkl(α0)

∂α
+

K∑
k=1

K∑
l=1

t∑
t=2

nkl,t
∂2 log pkl(α̃n,T )

∂α ∂α′
(α̂n,T − α0) ' 0. (3.4.1)

where α̃n,T is an intermediate value between α̂n,T and α0 by assuming the parameter set

for α is convex. By applying the same argument as for the uniform a.s. convergence of the

log-likelihood function, we know that:

1
nT

∑K
k=1

∑K
l=1

∑T
t=2

[
nkl,t

∂2 log pkl(α0)

∂α ∂α′

]
will converge a.s. to

∑K
k=1

∑K
l=1

[
pl(α0) pkl(α0)∂

2 log pkl(α0)
∂α∂α′

]
,

that 1
nT

∑K
k=1

∑K
l=1

∑T
t=2

[
nkl,t

∂ log pkl(α0)
∂α

]
will converge a.s. to

∑K
k=1

∑K
l=1

∑T
t=2

[
pl(α0)pkl(α0)∂ log pkl(α0)

∂α∂α′

]
,

and

1

n
√
T

K∑
k=1

K∑
l=1

T∑
t=2

nkl,t
∂ log pkl(α0)

∂α
=

1√
T

K∑
k=1

K∑
l=1

[(
1

n

T∑
t=2

nkl,t

)
∂ log pkl(α0)

∂α

]

=
1√
T

K∑
k=1

K∑
l=1

[(
T∑
t=2

pl,t(α0)pkl,t(α0)

)
∂ log pkl(α0)

∂α

]
+ op(1)

Let us assume that the matrix J0 =
∑K

k=1

∑K
l=1

[
pl,t(α0)pkl,t(α0)∂

2 log pkl(α0)

∂α ∂α′

]
is positive

definite. Then, by normalizing the expansion (3.4.1) by ( 1
n
√
T

), we get:

√
T (α̂n,T − α0) '

[
−

K∑
k=1

K∑
l=1

pl(α0) pkl(α0)
∂2 log pkl(α0)

∂α∂α′

]−1

∗ 1√
T

T∑
t=2

[(
vec(pl,t(α0)pkl,t(α0))

)′
∗

(
vec

(
∂ log pkl(α0)

∂α

))]
+ op(1). (3.4.2)

where vec denotes the vectorialization with respect to the indexes k, l and op(1) is a

negligible term in probability. The factor ft is strictly stationary, geometrically mixing.
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Thus, the same property holds for the K2 dimensional process vec(pl,t(α0)pkl,t(α0)), as well

as for the dim(α)-dimensional process [vec(pl,t(α0)pkl,t(α0))]
′
[vec(∂ log pkl(α0)

∂α
)]. Moreover,

we have:

E0

[
(vec(pl,t(α0)pkl,t(α0)))

′
(vec(

∂ log pkl(α0)

∂α
))

]
= E0

[ K∑
k=1

K∑
l=1

(pl(α0) pkl(α0)
∂ log pkl(α0)

∂α
)

]
,

=
∂

∂α

[
E0

[
K∑
k=1

K∑
l=1

pl(α0) pkl(α0) log pkl(α)

]]
α=α0

= 0,

since α0 is the solution of the asymptotic optimization. As the factor process is geometrically

mixing and ergodic, the quantity

1√
T

T∑
t=2

[
vec(pl,t(α0)pkl,t(α0))

′
vec(

∂ log pkl(α0)

∂α
)

]
,

is asymptotically normal as well as

√
T (α̂n,T − α0),

follows,

Proposition 3: Under regularity conditions extending Fuh et al. (2006), the conditional

composite ML estimator α̂n,T obtained by maximizing Lcc,n,T (α) is consistent, converges to

the true α0 at speed 1√
T

and is asymptotically normal:

√
T (α̂n,T − α0) ∼ N

[
0, J−1

0 (
∞∑

h=−∞

I0h)J
−1
0

]
,
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where

J0 = −
K∑
k=1

K∑
l=1

pl0 pkl(α0)
∂2 log pkl(α0)

∂α∂α′
,

Ioh =

(
vec

(
∂ log pkl(α0)

∂α

))′
Cov0

[
vec(pl,t(α0) pkl,t(α0)), vec(pl,t−h(α0) pkl,t−h(α0))

]

∗

(
vec

(
∂ log pkl(α0)

∂α

))
,

h = 1, 2, ...,

As expected:

(i) The speed of convergence is 1√
T

instead of 1√
nT

as in the granularity approximated

(complete) log-likelihood, as a consequence of the crude cross-sectional aggregation of the

data, as if the observations yi,t were cross-sectionally independent.

(ii) The asymptotic variance is obtained from the ”sandwich” formula, as it is common in

a miss-specified (pseudo) maximum likelihood approach.

(iii) The terms of type (pl,tpkl,t) and (pl,t−hpkl,t−h) depend on ft, ft−1 and ft−h, ft−h−1, re-

spectively. They are correlated due to the factor dynamics (except for the case when ρ = 0

that is of an i.i.d. factor). Therefore, the covariances have to be taken into account even if

we can consider only a small number of values of lag h, if the autoregressive coefficient is

not too close to the unit root.

The above asymptotic analysis is different from the literature on composite likelihood

that considers either i.i.d. individuals, or finite dimensional time series [see e.g. Cox and

Reid (2004); Varin et al. (2011)].

3.5 Simulation Experiments

In this section, we undertake a Monte Carlo experiment to assess the small sample perfor-

mance of the proposed estimators.
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3.5.1 The Designs

The designs include K = 8 ratings, which satisfy the order conditions in Section 3.4.1. part

(i). These eight states can be related to the Standard & Poor’s credit ratings scale for

long-term bonds, and can be summarized into the following eight categories: AAA, AA, A,

BBB, BB, B, CCC/CC, and D. The best rating is AAA, which means an “extremely strong”

capacity of the borrower to repay its debt, while the worst rating is D, which means the issuer

of the bond is “in default”. The intermediate ratings between the two extreme cases indicate

a decreasing capacity to repay which corresponds to “very strong”, “strong”, “adequate”,

“faces major future uncertainties”, “faces major uncertainties”, and “currently vulnerable

and/or has filed a bankruptcy petition”, respectively. In the following, each rating is denoted

by k = 1, . . . , 8, where a higher k indicates a low capacity to repay debt.

The uncertainty on migrations is driven by specific shocks ui,t and common systematic

shocks ft. This latent factor ft has an AR(1) structure

ft = ρft−1 +
√

1− ρ2ηt, ηt ∼ i.i.d.N (0, 1) ,

where we set the correlation parameter to be ρ = 0.0, 0.2, 0.4, and 0.7, and the initial value

of the factor is f1 = 0. Given the rating at time t − 1, yi,t−1 = l ∈ {1, . . . , 8}. We suppose

the underlying latent continuous quantitative score y∗i,t can be written as

y∗i,t = δl + βlft + σlui,t, ui,t ∼ i.i.d.N (0, 1) ,

where the rating is determined by:

yi,t = k, k = 1, . . . , 10⇐⇒ ck ≤ y∗i,t < ck+1, k = 1, . . . , 8,

with the threshold (ck) described in Table 3.1 and the intercepts (δl) described in Table 3.2.

The thresholds and intercepts are in increasing order, and their choices were driven by the

need to have higher transition probabilities on the main diagonal and decreasing probabilities

when a firm transits to other states. We let σl = βl = 1√
2

(1 + r)l−1 , for l = 1, . . . , 7, where

r = 0.05, such that γ1 =
√
β2

1 + σ2
1 = 1.
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Table 3.2: Thresholds (ck)

k 1 2 3 4 5 6 7 8 9

ck −∞ 0 1.5 3 4.5 6 7.5 9 ∞

Table 3.3: Intercepts (δl)

l 1 2 3 4 5 6 7

δl −0.5 1 2.5 4 5.5 7 8.5

Using the simulated latent scores, we determine the number of firms transiting from l to

k between t− 1 and t as nkl,t out of the total number of firms kept fixed, N = 1, 000.

The corresponding expected transition matrix is computed using Lemma 1 and presented

in Table 3.3.

Table 3.4: Expected Transition Matrix (in %)

k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8

l = 1 69.15 28.58 2.25 0.02 0.00 0.00 0.00 0.00

l = 2 17.05 51.26 28.86 2.79 0.04 0.00 0.00 0.00

l = 3 1.17 17.05 49.27 29.03 3.41 0.07 0.00 0.00

l = 4 0.03 1.51 17.84 47.33 29.09 4.08 0.12 0.00

l = 5 0.00 0.05 1.94 18.55 45.42 29.05 4.79 0.20

l = 6 0.00 0.00 0.09 02.42 19.16 43.57 28.91 5.85

l = 7 0.00 0.00 0.00 0.14 2.97 19.67 41.77 35.45

l = 8 0 0 0 0 0 0 0 1
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3.5.2 The Problem of the Absorbing Barrier

The last state, i.e., default, is an absorbing state. Therefore, if we follow a given population

of firms, all of the firms will default at some date, or the number of non-defaulted firms will

diminish. Theoretically, the process of observed ratings is asymptotically stationary with

stationary distribution the point mass on default. This difficulty can be (partly) solved in

two ways.

(i) One way to partly solve this issue is to treat the very risky firms before they enter into

default taking into account a current change of regulation known as the resolution step. The

idea is that when a firm is entering risky rating 7, the supervisory authority can take partial

control of the firm and take actions to avoid default, when the default is due to transitory

difficulties. We will not incorporate the resolution step in our modelling which would require

modelling of the supervisory authority behavior.

(ii) An alternative approach, which we follow, consists of considering newly created

firms to balance the firms entering default. When we observe that a firm goes to default, we

substitute it with the new firm with the distribution of 50% in rating class AAA, 30% in AA

and 20% in A. Because at the date of firm creation, which is the first date of the debt issue

their rating is high, we will replace the last row of the migration matrix at the individual

level,

0, 0, 0, 0, 0, 0, 0, 1,

with last row at the population level,

0.5, 0.3, 0.2, 0, 0, 0, 0, 0.

Thus, we define a matrix P a, which is a transition matrix without the absorbing state. Then

the nondegenerate stationary distribution πa is the solution of

(πa)′ = (πa)′ P a. (3.5.1)

For each experiment, we perform S = 1, 000 simulations of individual trajectories, with

the initial ratings yi,0 drawn in the adjusted stationary distribution conditional on the nonde-

fault ratings. We consider different numbers of time periods, T = 60, T = 120, and T = 240.
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3.5.3 Simulation Results

To give some insights into the accuracy of the estimated parameters, in terms of the number

of time periods T and the correlation parameters ρ, we provide in Tables 3.4− 3.7 the mean

absolute bias and the mean squared error (MSE) of the estimates. The absolute mean bias is

computed by averaging the absolute value of the estimated bias over all simulations while the

MSE is obtained by computing the average square deviation of the estimated parameters

from their true value. Tables 3.4 and 3.5 report for each parameter its true value and

the mean absolute bias of the CL(1) estimates. In Tables 3.6 and 3.7, we present for each

parameter the true value and the MSE of the CL(1) estimates.
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Table 3.5: Mean Absolute Bias Varying when ρ = 0.0 and ρ = 0.2

ρ = 0.0 ρ = 0.2

True Values T=60 T=120 T=240 T=60 T=120 T=240

c3 1.50 0.10 0.07 0.05 0.10 0.07 0.05

c4 3.00 0.24 0.17 0.13 0.24 0.17 0.12

c5 4.50 0.42 0.31 0.23 0.42 0.31 0.22

c6 6.00 0.66 0.48 0.35 0.65 0.47 0.34

c7 7.50 0.94 0.68 0.50 0.92 0.67 0.48

c8 9.00 1.30 0.92 0.67 1.20 0.91 0.65

δ1 −0.50 0.09 0.07 0.05 0.12 0.09 0.08

δ2 1.00 0.10 0.08 0.06 0.11 0.08 0.06

δ3 2.50 0.21 0.15 0.11 0.21 0.15 0.12

δ4 4.00 0.37 0.27 0.20 0.37 0.27 0.20

δ5 5.50 0.58 0.43 0.32 0.58 0.43 0.31

δ6 7.00 0.85 0.62 0.46 0.84 0.63 0.45

δ7 8.50 1.20 0.85 0.62 1.20 0.86 0.62

γ2 1.05 0.06 0.05 0.03 0.06 0.04 0.03

γ3 1.10 0.10 0.08 0.06 0.10 0.07 0.05

γ4 1.16 0.15 0.11 0.08 0.14 0.11 0.08

γ5 1.22 0.20 0.14 0.10 0.19 0.14 0.10

γ6 1.28 0.25 0.18 0.13 0.24 0.18 0.13

γ7 1.34 0.31 0.22 0.17 0.3 0.22 0.16
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Table 3.6: Mean Absolute Bias Varying when ρ = 0.4 and ρ = 0.7

ρ = 0.4 ρ = 0.7

True values T=60 T=120 T=240 T=60 T=120 T=240

c3 1.50 0.10 0.08 0.06 0.13 0.10 0.08

c4 3.00 0.24 0.18 0.13 0.28 0.21 0.16

c5 4.50 0.42 0.31 0.22 0.47 0.35 0.27

c6 6.00 0.65 0.47 0.34 0.73 0.53 0.40

c7 7.50 0.92 0.68 0.49 1.00 0.75 0.56

c8 9.00 1.30 0.92 0.66 1.40 1.00 0.75

δ1 −0.50 0.18 0.17 0.17 0.34 0.36 0.36

δ2 1.00 0.13 0.09 0.07 0.16 0.11 0.08

δ3 2.50 0.22 0.16 0.12 0.27 0.21 0.17

δ4 4.00 0.38 0.28 0.21 0.46 0.36 0.31

δ5 5.50 0.60 0.44 0.33 0.71 0.56 0.46

δ6 7.00 0.87 0.65 0.48 1.00 0.81 0.66

δ7 8.50 1.20 0.91 0.67 1.50 1.10 0.92

γ2 1.05 0.06 0.04 0.03 0.05 0.04 0.03

γ3 1.10 0.10 0.07 0.05 0.09 0.07 0.05

γ4 1.16 0.14 0.10 0.08 0.14 0.10 0.08

γ5 1.22 0.19 0.14 0.10 0.19 0.14 0.10

γ6 1.28 0.24 0.18 0.13 0.24 0.18 0.13

γ7 1.34 0.30 0.22 0.15 0.30 0.22 0.16
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Table 3.7: Mean Squared Error Varying when ρ = 0.0 and ρ = 0.2

ρ = 0.0 ρ = 0.2

True value T = 60 T = 120 T = 240 T = 60 T = 120 T = 240

c3 1.50 0.02 0.01 0.00 0.02 0.01 0.01

c4 3.00 0.09 0.05 0.03 0.09 0.05 0.02

c5 4.50 0.29 0.15 0.08 0.27 0.15 0.08

c6 6.00 0.70 0.36 0.19 0.66 0.36 0.18

c7 7.50 1.50 0.74 0.39 1.40 0.74 0.37

c8 9.00 2.70 1.40 0.72 2.60 1.40 0.69

δ1 −0.50 0.01 0.01 0.01 0.02 0.01 0.01

δ2 1.00 0.02 0.01 0.01 0.02 0.01 0.01

δ3 2.50 0.07 0.04 0.02 0.07 0.04 0.02

δ4 4.00 0.22 0.12 0.07 0.22 0.12 0.06

δ5 5.50 0.55 0.29 0.16 0.54 0.29 0.16

δ6 7.00 1.20 0.62 0.33 1.20 0.63 0.33

δ7 8.50 2.30 1.20 0.62 2.20 1.20 0.62

γ2 1.05 0.01 0.00 0.00 0.01 0.00 0.00

γ3 1.10 0.02 0.01 0.00 0.02 0.01 0.00

γ4 1.16 0.04 0.02 0.01 0.03 0.02 0.01

γ5 1.22 0.07 0.03 0.02 0.06 0.03 0.02

γ6 1.28 0.11 0.05 0.03 0.10 0.05 0.03

γ7 1.34 0.18 0.08 0.04 0.17 0.08 0.04
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Table 3.8: Mean Squared Error Varying when ρ = 0.4 and ρ = 0.7

ρ = 0.4 ρ = 0.7

True Values T = 60 T = 120 T = 240 T = 60 T = 120 T = 240

c3 1.50 0.02 0.01 0.00 0.03 0.01 0.01

c4 3.00 0.09 0.05 0.03 0.12 0.06 0.04

c5 4.50 0.27 0.15 0.078 0.34 0.19 0.11

c6 6.00 0.66 0.36 0.19 0.81 0.44 0.25

c7 7.50 1.40 0.75 0.38 1.70 0.90 0.50

c8 9.00 2.60 1.40 0.69 3.10 1.70 0.91

δ1 −0.50 0.05 0.04 0.04 0.16 0.15 0.15

δ2 1.00 0.03 0.01 0.01 0.04 0.02 0.01

δ3 2.50 0.08 0.04 0.02 0.12 0.07 0.04

δ4 4.00 0.22 0.13 0.07 0.33 0.20 0.13

δ5 5.50 0.55 0.31 0.17 0.77 0.47 0.31

δ6 7.00 1.20 0.69 0.36 1.70 1.00 0.64

δ7 8.50 2.40 1.40 0.71 3.40 2.00 1.30

γ2 1.05 0.01 0.00 0.00 0.00 0.00 0.00

γ3 1.10 0.02 0.01 0.00 0.01 0.01 0.00

γ4 1.16 0.03 0.02 0.01 0.03 0.02 0.01

γ5 1.22 0.06 0.03 0.02 0.06 0.03 0.02

γ6 1.28 0.10 0.05 0.02 0.11 0.05 0.02

γ7 1.34 0.16 0.08 0.04 0.16 0.08 0.04

Inspecting the tables, the main conclusion is that for each value of the correlation pa-

rameter ρ, the CL(1) estimates have a small estimated bias and MSE. Both decrease as the

number of time periods increases. For instance, when ρ = 0.0, the largest absolute bias is

1.3 when estimating the threshold parameter c8 and T = 60, which remains small relative to

its true value c8 = 9. This bias decreases to 0.67 when T = 240. These results are consistent
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with the asymptotic results on the
√
T−consistency of the CL(1) estimates in Proposition

3. In addition, we notice that in general, there is a very small effect of ρ on the consistent

estimation of the different parameters. However, the impact varies with the amount of cor-

relation in the score induced by the latent factor changes, when conducting inferences. This

aspect is discussed below.

We illustrate the finite sample performance of the inferences based on t statistics by plot-

ting the empirical probability distribution function (PDF) of each computed t statistic when

testing that each of the parameters equals their true value (Figures 3.1 − 3.12). In Figures

3.1 − 3.4, we plot the empirical probability distribution by depicting the histogram of the

computed test statistics over S simulations for the threshold parameters (c3, . . . , c8) when

the time dimensions change for the different values of ρ. Figures 3.5−3.8 show the empirical

probability distribution for the intercepts (δ1, . . . , δ7), while Figures 3.9 − 3.12 present the

distribution for the unconditional variances of the latent scores (γ2, . . . , γ7). To compute

the standard errors, we use the diagonal elements of the estimator Σ̂θ = V̂ ar
(√

T θ̂nT

)
of the asymptotic covariance matrix Σθ = J−1

0

(∑∞
h=−∞ I0h

)
J−1

0 in Proposition 3, which

is the heteroskedasticity and autocorrelation consistent (HAC) estimator. The HAC esti-

mator is obtained using a quadratic spectral kernel and a bandwidth, which we set to be

4 (T/100)2/9 following Newey and West (1994). In each figure, the x-axis represents the

computed t statistic over the simulations, while the y-axis contains their frequencies. For

ρ = 0.0 and ρ = 0.2, a common feature in the tables is that when T varies the distribution

of t statistics is centered on zero and is symmetric. In most cases, the simulated t statis-

tics belong to the intervals [−1.96, 1.96], as would be expected for asymptotically normally

distributed t statistics, when the level of the test is 5%. However, when the correlation

parameter becomes higher (ρ = 0.4 and ρ = 0.7), for some of the estimated parameters (for

e.g., δl), the realized t statistics are shifted from the zero mean due to the smaller variance,

suggesting an under-estimation of the true variance. The shift is negative for the negative

values of the parameters and is positive for the positive values of the parameters. The results

for large values of ρ may be explained by the fact that the CL(1) estimation integrates out
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the latent factor by imposing they are N(0, 1) (but dependent), and the likelihood function

does not incorporate the parameter ρ, which captures the dependence in the factor dynamic.

To solve this issue, one may consider the CL(2), estimation if we have strong reason to

believe there is a strong dependence in the common factor. For instance, the estimated

correlation parameter in Feng et al. (2008) is 0.02. Alternatively, a numerical procedure like

the bootstrap method may be used for a more accurate approximation of the asymptotic

distributions. Nevertheless, these simulations are computationally intensive. Therefore, the

numerical procedures in this context will have to deal with the computation issue, that is

common for maximum likelihood procedures which involve a large number of parameters.
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Figure 3.1: Empirical PDF of t Statistic for ĉk+1 when ρ = 0.0
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Figure 3.2: Empirical PDF of t Statistic for ĉk+1 when ρ = 0.2
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Figure 3.3: Empirical PDF of t Statistic for ĉk+1 when ρ = 0.4
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Figure 3.4: Empirical PDF of t Statistic for ĉk+1 when ρ = 0.7
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Figure 3.5: Empirical PDF of t Statistic for δ̂l when ρ = 0.0
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Figure 3.6: Empirical PDF of t Statistic for δ̂l when ρ = 0.2
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Figure 3.7: Empirical PDF of t Statistic for δ̂l when ρ = 0.4
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Figure 3.8: Empirical PDF of t Statistic for δ̂l when ρ = 0.7
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Figure 3.9: Empirical PDF of t Statistic for γ̂l when ρ = 0.0
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Figure 3.10: Empirical PDF of t Statistic for γ̂l when ρ = 0.2
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Figure 3.11: Empirical PDF of t Statistic for γ̂l when ρ = 0.4
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Figure 3.12: Empirical PDF of t Statistic for γ̂l when ρ = 0.7
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Tables 3.8 and 3.9 illustrate the ability of the CL(1) estimation to reproduce the pattern

of useful parameters for downgrade risks in risk management. In particular, the first panel

of Tables 3.8 and 3.9 presents the estimated downgrade probability at horizons 1 and 2 of a

firm currently rated A (l = 3) for different numbers of time periods and different values of

the correlation parameter. The expected downgrade probability for any initial rating l = 3 is

the sum of the expected transition probabilities to k = 4, . . . , 8. At horizon 1, when T = 60

and ρ = 0, the downgrade probability is 32.35%, while its true value is 32.51%. At horizon

2, when T = 60 and ρ = 0, the estimated probability increases to 43.16%, which remains

close to the true value, 43.32. As noted, the downgrade probability increases as the horizon

increases, and this feature is reproduced after the estimation. When the time dimension

changes, this pattern remains the same. Another feature of the results is that the estimated

probability at horizons 1 and 2 is in most cases more accurate when the correlation in the

latent factor is small.

We now discuss the estimation of the probability of default illustrating a case where

a firm is initially rated A. The second panel of Tables 3.8 and 3.9 shows the estimated

expected probability of default after plugging in the estimated parameters. At horizon 1, all

the probabilities remain the same for all values of T, and equal zero. The probability that a

firm with a strong capacity to repay its debt (a firm rated A) defaults is negligible. When

the horizon increases, this probability increases as expected. More accurate probabilities of

default are obtained for small values of ρ.
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Table 3.9: Downgrade Probability and Probability of Default (in %) at Different Horizon for

a Firm Initially Rated A when ρ = 0.0 and ρ = 0.2

ρ = 0.0 ρ = 0.2

True Value T = 60 T = 120 T = 240 T = 60 T = 120 T = 240

DP (1|A) 32.51 32.35 32.49 32.56 32.28 32.44 32.54

DP (2|A) 43.32 43.16 43.30 43.42 43.09 43.28 43.45

PD (1|A) 0.00 0.00 0.00 0.00 0.00 0.00 0.00

PD (12|A) 23.49 23.47 23.56 23.65 24.91 25.18 25.37

PD (24|A) 55.15 53.51 54.41 54.98 54.77 56.22 57.11

PD (36|A) 74.09 70.85 72.49 73.45 71.27 73.63 74.99

PD (48|A) 85.07 81.01 83.02 84.14 80.83 83.60 85.13

PD (60|A) 91.39 87.20 89.29 90.40 86.68 89.51 90.99

Table 3.10: Downgrade Probability and Probability of Default (in %) at Different Horizon

for a Firm Initially Rated A when ρ = 0.4 and ρ = 0.7

ρ = 0.4 ρ = 0.7

True Value T = 60 T = 120 T = 240 T = 60 T = 120 T = 240

DP (1|A) 32.51 32.25 32.51 32.63 32.66 33.09 33.40

DP (2|A) 43.32 43.16 43.49 43.70 44.14 44.81 45.28

PD (1|A) 0.00 0.00 0.00 0.00 0.00 0.00 0.00

PD (12|A) 23.49 26.97 27.49 27.89 32.10 33.75 34.91

PD (24|A) 55.15 56.53 58.71 60.07 60.36 64.76 67.41

PD (36|A) 74.09 71.93 75.16 77.06 73.12 78.61 81.71

PD (48|A) 85.07 80.71 84.37 86.41 80.20 86.00 89.08

PD (60|A) 91.39 86.12 89.81 91.74 84.64 90.37 93.21
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3.6 Conclusion

This chapter introduced the maximum composite likelihood estimation method for the

stochastic factor ordered-Probit model for credit rating migration matrices. This method

provides consistent, and asymptotically normal estimators of the transition probabilities that

can be used in forecasting and stress-testing. The main purpose of the composite likelihood

methodology is to reduce the computational complexity in models with large datasets and

complex dependencies, in a setting where the full likelihood is difficult to construct. We

introduced three maximum conditional likelihood functions for the migration model with

unobserved AR(1) factor model: the conditional composite likelihood at lag 1, Lcc(θ), the

conditional composite likelihood at lag 2, Lcc,2(θ, ρ), and the conditional composite likeli-

hood up to lag 2, which is the combination of the first two functions. Due to independence

assumption on factor, the maximum composite likelihood function at lag 1, Lcc(θ), only de-

pends on the parameter of the model and can not be used to obtain the factor dependencies.

However, the function Lcc,2(θ, ρ) provides more information that is sufficient to identify the

factor dependencies. We discussed the identification constraints, order and rank conditions

for each of these conditional composite likelihoods. We provided the introductory results

on the consistency of the estimators and their asymptotic normality. We showed that the

asymptotic properties of the maximum composite likelihood estimators with respect to the

cross-sectional dimension n and T tend to infinity can be achieved. Under an identification

restriction the estimator of the maximum composite likelihood at lag 1 is consistent of the

true value of the parameter, however, as it does not take into account the serial dependence

through the factor, a loss of information results and the estimator will not be asymptoti-

cally efficient. We expect to partly increase the efficiency of the parameters by considering

the conditional composite likelihood up to lag 2 that involves also the serial dependence

parameter ρ. We undertook a Monte Carlo experiment to assess the small sample perfor-

mance of the proposed estimators of Lcc(θ). We provided the mean squared error (MSE)

ans the mean absolute bias of the estimates to give some insight into the accuracy of the
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estimated parameters. Our results showed that for each value of the correlation parameter

ρ, the maximum composite likelihood at lag 1 estimates, have a small estimated bias and

MSE, and it decreases as the number of time periods increases. These results are consistent

with the asymptotic results on the
√
T consistency of the maximum composite likelihood at

lag 1 estimates. In addition, we noticed that in general, there is a very small effect of ρ on

the consistent estimation of the different parameters. However, the impact varies with the

amount of correlation in the score induced by the latent factor changes, when conducting

inferences. To address this aspect, we illustrated the finite sample performance of the infer-

ences based on t statistics by plotting the empirical probability distribution function (PDF)

of each computed t statistic when testing that each of the parameters equals their true value.

Our findings reveal that when T varies the distribution of t statistics is centered on zero and

is symmetric, for correlation parameter ρ = 0.0 and ρ = 0.2. However, when the correlation

parameter becomes higher ρ = 0.4 and ρ = 0.7, for some of the estimated parameters (for

e.g.,the intercept), the realized t statistics are shifted from the zero mean due to the smaller

variance, suggesting an under-estimation of the true variance. The results for large values of

ρ may be explained by the fact that the maximum composite likelihood at lag 1 estimation

integrates out the latent factor by imposing they are N(0, 1) (but dependent), and the like-

lihood function does not incorporate the parameter ρ, which captures the dependence in the

factor dynamic. To solve this issue, one may consider the maximum composite likelihood up

to lag 2, estimation if we have strong reason to believe there is a strong dependence in the

common factor. Moreover, we illustrated the ability of the maximum composite likelihood

at lag 1 estimation to reproduce the pattern of useful parameters for downgrade risks in

risk management. We presented the estimated downgrade probability at horizons 1 and 2

of a firm currently rated A for different numbers of time periods and different values of the

correlation parameter. Our results confirmed the fact the downgrade probability increases

as the horizon increases.
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Conclusion

This thesis is an empirical investigation of various estimation methods for the analysis of

the dynamics of credit rating matrices. More specifically, the thesis discussed the statistical

estimation of the latent factor ordered-Probit model, which is also known as the stochas-

tic credit migration model, a homogeneous nonlinear dynamic panel model with a common

unobserved factor, to determine the dynamics and the forecast of credit ratings transition

probabilities. Due to computational complexity of the full information maximum likelihood

in the latent factor ordered-Probit model, this thesis presents three maximum likelihood es-

timation methods of the latent factor ordered-Probit model. The first two methods are the

two-step estimation and the joint optimization. These methods rely on analytical approx-

imation of the true log-likelihood function of the latent factor ordered-Probit model based

on the granularity theory. The third method is maximum composite likelihood estimation

which is a new approach to estimate the latent factor ordered-Probit model.

To provide context for the analysis that followed, Chapter one presented the literature

review on the dynamics, estimation and modelling of credit rating transition matrices. We

explained the general framework of the stochastic migration model and we discussed the

statistical inference of the latent factor ordered-Probit model. We reviewed the literature on

the granularity-based estimation method and the maximum composite likelihood estimation

approach.

Chapter two examined the two estimation methods for the stochastic migration model be-

long to the class of analytical approximations that are derived from the so-called granularity

principle or granularity theory. These methods rely on the Asymptotic Risk Factor (ARF)

154



model under the assumption of an extremely large portfolio. The latent factor ordered-

Probit model has been estimated on the French dataset of the Credit Agricole S.A. Bank

by these two methods. We assessed the latent factor ordered-Probit model on its ability to

link the transition probabilities to an unobserved dynamic risk factor. Our findings shows

that the factor ordered-Probit model fits well with the dataset. The implementation of the

two-step efficient estimation methodology is easy and less time consuming. The estimates

of the latent factor ordered-Probit model parameters obtained by the approximated linear

state-space model have been improved by the two-step estimator. The unobserved factor has

been recovered by the two-step estimation method and it seems to be close to the dynamics of

several leading macro indicators, such as the output gap and the total industrial production

variables from the national account group and the short-term interest rate from the financial

markets group. The factor interpretation is carried out by using a stress testing analysis.

We examined the effects of one-time shocks to the factor on credit migrations and default

probabilities. The shocks are used to evaluate stressed migration probabilities and default

probabilities during and after crisis of 2008. Our analysis reveals that the shock effects help

determine without ambiguity which macroeconomic variable has the same characteristics as

the factor and can be interpreted as such. This finding has implications for policy making

during economic downturns. The stress-testing results allowed us to interpret the factor,

which points to the short-term interest rate in France. We observed a noticeable decrease in

the total default rates of all rating categories in the year we introduced a one-time positive

shock to the factor and increase in the total default rates of all rating categories when we

introduced a one-time negative shock to the factor. The stress scenarios are applied to the

economy during the downturn of 2008 and after the recovery in 2010. We observed that the

shock effects differ and are more apparent in the post-crisis economy. Therefore, we showed

that the model can be used for macro-stress testing purposes.

Chapter three introduced the maximum composite likelihood estimation method for the

latent factor ordered-Probit model for credit rating migration matrices. This method pro-

vides consistent, and asymptotically normal estimators of the transition probabilities that
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can be used in forecasting and stress-testing. The main purpose of the composite likelihood

methodology is to reduce the computational complexity in models with large datasets and

complex dependencies, in a setting where the full likelihood is difficult to construct. This

method disregards some of the complex dependencies between observations in the full joint

model. For instance, the joint densities can be replaced by a product of pairwise joint den-

sities or a product of conditional densities. Therefore, in the composite likelihood method,

the objective function is derived by multiplying a collection of component likelihoods. These

methods offer fast and reliable estimation that provides the output quickly. We discussed

the identification constraints, order and rank conditions for each of these conditional com-

posite likelihoods. More specifically, we introduced three conditional maximum likelihood

functions for the migration model with unobserved AR(1) factor model: the conditional com-

posite likelihood at lag 1, Lcc(θ), the conditional composite likelihood at lag 2, Lcc,2(θ, ρ),

and the conditional composite likelihood up to lag 2, which is the combination of the first

two functions. We provided the introductory results on the consistency of the estimators

and their asymptotic normality. We showed that the asymptotic properties of the maximum

composite likelihood estimators with respect to the cross-sectional dimension n and T tend

to infinity can be achieved. We undertook a Monte Carlo experiment to assess the small

sample performance of the proposed estimators of Lcc(θ). We provided the mean squared

error (MSE) and the mean absolute bias of the estimates to give some insight into the accu-

racy of the estimated parameters. Our results showed that for each value of the correlation

parameter ρ, the maximum composite likelihood at lag 1 estimates, have a small estimated

bias and MSE, and it decreases as the number of time periods increases. These results are

consistent with the asymptotic results on the
√
T consistency of the maximum composite

likelihood at lag 1 estimates. We illustrated the finite sample performance of the inferences

based on t statistics by plotting the empirical probability distribution function (PDF) of

each computed t statistic when testing that each of the parameters equals their true value.

Our findings reveal that when T varies the distribution of t statistics is centered on zero and

is symmetric, for correlation parameter ρ = 0.0 and ρ = 0.2. However, when the correlation
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parameter becomes higher ρ = 0.4 and ρ = 0.7, for some of the estimated parameters (for

e.g.,the intercept), the realized t statistics are shifted from the zero mean due to the smaller

variance, suggesting an under-estimation of the true variance. Moreover, we illustrated the

ability of the maximum composite likelihood at lag 1 estimation to reproduce the pattern

of useful parameters for downgrade risks in risk management. We presented the estimated

downgrade probability at horizons 1 and 2 of a firm currently rated A for different numbers

of time periods and different values of the correlation parameter. Our results confirmed the

fact that the downgrade probability increases as the horizon increases.
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Chapter 2 Appendix

Appendix A

The original adjusted migration probabilities for the period of 2007-2014 are reported in Ap-

pendix A.1 and the adjusted migration probabilities for the period of 2007-2014 are reported

in A.2.

Appendix A.1

The original adjusted migration probabilities for the period of 2007-2014 are reported in

Table A.1.1-A.1.8.

Table A.1.1: The Original Adjusted Transition Matrix for Year 2007 (%)

2007 ISSUER 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 91 53.54 13.13 13.13 10.10 3.03 2.02 4.04 0.00 0.00 0.00 1.01 0.00 0.00 0.00

2 322 2.80 27.33 24.53 11.80 7.76 9.63 3.42 5.59 3.42 1.24 0.31 1.24 0.62 0.31

3 1132 0.88 2.39 28.62 11.93 13.34 16.43 9.36 6.45 4.51 3.36 1.41 0.62 0.62 0.09

4 3181 0.03 0.16 2.77 23.45 14.40 19.96 15.72 11.76 5.94 2.92 1.54 0.53 0.50 0.31

5 2904 0.07 0.03 2.07 4.75 34.92 13.50 15.50 12.36 8.54 3.99 2.10 0.93 0.55 0.69

6 8120 0.01 0.10 0.83 1.98 7.46 29.31 17.40 19.47 12.40 5.99 2.46 0.92 0.84 0.83

7 7263 0.04 0.10 0.54 0.81 3.95 6.83 36.09 18.24 18.08 9.14 3.37 1.25 0.77 0.78

8 6252 0.03 0.03 0.22 0.75 2.91 5.52 11.72 42.25 17.93 11.28 3.82 1.60 0.86 1.07

9 14256 0.02 0.04 0.14 0.32 1.36 3.31 9.48 13.73 38.53 20.19 6.76 2.62 1.98 1.52

10 9207 0.01 0.02 0.09 0.24 1.08 1.80 6.10 9.51 15.90 43.04 10.49 4.95 3.65 3.11

11 3356 0.03 0.00 0.12 0.06 0.60 1.40 3.81 5.90 11.86 19.85 34.51 9.71 6.94 5.21

12 2641 0.04 0.00 0.08 0.38 0.27 1.10 3.10 5.26 9.01 16.74 13.86 31.58 11.66 6.93

13 2451 0.08 0.12 0.00 0.16 0.69 1.43 1.55 3.59 6.00 9.63 9.47 9.71 48.92 8.65

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100.00
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Table A.1.2: The Original Adjusted Transition Matrix for Year 2008 (%)

2008 ISSUER 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 63 79.00 3.00 2.00 0.00 14.00 0.00 2.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

2 155 2.58 53.55 12.26 9.68 5.81 4.52 3.87 3.23 1.29 1.29 0.00 0.65 1.29 0.00

3 727 0.28 2.61 53.37 18.16 9.22 5.09 3.30 3.16 1.93 0.96 0.96 0.14 0.41 0.41

4 1547 0.06 1.16 5.17 47.32 15.06 12.73 6.08 4.27 3.62 2.00 0.65 0.45 0.65 0.78

5 3504 0.06 0.17 1.43 4.14 52.94 14.27 10.45 5.88 4.79 2.60 1.14 0.43 0.66 1.06

6 5920 0.02 0.03 0.44 1.99 6.72 48.87 18.26 10.29 5.84 4.14 1.30 0.52 0.79 0.78

7 9304 0.02 0.05 0.26 0.56 2.69 7.93 52.43 15.94 9.69 5.30 2.16 0.87 0.76 1.34

8 11695 0.00 0.07 0.13 0.37 1.28 3.67 10.69 50.86 17.29 8.85 3.04 1.10 1.18 1.48

9 13990 0.03 0.05 0.05 0.29 0.79 2.00 5.70 14.20 48.08 16.64 5.83 2.43 2.07 1.85

10 12400 0.00 0.05 0.07 0.10 0.48 1.02 2.69 6.56 16.78 49.09 11.23 5.02 3.20 3.70

11 5401 0.06 0.11 0.02 0.15 0.43 0.94 2.26 4.68 9.65 18.76 40.62 8.79 6.92 6.61

12 3127 0.00 0.03 0.03 0.13 0.26 0.54 1.31 3.42 6.81 12.18 14.58 41.64 12.12 6.94

13 3420 0.03 0.15 0.00 0.09 0.23 0.67 1.32 2.69 4.06 6.70 7.49 8.45 58.22 9.91

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100.00

Table A.1.3: The Original Adjusted Transition Matrix for Year 2009 (%)

2009 ISSUER 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 35 68.32 0.00 10.89 2.97 0.00 0.00 8.91 2.97 2.97 2.97 0.00 0.00 0.00 0.00

2 130 0.77 64.62 16.92 8.46 4.62 3.08 1.54 0.00 0.00 0.00 0.00 0.00 0.00 0.00

3 622 0.48 6.59 61.26 8.84 8.84 2.89 4.34 3.38 1.77 0.32 0.48 0.32 0.32 0.16

4 1340 0.00 0.52 10.82 52.40 15.90 7.76 5.22 2.46 1.94 1.64 0.37 0.30 0.52 0.15

5 3310 0.00 0.18 2.02 8.16 52.91 11.66 10.24 6.47 4.26 2.54 0.60 0.18 0.36 0.42

6 5506 0.02 0.13 0.73 2.56 9.04 50.22 16.75 9.10 5.58 3.20 0.96 0.40 0.80 0.53

7 9427 0.00 0.08 0.19 0.66 3.17 8.78 50.51 16.54 10.31 5.42 2.28 0.69 0.91 0.46

8 12233 0.01 0.10 0.12 0.36 1.28 3.26 10.98 50.37 17.46 9.13 3.45 1.33 1.14 1.01

9 14137 0.02 0.09 0.07 0.21 0.95 1.73 5.37 13.32 48.53 17.29 6.47 2.50 2.00 1.45

10 12988 0.00 0.15 0.09 0.18 0.41 0.85 2.66 5.57 15.77 50.81 11.60 5.19 3.84 2.88

11 6204 0.00 0.03 0.03 0.08 0.44 0.55 2.42 3.74 8.61 18.05 41.68 11.19 8.01 5.17

12 3674 0.03 0.11 0.05 0.05 0.19 0.52 1.69 3.29 5.09 11.35 13.94 40.88 15.13 7.68

13 4144 0.02 0.07 0.05 0.00 0.27 0.39 1.54 2.05 3.26 5.91 6.13 7.00 63.39 9.92

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100.00
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Table A.1.4: The Original Adjusted Transition Matrix for Year 2010 (%)

2010 ISSUER 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 29 81.44 3.09 3.09 0.00 3.09 3.09 3.09 3.09 0.00 0.00 0.00 0.00 0.00 0.00

2 230 0.00 85.23 6.52 3.91 0.00 2.17 0.87 0.00 0.87 0.43 0.00 0.00 0.00 0.00

3 706 0.28 4.39 62.75 15.16 8.78 4.11 0.99 0.57 1.56 0.71 0.00 0.28 0.28 0.14

4 1329 0.08 0.68 8.13 57.49 11.96 11.89 4.89 1.88 1.35 1.05 0.45 0.08 0.08 0.00

5 3317 0.12 0.24 2.53 7.15 57.56 13.42 9.04 4.13 2.95 1.57 0.45 0.18 0.45 0.21

6 5145 0.04 0.06 0.52 1.92 9.23 56.92 16.56 7.11 3.58 2.37 0.49 0.27 0.58 0.35

7 9262 0.02 0.03 0.35 0.81 3.12 10.01 59.08 13.98 6.61 3.39 0.97 0.51 0.64 0.49

8 12211 0.01 0.03 0.19 0.42 1.41 3.25 12.30 54.88 15.49 7.36 2.30 0.78 1.01 0.57

9 14343 0.01 0.03 0.04 0.25 0.85 1.66 6.14 15.40 51.14 15.68 4.99 1.46 1.38 0.97

10 13687 0.00 0.01 0.02 0.09 0.39 0.97 3.65 7.35 16.05 52.77 10.16 3.84 2.48 2.21

11 6788 0.00 0.00 0.04 0.03 0.31 0.63 2.52 4.18 9.55 20.83 43.64 8.13 6.00 4.14

12 3937 0.00 0.00 0.05 0.05 0.20 0.36 1.80 3.51 5.92 15.77 16.31 39.01 11.53 5.49

13 5049 0.00 0.02 0.08 0.20 0.26 0.59 1.64 2.81 3.90 5.82 6.75 8.69 60.75 8.48

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100.00

Table A.1.5: The Original Adjusted Transition Matrix for Year 2011 (%)

2011 ISSUER 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 28 66.67 3.92 3.92 6.87 3.92 3.92 0.00 6.86 3.92 0.00 0.00 0.00 0.00 0.00

2 172 0.58 37.80 20.36 14.53 14.53 5.81 1.16 1.16 1.16 1.74 0.00 0.58 0.58 0.00

3 740 0.41 4.46 34.32 20.41 13.92 11.22 4.46 4.73 3.11 1.35 0.27 0.68 0.54 0.14

4 1355 0.22 2.73 5.02 33.87 17.86 16.90 9.89 5.39 3.39 2.80 0.74 0.22 0.59 0.37

5 3358 0.03 0.42 1.55 4.41 30.79 18.25 14.18 11.08 9.68 6.05 1.73 0.60 0.86 0.39

6 5313 0.09 0.13 0.87 2.92 8.41 35.01 17.47 12.95 11.37 6.04 2.30 0.96 1.00 0.49

7 10005 0.01 0.05 0.34 0.73 3.27 10.63 32.41 17.27 15.51 11.63 4.41 1.64 1.33 0.76

8 12624 0.00 0.02 0.40 0.42 1.58 5.85 12.24 33.13 19.73 16.06 5.93 2.03 1.75 0.86

9 13915 0.01 0.01 0.07 0.23 0.84 2.54 7.22 14.13 35.34 22.92 9.64 3.35 2.57 1.14

10 13836 0.00 0.01 0.04 0.12 0.43 1.27 3.84 7.60 15.92 41.10 16.11 6.90 3.79 2.86

11 6588 0.00 0.00 0.02 0.12 0.43 0.59 2.34 4.08 9.59 23.35 34.35 12.80 7.62 4.72

12 3475 0.00 0.00 0.12 0.14 0.26 0.60 1.61 4.29 6.47 16.60 21.18 29.13 11.91 7.68

13 4829 0.00 0.02 0.17 0.14 0.50 0.95 2.32 3.42 4.80 9.71 12.47 12.82 43.38 9.30

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100.00
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Table A.1.6: The Original Adjusted Transition Matrix for Year 2012 (%)

2012 ISSUER 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 17 52.48 5.94 17.82 11.88 5.94 0.00 5.94 0.00 0.00 0.00 0.00 0.00 0.00 0.00

2 160 0.63 42.50 17.50 14.38 12.50 4.38 1.25 3.75 1.25 0.63 0.00 0.00 1.25 0.00

3 485 1.24 3.71 36.91 23.51 8.87 7.42 6.80 6.19 1.65 2.68 0.62 0.41 0.00 0.00

4 1069 0.19 0.94 8.14 42.19 16.74 14.87 7.48 3.65 2.71 2.34 0.37 0.09 0.28 0.00

5 2390 0.08 0.17 1.55 7.91 30.21 19.12 16.40 8.20 8.12 4.85 1.59 0.71 0.84 0.25

6 5124 0.02 0.10 0.66 2.38 8.86 37.18 20.14 12.74 9.78 5.50 1.64 0.47 0.35 0.18

7 8002 0.02 0.02 0.20 0.64 3.24 12.43 33.78 18.47 15.02 10.98 2.72 1.29 0.77 0.41

8 10484 0.02 0.02 0.05 0.22 0.88 5.53 13.82 32.51 22.53 16.63 4.73 1.60 1.05 0.42

9 13227 0.00 0.01 0.02 0.13 0.42 2.07 6.32 14.54 37.65 25.73 8.13 2.83 1.21 0.95

10 15630 0.00 0.03 0.04 0.06 0.19 0.81 2.44 5.84 17.72 46.05 16.86 5.75 2.44 1.76

11 8732 0.00 0.01 0.05 0.05 0.10 0.42 0.90 2.24 7.27 25.49 39.50 14.03 5.38 4.55

12 4391 0.00 0.00 0.05 0.14 0.07 0.50 0.87 1.43 3.73 15.35 23.43 35.35 10.73 8.36

13 3737 0.05 0.00 0.11 0.21 0.19 0.51 1.36 1.93 3.21 9.34 11.72 14.40 43.06 13.91

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100.00

Table A.1.7: The Original Adjusted Transition Matrix for Year 2013 (%)

2013 ISSUER 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 14 64.65 0.00 7.07 14.14 0.00 7.07 0.00 7.07 0.00 0.00 0.00 0.00 0.00 0.00

2 105 0.00 65.72 12.38 9.52 3.81 5.71 1.90 0.95 0.00 0.00 0.00 0.00 0.00 0.00

3 380 0.00 4.21 59.47 22.63 5.26 5.26 1.58 0.53 0.53 0.53 0.00 0.00 0.00 0.00

4 939 0.11 1.28 11.82 50.05 14.27 11.71 4.58 2.24 1.49 1.60 0.32 0.21 0.00 0.32

5 1891 0.00 0.16 2.17 10.58 47.54 23.37 8.57 3.12 2.06 1.32 0.74 0.05 0.32 0.00

6 4655 0.00 0.02 0.41 2.73 8.29 49.82 20.88 9.26 4.79 2.58 0.45 0.30 0.34 0.13

7 7129 0.00 0.01 0.14 0.65 2.83 16.02 45.38 18.57 9.64 5.08 0.79 0.32 0.35 0.22

8 9255 0.02 0.01 0.05 0.70 0.91 5.52 17.33 40.86 21.03 9.95 2.12 0.64 0.42 0.43

9 13370 0.02 0.01 0.09 0.13 0.56 2.65 6.94 16.84 43.46 21.85 4.97 1.26 0.66 0.58

10 17717 0.01 0.00 0.01 0.09 0.25 0.80 2.18 6.15 19.00 52.31 12.68 3.72 1.52 1.28

11 9774 0.00 0.02 0.02 0.06 0.11 0.33 0.85 2.48 7.27 28.76 41.87 10.93 3.87 3.44

12 5104 0.00 0.02 0.00 0.04 0.12 0.24 0.45 1.31 3.51 17.05 24.28 34.54 10.40 8.05

13 3256 0.00 0.00 0.06 0.03 0.21 0.71 0.86 1.63 2.89 7.56 11.00 14.22 45.95 14.90

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100.00

175



Table A.1.8: The Original Adjusted Transition Matrix for Year 2014 (%)

2014 ISSUER 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 10 70.01 0.00 10.00 0.00 0.00 0.00 0.00 0.00 0.00 20.00 0.00 0.00 0.00 0.00

2 105 2.86 64.76 15.24 5.71 6.67 0.95 2.86 0.00 0.00 0.95 0.00 0.00 0.00 0.00

3 410 0.49 4.88 54.39 25.37 8.05 3.90 0.73 0.49 0.49 0.73 0.49 0.00 0.00 0.00

4 1005 0.50 0.70 9.15 58.21 15.92 9.35 1.99 1.59 1.19 1.00 0.20 0.10 0.00 0.10

5 1891 0.05 0.11 1.64 8.51 57.06 18.14 7.51 2.86 2.33 1.06 0.11 0.16 0.32 0.16

6 5131 0.00 0.00 0.68 1.68 9.14 48.43 22.33 9.71 4.31 2.81 0.39 0.18 0.21 0.14

7 7648 0.01 0.03 0.18 0.42 2.41 14.78 46.21 19.86 9.54 4.96 0.90 0.24 0.29 0.18

8 9595 0.04 0.00 0.09 0.17 0.94 4.68 16.53 42.67 21.92 9.70 2.30 0.44 0.32 0.20

9 13719 0.02 0.01 0.02 0.11 0.36 1.68 6.07 16.91 45.94 22.01 4.42 1.36 0.63 0.47

10 18489 0.00 0.01 0.02 0.05 0.17 0.55 1.87 5.68 18.12 52.69 14.32 3.76 1.59 1.17

11 9212 0.01 0.03 0.01 0.04 0.08 0.23 0.76 2.03 6.16 26.45 45.93 11.44 3.72 3.10

12 4375 0.00 0.00 0.02 0.00 0.02 0.07 0.53 0.98 3.68 14.19 25.39 39.98 9.42 5.71

13 2985 0.00 0.00 0.07 0.10 0.07 0.30 0.80 1.34 2.18 7.10 11.22 12.63 49.21 14.97

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100.00

176



Appendix A.2

The aggregated adjusted migration probabilities for the period of 2007-2014 are reported in

Table A.2.1-A.2.8.

Table A.2.1: The Aggregated Adjusted Transition Matrix for Year 2007 (%)

2007 Issuers A+ A B+ B C D F

A+ 91 53.54 13.13 13.13 10.10 9.09 1.01 0.00

A 322 2.80 27.33 24.53 11.80 20.81 12.42 0.31

B+ 1132 0.88 2.39 28.62 11.93 39.13 16.97 0.08

B 3181 0.03 0.16 2.77 23.45 50.09 23.19 0.31

C 18287 0.03 0.22 0.91 1.96 52.82 43.40 0.66

D 38163 0.03 0.03 0.13 0.34 11.81 84.68 2.99

F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00

Table A.2.2: The Aggregated Adjusted Transition Matrix for Year 2008 (%)

2008 Issuers A+ A B+ B C D F

A+ 63 79.00 3.00 2.00 0.00 16.00 0.00 0.00

A 155 2.58 53.55 12.26 9.68 14.20 7.73 0.00

B+ 727 0.28 2.61 53.37 18.16 17.61 7.56 0.41

B 1547 0.06 1.16 5.17 47.32 33.87 11.64 0.78

C 18728 0.03 0.07 0.54 1.68 69.20 27.38 1.11

D 50033 0.02 0.07 0.07 0.22 7.74 88.28 3.61

F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
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Table A.2.3: The Aggregated Adjusted Transition Matrix for Year 2009 (%)

2009 Issuers A+ A B+ B C D F

A+ 35 68.32 0.00 10.89 2.97 8.91 8.91 0.00

A 130 0.77 64.62 16.91 8.46 9.24 0.00 0.00

B+ 622 0.48 6.59 61.26 8.84 16.07 6.59 0.16

B 1340 0.00 0.52 10.82 52.40 28.88 7.23 0.15

C 18243 0.01 0.11 0.69 2.59 68.79 27.35 0.47

D 53380 0.01 0.10 0.08 0.19 7.38 89.02 3.22

F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00

Table A.2.4: The Aggregated Adjusted Transition Matrix for Year 2010 (%)

2010 Issuers A+ A B+ B C D F

A+ 29 81.44 3.09 3.09 0.00 9.28 3.09 0.00

A 230 0.00 85.23 6.52 3.91 3.04 1.30 0.00

B+ 706 0.28 4.39 62.75 15.16 13.88 3.40 0.14

B 1329 0.08 0.68 8.13 57.49 28.73 4.89 0.00

C 17724 0.04 0.07 0.81 2.32 76.72 19.64 0.40

D 56015 0.00 0.02 0.07 0.20 7.95 89.19 2.56

F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
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Table A.2.5: The Aggregated Adjusted Transition Matrix for Year 2011 (%)

2011 Issuers A+ A B+ B C D F

A+ 28 66.67 3.92 3.92 6.87 7.84 10.78 0.00

A 172 0.58 37.80 20.36 14.53 21.51 5.22 0.00

B+ 740 0.41 4.46 34.32 20.41 29.60 10.68 0.12

B 1355 0.22 2.73 5.02 33.87 44.65 13.13 0.37

C 18676 0.04 0.14 0.71 2.01 53.50 42.99 0.61

D 55267 0.00 0.01 0.14 0.22 9.43 87.13 3.06

F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00

Table A.2.6: The Aggregated Adjusted Transition Matrix for Year 2012 (%)

2012 Issuers A+ A B+ B C D F

A+ 17 52.48 5.94 17.82 11.88 11.88 0.00 0.00

A 160 0.63 42.50 17.50 14.38 18.13 6.86 0.00

B+ 485 1.24 3.71 36.91 23.51 23.08 11.55 0.00

B 1069 0.19 0.94 8.14 42.19 39.09 9.44 0.00

C 15516 0.03 0.07 0.56 2.33 57.48 39.21 0.31

D 56201 0.01 0.02 0.04 0.12 7.27 89.47 3.08

F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
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Table A.2.7: The Aggregated Adjusted Transition Matrix for Year 2013 (%)

2013 Issuers A+ A B+ B C D F

A+ 14 64.65 0.00 7.07 14.14 7.07 7.07 0.00

A 105 0.00 65.72 12.38 9.52 11.42 0.95 0.00

B+ 380 0.00 4.21 59.47 22.63 12.10 1.59 0.00

B 939 0.11 1.28 11.82 50.05 30.56 5.86 0.32

C 13675 0.00 0.03 0.51 2.73 71.36 25.20 0.16

D 58476 0.01 0.01 0.04 0.17 7.45 89.63 2.70

F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00

Table A.2.8: The Aggregated Adjusted Transition Matrix for Year 2014 (%)

2014 Issuers A+ A B+ B C D F

A+ 10 70.01 0.00 10.00 0.00 0.00 19.98 0.00

A 105 2.86 64.76 15.24 5.71 10.48 0.95 0.00

B+ 410 0.49 4.88 54.39 25.37 12.68 2.19 0.00

B 1005 0.50 0.70 9.15 58.21 27.26 4.08 0.10

C 14670 0.01 0.03 0.54 1.90 71.66 25.70 0.15

D 58375 0.01 0.01 0.03 0.08 6.64 91.03 2.20

F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 100.00
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Appendix B

Appendix B provides the statistic description of the macroeconomic variables. Statistic

description of the macroeconomic variables are shown in Table B.

Table B: Descriptive statistics macroeconomic variables

Variables Mean StdDev Min Max

National accounts

GDP 0.724 1.688 -2.873 2.424

OUTG -0.232 1.396 -2.137 2.124

UNEM 8.844 1.079 7.063 10.291

EMP 64.121 0.378 63.650 64.925

IPROD 102.277 5.818 95.517 112.560

CPI 101.871 3.593 96.376 106.245

PPI 100.102 3.199 95.425 103.608

Financial markets

SINTS 1.480 1.712 0.080 4.848

LINTS 3.128 0.945 1.666 4.303

SPL-S 1.460 1.062 -0.399 2.420

EXCH 100.236 3.366 96.010 104.244

Stock makets

CAC40 -0.837 21.082 -42 22.300

VCAC4 23.925 7.399 15.139 37.938

Composite index CLI 98.748 3.291 91.022 101.562
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Appendix C

The estimated transition probabilities obtained by the two-step estimation method over the

period 2007 to 2014 are given in Appendix C.1 and appendix C.2 provides the estimated

transition probabilities obtained by joint optimization estimation method over the period

2007 to 2014.

Appendix C.1

The estimated transition probabilities obtained by the two-step estimation method over the

period 2007 to 2014 are given in Tables C.1.1-C.1.8.

Table C.1.1: Estimated Transition Matrix for Year 2007

2007 A+ A B+ B C D F

A+ 0.74753 0.036174 0.030464 0.025777 0.039879 0.052946 0.067227

A 0.11155 0.21599 0.27629 0.2181 0.16016 0.017909 1.29E-05

B+ 0.022129 0.10565 0.24211 0.29118 0.29874 0.040178 1.74E-05

B 2.91E-05 0.002426 0.04194 0.20708 0.6276 0.12092 3.89E-06

C 6.73E-09 6.08E-06 0.000749 0.01909 0.45344 0.52648 0.000231

D 1.14E-10 1.15E-07 2.07E-05 0.000945 0.092334 0.87609 0.030611

F 0 0 0 0 0 0 1

Table C.1.2: Estimated Transition Matrix for Year 2008

2008 A+ A B+ B C D F

A+ 0.78177 0.033161 0.027576 0.023062 0.035135 0.045404 0.053897

A 0.13664 0.23636 0.27728 0.20184 0.13474 0.013151 7.43E-06

B+ 0.025834 0.1162 0.25293 0.28983 0.28039 0.034812 1.30E-05

B 0.001321 0.034671 0.20966 0.38882 0.35104 0.014483 2.07E-08

C 2.74E-08 1.82E-05 0.001687 0.033274 0.53558 0.42936 8.94E-05

D 1.06E-10 1.08E-07 1.97E-05 0.00091 0.090539 0.87715 0.031384

F 0 0 0 0 0 0 1
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Table C.1.3: Estimated Transition Matrix for Year 2009

2009 A+ A B+ B C D F

A+ 0.79228 0.032151 0.026628 0.022185 0.033629 0.04308 0.050051

A 0.14555 0.24262 0.27674 0.19621 0.12701 0.011862 6.19E-06

B+ 0.027143 0.11975 0.25631 0.28913 0.27445 0.033202 1.19E-05

B 0.003708 0.067052 0.28898 0.38972 0.24455 0.005985 3.05E-09

C 4.26E-08 2.56E-05 0.00217 0.039379 0.55994 0.39842 6.50E-05

D 1.04E-10 1.06E-07 1.94E-05 0.000899 0.089962 0.87748 0.031638

F 0 0 0 0 0 0 1

Table C.1.4: Estimated Transition Matrix for Year 2010

2010 A+ A B+ B C D F

A+ 0.80127 0.031255 0.025792 0.021417 0.032323 0.041089 0.046849

A 0.15372 0.24796 0.27591 0.19114 0.12043 0.01082 5.27E-06

B+ 0.028341 0.12291 0.25924 0.28842 0.26924 0.031836 1.09E-05

B 0.00847 0.11042 0.35339 0.3598 0.16539 0.002534 5.19E-10

C 6.26E-08 3.44E-05 0.002695 0.045452 0.58006 0.37171 4.88E-05

D 1.01E-10 1.04E-07 1.91E-05 0.00089 0.089456 0.87777 0.031863

F 0 0 0 0 0 0 1

Table C.1.5: Estimated Transition Matrix for Year 2011

2011 A+ A B+ B C D F

A+ 0.765 0.034688 0.029029 0.024419 0.037489 0.049104 0.060272

A 0.12365 0.22635 0.27728 0.21019 0.14714 0.015372 9.80E-06

B+ 0.023922 0.11086 0.24759 0.29065 0.28955 0.037416 1.51E-05

B 0.000221 0.010337 0.10551 0.31922 0.51797 0.046743 3.21E-07

C 1.37E-08 1.06E-05 0.001132 0.025381 0.49558 0.47776 0.000145

D 1.10E-10 1.11E-07 2.02E-05 0.000927 0.091433 0.87662 0.030995

F 0 0 0 0 0 0 1
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Table C.1.6: Estimated Transition Matrix for Year 2012

2012 A+ A B+ B C D F

A+ 0.77548 0.033744 0.028129 0.023577 0.036023 0.046791 0.05625

A 0.1316 0.23261 0.2774 0.20506 0.13937 0.013959 8.26E-06

B+ 0.025094 0.11416 0.25092 0.29018 0.28386 0.035782 1.38E-05

B 0.00069 0.022523 0.16608 0.3709 0.41661 0.023203 6.04E-08

C 2.11E-08 1.48E-05 0.001452 0.030074 0.52071 0.44764 0.000108

D 1.07E-10 1.09E-07 1.99E-05 0.000917 0.090878 0.87695 0.031236

F 0 0 0 0 0 0 1

Table C.1.7: Estimated Transition Matrix for Year 2013

2013 A+ A B+ B C D F

A+ 0.79685 0.0317 0.026206 0.021797 0.032968 0.042068 0.048414

A 0.14964 0.24534 0.27636 0.19366 0.12366 0.011326 5.71E-06

B+ 0.027742 0.12134 0.2578 0.28878 0.27182 0.032507 1.14E-05

B 0.00568 0.087076 0.32292 0.37793 0.20248 0.003916 1.26E-09

C 5.18E-08 2.97E-05 0.002422 0.042359 0.57026 0.38487 5.63E-05

D 1.03E-10 1.05E-07 1.93E-05 0.000895 0.089706 0.87763 0.031752

F 0 0 0 0 0 0 1

Table C.1.8: Estimated Transition Matrix for Year 2014

2014 A+ A B+ B C D F

A+ 0.79707 0.031677 0.026185 0.021777 0.032935 0.042018 0.048333

A 0.14984 0.24547 0.27634 0.19354 0.1235 0.0113 5.69E-06

B+ 0.027772 0.12142 0.25787 0.28876 0.27169 0.032472 1.14E-05

B 0.005799 0.088172 0.32455 0.37716 0.20049 0.003832 1.21E-09

C 5.23E-08 2.99E-05 0.002435 0.042512 0.57077 0.3842 5.59E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000894 0.089693 0.87764 0.031757

F 0 0 0 0 0 0 1
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Appendix C.2

The estimated transition probabilities obtained by joint optimization estimation method

over the period 2007 to 2014 are given in Tables C.2.1-C.2.8.

Table C.2.1: Estimated Transition Matrix for Year 2007

2007 A+ A B+ B C D F

A+ 0.735315 0.080232 0.05596 0.032689 0.058337 0.032561 0.004907

A 0.065139 0.18022 0.266255 0.199172 0.266865 0.022345 4.16E-06

B+ 0.013297 0.08172 0.206603 0.222275 0.427463 0.048636 6.66E-06

B 0.000156 0.00516 0.04532 0.116054 0.644895 0.188385 3.07E-05

C 4.02E-07 8.74E-05 0.00317 0.021467 0.522798 0.452339 0.000139

D 1.6E-09 6.26E-07 4.55E-05 0.000587 0.091081 0.87712 0.031165

F 0 0 0 0 0 0 1

Table C.2.2: Estimated Transition Matrix for Year 2008

2008 A+ A B+ B C D F

A+ 0.617324 0.097664 0.074035 0.046278 0.091218 0.061314 0.012167

A 0.151014 0.266501 0.277469 0.155054 0.143546 0.006416 3.95E-07

B+ 0.022716 0.114329 0.243915 0.228042 0.360599 0.030397 2.42E-06

B 0.001811 0.029712 0.141309 0.220115 0.549934 0.057117 1.28E-06

C 1.76E-06 0.000274 0.007406 0.039995 0.613723 0.338559 4.2E-05

D 1.49E-09 5.89E-07 4.33E-05 0.000563 0.089143 0.878231 0.032019

F 0 0 0 0 0 0 1
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Table C.2.3: Estimated Transition Matrix for Year 2009

2009 A+ A B+ B C D F

A+ 0.579422 0.10139 0.078779 0.050241 0.102028 0.072511 0.015629

A 0.186885 0.286966 0.269171 0.13783 0.114892 0.004256 1.88E-07

B+ 0.026414 0.125236 0.254038 0.227771 0.340306 0.026233 1.78E-06

B 0.003437 0.045781 0.181448 0.243314 0.488954 0.037064 4.58E-07

C 2.69E-06 0.000378 0.009375 0.047328 0.635911 0.306977 2.9E-05

D 1.46E-09 5.79E-07 4.27E-05 0.000556 0.088574 0.878551 0.032276

F 0 0 0 0 0 0 1

Table C.2.4: Estimated Transition Matrix for Year 2010

2010 A+ A B+ B C D F

A+ 0.538415 0.104402 0.083269 0.054244 0.113715 0.085764 0.020192

A 0.230214 0.303933 0.255149 0.119035 0.088971 0.002698 8.39E-08

B+ 0.030873 0.137357 0.264097 0.226486 0.318836 0.022349 1.28E-06

B 0.006495 0.069344 0.22646 0.258733 0.416468 0.022499 1.46E-07

C 4.17E-06 0.000527 0.011941 0.056121 0.656403 0.274984 1.94E-05

D 1.42E-09 5.68E-07 4.2E-05 0.000549 0.087973 0.878885 0.03255

F 0 0 0 0 0 0 1

Table C.2.5: Estimated Transition Matrix for Year 2011

2011 A+ A B+ B C D F

A+ 0.706803 0.085267 0.060759 0.036116 0.066108 0.038692 0.006255

A 0.082344 0.203477 0.274841 0.190837 0.231956 0.016542 2.32E-06

B+ 0.01532 0.089458 0.216525 0.22472 0.410699 0.043273 5.16E-06

B 0.000306 0.008449 0.063389 0.143022 0.64082 0.144001 1.42E-05

C 5.93E-07 0.000118 0.003974 0.025391 0.54808 0.422333 0.000103

D 1.57E-09 6.16E-07 4.49E-05 0.000581 0.090581 0.877411 0.031382

F 0 0 0 0 0 0 1
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Table C.2.6: Estimated Transition Matrix for Year 2012

2012 A+ A B+ B C D F

A+ 0.674035 0.090399 0.065943 0.039952 0.0752 0.046372 0.008098

A 0.104889 0.228587 0.279831 0.179018 0.195958 0.011715 1.2E-06

B+ 0.017832 0.098446 0.227171 0.226644 0.391946 0.037958 3.88E-06

B 0.000618 0.014007 0.088439 0.173561 0.619212 0.104158 5.9E-06

C 9E-07 0.000163 0.005057 0.030323 0.574406 0.389976 7.36E-05

D 1.54E-09 6.06E-07 4.43E-05 0.000574 0.090034 0.877724 0.031622

F 0 0 0 0 0 0 1

Table C.2.7: Estimated Transition Matrix for Year 2013

2013 A+ A B+ B C D F

A+ 0.556979 0.10317 0.081322 0.052471 0.108431 0.079615 0.018011

A 0.210022 0.296957 0.262088 0.127521 0.10009 0.003322 1.21E-07

B+ 0.028791 0.131825 0.259656 0.227191 0.328499 0.024036 1.48E-06

B 0.004901 0.057824 0.20607 0.253106 0.449773 0.028324 2.46E-07

C 3.43E-06 0.000454 0.010718 0.052025 0.647574 0.289203 2.33E-05

D 1.44E-09 5.73E-07 4.23E-05 0.000553 0.088243 0.878735 0.032426

F 0 0 0 0 0 0 1

Table C.2.8: Estimated Transition Matrix for Year 2014

2014 A+ A B+ B C D F

A+ 0.559473 0.102988 0.08105 0.052228 0.10772 0.078808 0.017733

A 0.207381 0.29593 0.262948 0.128665 0.10166 0.003416 1.27E-07

B+ 0.02852 0.131088 0.259045 0.227271 0.329804 0.024271 1.51E-06

B 0.004716 0.056386 0.203323 0.252176 0.4542 0.029198 2.64E-07

C 3.34E-06 0.000445 0.010561 0.051489 0.646331 0.291146 2.39E-05

D 1.44E-09 5.73E-07 4.23E-05 0.000553 0.08828 0.878715 0.03241

F 0 0 0 0 0 0 1
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Appendix D

The stressed transition matrices under positive and negative shock to the factor and under

”mutatis mutandis” scenario over the period 2008 to 2014 are reported in Appendix D.1 and

D.2 respectively. Appendix D.3 and D.4 report the above results over the period 2010 to

2014 respectively.

The stressed transition matrices under positive and negative shock to the factor and

under ”ceteris paribus” scenario over the period 2008 to 2014 are reported in Appendix D.5

and D.6 respectively. Appendix D.7 and D.8 report the above results over the period 2010

to 2014 respectively.

Appendix D.1

The stressed transition matrices under positive shock to the factor over the period 2008 to

2014, under ”mutatis mutandis” scenario are reported in Table D.1.1-D.1.7.

Table D.1.1: Stressed Transition Matrix for Year 2008-Positive Shock

2008 A+ A B+ B C D F

A+ 0.79975 0.031409 0.025935 0.021548 0.032546 0.041427 0.047387

A 0.1523 0.24706 0.27608 0.19202 0.12155 0.010993 5.42E-06

B+ 0.028132 0.12236 0.25874 0.28855 0.27014 0.032067 1.11E-05

B 0.007391 0.10191 0.34324 0.36676 0.17774 0.002953 7.08E-10

C 5.86E-08 3.27E-05 0.002597 0.044361 0.57671 0.37625 5.13E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000891 0.089543 0.87772 0.031825

F 0 0 0 0 0 0 1
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Table D.1.2: Stressed Transition Matrix for Year 2009-Positive Shock

2009 A+ A B+ B C D F

A+ 0.79937 0.031448 0.025971 0.021581 0.032601 0.041511 0.047521

A 0.15195 0.24683 0.27612 0.19224 0.12182 0.011036 5.46E-06

B+ 0.028081 0.12223 0.25862 0.28858 0.27036 0.032125 1.11E-05

B 0.007142 0.099871 0.34065 0.36838 0.18089 0.003066 7.64E-10

C 5.77E-08 3.23E-05 0.002573 0.044094 0.57587 0.37738 5.19E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000892 0.089564 0.87771 0.031815

F 0 0 0 0 0 0 1

Table D.1.3: Stressed Transition Matrix for Year 2010-Positive Shock

2010 A+ A B+ B C D F

A+ 0.80405 0.030972 0.025529 0.021177 0.031916 0.040474 0.045878

A 0.15635 0.24961 0.27559 0.18953 0.11841 0.010509 5.01E-06

B+ 0.028726 0.12391 0.26015 0.28817 0.26761 0.031417 1.06E-05

B 0.010811 0.12716 0.37061 0.34536 0.14416 0.001904 2.93E-10

C 7.06E-08 3.77E-05 0.002882 0.047503 0.58611 0.36343 4.46E-05

D 1.01E-10 1.04E-07 1.90E-05 0.000887 0.089297 0.87786 0.031935

F 0 0 0 0 0 0 1

Table D.1.4: Stressed Transition Matrix for Year 2011-Positive Shock

2011 A+ A B+ B C D F

A+ 0.76623 0.034579 0.028925 0.024322 0.037319 0.048834 0.059795

A 0.12455 0.22708 0.27731 0.20961 0.14623 0.015202 9.61E-06

B+ 0.024055 0.11124 0.24797 0.29061 0.28889 0.037224 1.49E-05

B 0.000254 0.011366 0.11172 0.32632 0.50705 0.043292 2.66E-07

C 1.44E-08 1.10E-05 0.001165 0.025892 0.49853 0.47426 0.00014

D 1.10E-10 1.11E-07 2.01E-05 0.000926 0.091369 0.87666 0.031023

F 0 0 0 0 0 0 1
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Table D.1.5: Stressed Transition Matrix for Year 2012-Positive Shock

2012 A+ A B+ B C D F

A+ 0.77596 0.0337 0.028087 0.023538 0.035956 0.046685 0.056069

A 0.13198 0.23289 0.27739 0.20481 0.13902 0.013897 8.19E-06

B+ 0.025149 0.11431 0.25107 0.29015 0.2836 0.035708 1.37E-05

B 0.000725 0.023299 0.16924 0.37267 0.41166 0.022415 5.57E-08

C 2.15E-08 1.50E-05 0.001469 0.030307 0.52185 0.44625 0.000106

D 1.07E-10 1.09E-07 1.99E-05 0.000916 0.090852 0.87696 0.031247

F 0 0 0 0 0 0 1

Table D.1.6: Stressed Transition Matrix for Year 2013-Positive Shock

2013 A+ A B+ B C D F

A+ 0.79703 0.031682 0.026189 0.021781 0.032941 0.042028 0.048349

A 0.1498 0.24545 0.27634 0.19356 0.12353 0.011305 5.69E-06

B+ 0.027766 0.1214 0.25786 0.28877 0.27172 0.032479 1.14E-05

B 0.005775 0.087953 0.32422 0.37731 0.20089 0.003849 1.22E-09

C 5.22E-08 2.99E-05 0.002433 0.042482 0.57067 0.38433 5.59E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000894 0.089696 0.87763 0.031756

F 0 0 0 0 0 0 1

Table D.1.7: Stressed Transition Matrix for Year 2014-Positive Shock

2014 A+ A B+ B C D F

A+ 0.79715 0.03167 0.026178 0.021771 0.032924 0.042002 0.048307

A 0.14991 0.24552 0.27633 0.1935 0.12345 0.011291 5.68E-06

B+ 0.027782 0.12144 0.2579 0.28876 0.27165 0.032461 1.13E-05

B 0.005838 0.088525 0.32507 0.37691 0.19986 0.003806 1.19E-09

C 5.24E-08 3.00E-05 0.002439 0.042561 0.57093 0.38398 5.57E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000894 0.089689 0.87764 0.031759

F 0 0 0 0 0 0 1
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Appendix D.2

The stressed transition matrices under negative shock to the factor over the period 2008 to

2014, under ”mutatis mutandis” scenario are reported in Table D.2.1-D.2.7.

Table D.2.1: Stressed Transition Matrix for Year 2008-Negative Shock

2008 A+ A B+ B C D F

A+ 0.76289 0.034873 0.029207 0.024586 0.037781 0.049569 0.061096

A 0.12211 0.22509 0.27721 0.21119 0.14871 0.015666 1.01E-05

B+ 0.023695 0.11021 0.24692 0.29074 0.29068 0.037747 1.53E-05

B 0.000175 0.008763 0.095403 0.30655 0.53595 0.053157 4.42E-07

C 1.25E-08 9.90E-06 0.001077 0.024526 0.49049 0.48374 0.000153

D 1.10E-10 1.12E-07 2.02E-05 0.000929 0.091544 0.87656 0.030948

F 0 0 0 0 0 0 1

Table D.2.2: Stressed Transition Matrix for Year 2009-Negative Shock

2009 A+ A B+ B C D F

A+ 0.78504 0.032851 0.027284 0.022791 0.034668 0.04468 0.052687

A 0.13935 0.23831 0.27715 0.20012 0.13232 0.012742 7.02E-06

B+ 0.026232 0.11729 0.25398 0.28963 0.27856 0.034309 1.27E-05

B 0.001835 0.042942 0.23391 0.39323 0.31694 0.011144 1.16E-08

C 3.14E-08 2.02E-05 0.001824 0.03507 0.54324 0.41976 8.11E-05

D 1.05E-10 1.08E-07 1.96E-05 0.000907 0.090361 0.87725 0.031462

F 0 0 0 0 0 0 1
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Table D.2.3: Stressed Transition Matrix for Year 2010-Negative Shock

2010 A+ A B+ B C D F

A+ 0.79847 0.031537 0.026055 0.021658 0.032732 0.041709 0.047837

A 0.15112 0.2463 0.27621 0.19275 0.12248 0.011139 5.55E-06

B+ 0.02796 0.12191 0.25833 0.28865 0.27088 0.032261 1.12E-05

B 0.006587 0.095175 0.33445 0.37201 0.18842 0.003348 9.14E-10

C 5.55E-08 3.13E-05 0.002519 0.043469 0.57388 0.38004 5.34E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000893 0.089615 0.87768 0.031792

F 0 0 0 0 0 0 1

Table D.2.4: Stressed Transition Matrix for Year 2011-Negative Shock

2011 A+ A B+ B C D F

A+ 0.76377 0.034796 0.029133 0.024517 0.03766 0.049376 0.060752

A 0.12275 0.22562 0.27724 0.21078 0.14806 0.015543 9.99E-06

B+ 0.023789 0.11048 0.2472 0.2907 0.29021 0.037609 1.52E-05

B 0.000193 0.00939 0.099522 0.31189 0.52859 0.050412 3.87E-07

C 1.30E-08 1.02E-05 0.001099 0.024878 0.49261 0.48126 0.00015

D 1.10E-10 1.12E-07 2.02E-05 0.000929 0.091498 0.87659 0.030968

F 0 0 0 0 0 0 1

Table D.2.5: Stressed Transition Matrix for Year 2012-Negative Shock

2012 A+ A B+ B C D F

A+ 0.775 0.033788 0.028171 0.023616 0.036091 0.046897 0.056432

A 0.13123 0.23232 0.2774 0.2053 0.13973 0.014022 8.32E-06

B+ 0.025038 0.114 0.25076 0.2902 0.28413 0.035857 1.38E-05

B 0.000656 0.021769 0.16295 0.36906 0.42155 0.024015 6.54E-08

C 2.07E-08 1.46E-05 0.001436 0.029842 0.51957 0.44903 0.000109

D 1.08E-10 1.10E-07 1.99E-05 0.000917 0.090903 0.87693 0.031225

F 0 0 0 0 0 0 1
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Table D.2.6: Stressed Transition Matrix for Year 2013-Negative Shock

2013 A+ A B+ B C D F

A+ 0.79667 0.031718 0.026223 0.021812 0.032994 0.042109 0.048478

A 0.14948 0.24523 0.27638 0.19377 0.1238 0.011347 5.73E-06

B+ 0.027718 0.12127 0.25774 0.2888 0.27193 0.032534 1.14E-05

B 0.005586 0.086206 0.32161 0.37853 0.20408 0.003984 1.31E-09

C 5.14E-08 2.95E-05 0.002411 0.042237 0.56986 0.38541 5.66E-05

D 1.03E-10 1.05E-07 1.93E-05 0.000895 0.089716 0.87762 0.031747

F 0 0 0 0 0 0 1

Table D.2.7: Stressed Transition Matrix for Year 2014-Negative Shock

2014 A+ A B+ B C D F

A+ 0.797 0.031684 0.026192 0.021784 0.032945 0.042034 0.048359

A 0.14978 0.24543 0.27635 0.19358 0.12355 0.011308 5.69E-06

B+ 0.027763 0.12139 0.25785 0.28877 0.27173 0.032483 1.14E-05

B 0.005761 0.08782 0.32403 0.3774 0.20113 0.003859 1.22E-09

C 5.21E-08 2.99E-05 0.002431 0.042463 0.57061 0.38441 5.60E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000894 0.089698 0.87763 0.031756

F 0 0 0 0 0 0 1
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Appendix D.3

The stressed transition matrices under positive shock to the factor over the period 2010 to

2014, under ”mutatis mutandis” scenario are reported in Table D.3.1-D.3.5.

Table D.3.1: Stressed Transition Matrix for Year 2010-Positive Shock

2010 A+ A B+ B C D F

A+ 0.81825 0.029479 0.024154 0.019926 0.029815 0.037333 0.041039

A 0.17063 0.25792 0.27336 0.18094 0.10814 0.009002 3.83E-06

B+ 0.030822 0.12925 0.26483 0.28674 0.25907 0.029288 9.25E-06

B 0.034455 0.23596 0.42085 0.2459 0.062462 0.000374 1.26E-11

C 1.31E-07 6.07E-05 0.004069 0.059457 0.61531 0.32107 2.74E-05

D 9.74E-11 1.01E-07 1.86E-05 0.000871 0.088468 0.87833 0.03231

F 0 0 0 0 0 0 1

Table D.3.2: Stressed Transition Matrix for Year 2011-Positive Shock

2011 A+ A B+ B C D F

A+ 0.77262 0.034006 0.028378 0.023809 0.036427 0.047424 0.057339

A 0.12937 0.23089 0.2774 0.20649 0.14149 0.014338 8.66E-06

B+ 0.024765 0.11324 0.25 0.29032 0.28543 0.036227 1.41E-05

B 0.000509 0.018332 0.14786 0.35908 0.44583 0.028398 9.67E-08

C 1.87E-08 1.35E-05 0.001357 0.028713 0.51387 0.45593 0.000117

D 1.08E-10 1.10E-07 1.99E-05 0.00092 0.091031 0.87686 0.031169

F 0 0 0 0 0 0 1
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Table D.3.3: Stressed Transition Matrix for Year 2012-Positive Shock

2012 A+ A B+ B C D F

A+ 0.77847 0.033469 0.027868 0.023333 0.035602 0.046131 0.055126

A 0.13397 0.23439 0.27736 0.20354 0.13717 0.013572 7.85E-06

B+ 0.025442 0.11512 0.25187 0.29002 0.28222 0.03532 1.34E-05

B 0.000942 0.027744 0.18623 0.38088 0.38556 0.018639 3.65E-08

C 2.39E-08 1.63E-05 0.00156 0.031557 0.5278 0.43897 9.86E-05

D 1.07E-10 1.09E-07 1.98E-05 0.000914 0.090717 0.87704 0.031306

F 0 0 0 0 0 0 1

Table D.3.4: Stressed Transition Matrix for Year 2013-Positive Shock

2013 A+ A B+ B C D F

A+ 0.79798 0.031587 0.026101 0.0217 0.032804 0.041819 0.048013

A 0.15067 0.24601 0.27625 0.19303 0.12284 0.011196 5.60E-06

B+ 0.027893 0.12174 0.25817 0.28869 0.27117 0.032335 1.13E-05

B 0.006298 0.092653 0.33098 0.37391 0.19265 0.003513 1.01E-09

C 5.43E-08 3.08E-05 0.002489 0.043129 0.57278 0.38151 5.43E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000893 0.089643 0.87766 0.03178

F 0 0 0 0 0 0 1

Table D.3.5: Stressed Transition Matrix for Year 2014-Positive Shock

2014 A+ A B+ B C D F

A+ 0.79753 0.031632 0.026143 0.021739 0.032869 0.041918 0.048173

A 0.15026 0.24574 0.2763 0.19328 0.12317 0.011247 5.64E-06

B+ 0.027833 0.12158 0.25802 0.28873 0.27143 0.032404 1.13E-05

B 0.006044 0.090393 0.32778 0.37556 0.19655 0.00367 1.10E-09

C 5.33E-08 3.04E-05 0.002462 0.042819 0.57178 0.38286 5.51E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000894 0.089668 0.87765 0.031769

F 0 0 0 0 0 0 1
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Appendix D.4

The stressed transition matrices under negative shock to the factor over the period 2010 to

2014, under ”mutatis mutandis” scenario are reported in Table D.4.1-D.4.5.

Table D.4.1: Stressed Transition Matrix for Year 2010-Negative Shock

2010 A+ A B+ B C D F

A+ 0.78337 0.033009 0.027433 0.02293 0.034906 0.045048 0.053301

A 0.13796 0.23731 0.27722 0.201 0.13355 0.012949 7.23E-06

B+ 0.026028 0.11673 0.25344 0.28973 0.27949 0.034565 1.29E-05

B 0.001553 0.038547 0.22147 0.39143 0.33424 0.012753 1.56E-08

C 2.93E-08 1.91E-05 0.001753 0.034145 0.53935 0.42465 8.53E-05

D 1.06E-10 1.08E-07 1.96E-05 0.000909 0.090452 0.8772 0.031422

F 0 0 0 0 0 0 1

Table D.4.2: Stressed Transition Matrix for Year 2011-Negative Shock

2011 A+ A B+ B C D F

A+ 0.75724 0.035361 0.029676 0.025029 0.038559 0.050813 0.063322

A 0.11811 0.22174 0.27696 0.2138 0.15291 0.01647 1.11E-05

B+ 0.023102 0.1085 0.24514 0.29093 0.29367 0.038636 1.61E-05

B 9.17E-05 0.005555 0.071796 0.27063 0.57836 0.073571 1.02E-06

C 9.97E-09 8.27E-06 0.000942 0.022373 0.47686 0.49964 0.000179

D 1.12E-10 1.13E-07 2.04E-05 0.000935 0.091837 0.87639 0.030822

F 0 0 0 0 0 0 1
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Table D.4.3: Stressed Transition Matrix for Year 2012-Negative Shock

2012 A+ A B+ B C D F

A+ 0.77248 0.034019 0.02839 0.023821 0.036446 0.047455 0.057393

A 0.12926 0.23081 0.2774 0.20656 0.1416 0.014356 8.68E-06

B+ 0.024749 0.1132 0.24996 0.29033 0.28551 0.036249 1.41E-05

B 0.000501 0.018145 0.14699 0.35845 0.44724 0.028675 9.89E-08

C 1.86E-08 1.35E-05 0.001352 0.028648 0.51353 0.45634 0.000117

D 1.08E-10 1.10E-07 2.00E-05 0.00092 0.091038 0.87686 0.031166

F 0 0 0 0 0 0 1

Table D.4.4: Stressed Transition Matrix for Year 2013-Negative Shock

2013 A+ A B+ B C D F

A+ 0.79571 0.031812 0.026311 0.021893 0.033132 0.042319 0.048817

A 0.14861 0.24467 0.27646 0.1943 0.12449 0.011457 5.83E-06

B+ 0.027592 0.12094 0.25743 0.28887 0.27248 0.032679 1.15E-05

B 0.005117 0.081737 0.31468 0.38153 0.21258 0.004361 1.58E-09

C 4.93E-08 2.86E-05 0.002357 0.041601 0.56772 0.38823 5.83E-05

D 1.03E-10 1.05E-07 1.93E-05 0.000896 0.08977 0.87759 0.031723

F 0 0 0 0 0 0 1

Table D.4.5: Stressed Transition Matrix for Year 2014-Negative Shock

2014 A+ A B+ B C D F

A+ 0.79662 0.031722 0.026227 0.021816 0.033001 0.042119 0.048494

A 0.14943 0.24521 0.27638 0.19379 0.12383 0.011352 5.73E-06

B+ 0.027712 0.12126 0.25772 0.2888 0.27195 0.032541 1.14E-05

B 0.005563 0.085989 0.32129 0.37868 0.20448 0.004002 1.32E-09

C 5.13E-08 2.95E-05 0.002409 0.042207 0.56976 0.38554 5.67E-05

D 1.03E-10 1.05E-07 1.93E-05 0.000895 0.089719 0.87762 0.031746

F 0 0 0 0 0 0 1
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Appendix D.5

The stressed transition matrices under positive shock to the factor over the period 2008 to

2014, under ”ceteris paribus” scenario are reported in Table D.5.1-D.5.7.

Table D.5.1: Stressed Transition Matrix for Year 2008-Positive Shock

2008 A+ A B+ B C D F

A+ 0.79975 0.031409 0.025935 0.021548 0.032546 0.041427 0.047387

A 0.1523 0.24706 0.27608 0.19202 0.12155 0.010993 5.42E-06

B+ 0.028132 0.12236 0.25874 0.28855 0.27014 0.032067 1.11E-05

B 0.007391 0.10191 0.34324 0.36676 0.17774 0.002953 7.08E-10

C 5.86E-08 3.27E-05 0.002597 0.044361 0.57671 0.37625 5.13E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000891 0.089543 0.87772 0.031825

F 0 0 0 0 0 0 1

Table D.5.2: Stressed Transition Matrix for Year 2009-Positive Shock

2009 A+ A B+ B C D F

A+ 0.78907 0.032464 0.02692 0.022455 0.034091 0.043789 0.051213

A 0.14276 0.24071 0.27695 0.19796 0.12936 0.012248 6.55E-06

B+ 0.026734 0.11865 0.25528 0.28936 0.27628 0.033692 1.22E-05

B 0.002726 0.055292 0.26451 0.39358 0.27595 0.007943 5.57E-09

C 3.72E-08 2.30E-05 0.002009 0.037409 0.55258 0.4079 7.17E-05

D 1.04E-10 1.07E-07 1.95E-05 0.000903 0.09014 0.87738 0.03156

F 0 0 0 0 0 0 1
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Table D.5.3: Stressed Transition Matrix for Year 2010-Positive Shock

2010 A+ A B+ B C D F

A+ 0.7847 0.032883 0.027314 0.022819 0.034716 0.044754 0.05281

A 0.13907 0.23811 0.27717 0.2003 0.13257 0.012783 7.06E-06

B+ 0.026191 0.11718 0.25387 0.28965 0.27874 0.03436 1.27E-05

B 0.001775 0.042026 0.23139 0.39294 0.32041 0.011453 1.23E-08

C 3.10E-08 2.00E-05 0.00181 0.034882 0.54246 0.42075 8.19E-05

D 1.05E-10 1.08E-07 1.96E-05 0.000907 0.090379 0.87724 0.031454

F 0 0 0 0 0 0 1

Table D.5.4: Stressed Transition Matrix for Year 2011-Positive Shock

2011 A+ A B+ B C D F

A+ 0.78294 0.033049 0.027471 0.022965 0.034967 0.045143 0.05346

A 0.1376 0.23706 0.27724 0.20122 0.13387 0.013003 7.28E-06

B+ 0.025976 0.11659 0.2533 0.28976 0.27973 0.034631 1.29E-05

B 0.001488 0.037478 0.2183 0.39082 0.33872 0.013197 1.68E-08

C 2.87E-08 1.89E-05 0.001735 0.03391 0.53834 0.42591 8.64E-05

D 1.06E-10 1.08E-07 1.97E-05 0.000909 0.090475 0.87718 0.031412

F 0 0 0 0 0 0 1

Table D.5.5: Stressed Transition Matrix for Year 2012-Positive Shock

2012 A+ A B+ B C D F

A+ 0.78224 0.033116 0.027534 0.023023 0.035068 0.045299 0.053722

A 0.13702 0.23664 0.27726 0.20159 0.13439 0.013092 7.37E-06

B+ 0.025891 0.11636 0.25308 0.2898 0.28012 0.034739 1.30E-05

B 0.001385 0.035773 0.21311 0.38967 0.3461 0.013956 1.91E-08

C 2.79E-08 1.84E-05 0.001706 0.033528 0.53668 0.42798 8.82E-05

D 1.06E-10 1.08E-07 1.97E-05 0.00091 0.090514 0.87716 0.031395

F 0 0 0 0 0 0 1
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Table D.5.6: Stressed Transition Matrix for Year 2013-Positive Shock

2013 A+ A B+ B C D F

A+ 0.78195 0.033143 0.027559 0.023047 0.035108 0.045362 0.053827

A 0.13679 0.23647 0.27727 0.20174 0.1346 0.013128 7.40E-06

B+ 0.025857 0.11626 0.25299 0.28982 0.28028 0.034783 1.30E-05

B 0.001346 0.035108 0.21104 0.38917 0.34907 0.01427 2.00E-08

C 2.76E-08 1.83E-05 0.001695 0.033375 0.53602 0.4288 8.89E-05

D 1.06E-10 1.08E-07 1.97E-05 0.00091 0.090529 0.87715 0.031388

F 0 0 0 0 0 0 1

Table D.5.7: Stressed Transition Matrix for Year 2014-Positive Shock

2014 A+ A B+ B C D F

A+ 0.78184 0.033153 0.02757 0.023056 0.035124 0.045387 0.053869

A 0.1367 0.2364 0.27727 0.2018 0.13468 0.013142 7.42E-06

B+ 0.025843 0.11623 0.25295 0.28982 0.28035 0.0348 1.30E-05

B 0.001331 0.034845 0.21021 0.38896 0.35025 0.014397 2.04E-08

C 2.75E-08 1.82E-05 0.00169 0.033315 0.53575 0.42913 8.92E-05

D 1.06E-10 1.08E-07 1.97E-05 0.00091 0.090535 0.87715 0.031386

F 0 0 0 0 0 0 1
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Appendix D.6

The stressed transition matrices under negative shock to the factor over the period 2008 to

2014, under ”ceteris paribus” scenario are reported in Table D.6.1-D.6.7.

Table D.6.1: Stressed Transition Matrix for Year 2008-Negative Shock

2008 A+ A B+ B C D F

A+ 0.76289 0.034873 0.029207 0.024586 0.037781 0.049569 0.061096

A 0.12211 0.22509 0.27721 0.21119 0.14871 0.015666 1.01E-05

B+ 0.023695 0.11021 0.24692 0.29074 0.29068 0.037747 1.53E-05

B 0.000175 0.008763 0.095403 0.30655 0.53595 0.053157 4.42E-07

C 1.25E-08 9.90E-06 0.001077 0.024526 0.49049 0.48374 0.000153

D 1.10E-10 1.12E-07 2.02E-05 0.000929 0.091544 0.87656 0.030948

F 0 0 0 0 0 0 1

Table D.6.2: Stressed Transition Matrix for Year 2009-Negative Shock

2009 A+ A B+ B C D F

A+ 0.77432 0.033851 0.02823 0.023671 0.036187 0.047048 0.056691

A 0.13069 0.23191 0.2774 0.20564 0.14023 0.014112 8.42E-06

B+ 0.02496 0.11378 0.25054 0.29024 0.2845 0.035963 1.39E-05

B 0.00061 0.020731 0.15854 0.36635 0.42856 0.025211 7.32E-08

C 2.01E-08 1.43E-05 0.001413 0.029514 0.51794 0.45101 0.000111

D 1.08E-10 1.10E-07 1.99E-05 0.000918 0.09094 0.87691 0.031209

F 0 0 0 0 0 0 1
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Table D.6.3: Stressed Transition Matrix for Year 2010-Negative Shock

2010 A+ A B+ B C D F

A+ 0.7788 0.033438 0.027838 0.023306 0.035555 0.046058 0.055001

A 0.13424 0.23459 0.27735 0.20337 0.13692 0.013529 7.81E-06

B+ 0.025481 0.11523 0.25198 0.29 0.28203 0.035269 1.34E-05

B 0.000975 0.028386 0.18855 0.38183 0.38207 0.018178 3.45E-08

C 2.42E-08 1.65E-05 0.001572 0.031727 0.52859 0.438 9.76E-05

D 1.07E-10 1.09E-07 1.98E-05 0.000913 0.090699 0.87705 0.031314

F 0 0 0 0 0 0 1

Table D.6.4: Stressed Transition Matrix for Year 2011-Negative Shock

2011 A+ A B+ B C D F

A+ 0.78058 0.033271 0.027681 0.02316 0.035302 0.045665 0.054337

A 0.13567 0.23565 0.27731 0.20245 0.13561 0.013301 7.58E-06

B+ 0.025692 0.11581 0.25255 0.2899 0.28104 0.034994 1.32E-05

B 0.001171 0.032035 0.20113 0.38636 0.36343 0.015875 2.54E-08

C 2.60E-08 1.75E-05 0.00164 0.032648 0.53279 0.43281 9.26E-05

D 1.06E-10 1.08E-07 1.97E-05 0.000911 0.090603 0.87711 0.031356

F 0 0 0 0 0 0 1

Table D.6.5: Stressed Transition Matrix for Year 2012-Negative Shock

2012 A+ A B+ B C D F

A+ 0.78129 0.033205 0.027618 0.023101 0.035202 0.045508 0.054072

A 0.13625 0.23607 0.27729 0.20208 0.13508 0.013211 7.49E-06

B+ 0.025777 0.11605 0.25277 0.28985 0.28065 0.034885 1.31E-05

B 0.001259 0.033596 0.20624 0.38789 0.35599 0.015027 2.25E-08

C 2.68E-08 1.79E-05 0.001668 0.033023 0.53446 0.43074 9.07E-05

D 1.06E-10 1.08E-07 1.97E-05 0.000911 0.090565 0.87713 0.031373

F 0 0 0 0 0 0 1
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Table D.6.6: Stressed Transition Matrix for Year 2013-Negative Shock

2013 A+ A B+ B C D F

A+ 0.78158 0.033178 0.027593 0.023078 0.035161 0.045445 0.053967

A 0.13648 0.23624 0.27728 0.20194 0.13487 0.013175 7.45E-06

B+ 0.025811 0.11614 0.25286 0.28984 0.28049 0.034841 1.31E-05

B 0.001296 0.034238 0.20829 0.38846 0.35302 0.014698 2.14E-08

C 2.72E-08 1.80E-05 0.001679 0.033174 0.53513 0.42991 8.99E-05

D 1.06E-10 1.08E-07 1.97E-05 0.00091 0.090549 0.87714 0.031379

F 0 0 0 0 0 0 1

Table D.6.7: Stressed Transition Matrix for Year 2014-Negative Shock

2014 A+ A B+ B C D F

A+ 0.78169 0.033168 0.027583 0.023069 0.035145 0.04542 0.053925

A 0.13657 0.23631 0.27728 0.20188 0.13479 0.013161 7.44E-06

B+ 0.025825 0.11618 0.2529 0.28983 0.28043 0.034824 1.31E-05

B 0.001311 0.034497 0.20912 0.38868 0.35183 0.014569 2.10E-08

C 2.73E-08 1.81E-05 0.001684 0.033234 0.5354 0.42958 8.96E-05

D 1.06E-10 1.08E-07 1.97E-05 0.00091 0.090543 0.87714 0.031382

F 0 0 0 0 0 0 1
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Appendix D.7

The stressed transition matrices under positive shock to the factor over the period 2010 to

2014, under ”ceteris paribus” scenario are reported in Table D.7.1-D.7.5.

Table D.7.1: Stressed Transition Matrix for Year 2010-Positive Shock

2010 A+ A B+ B C D F

A+ 0.81825 0.029479 0.024154 0.019926 0.029815 0.037333 0.041039

A 0.17063 0.25792 0.27336 0.18094 0.10814 0.009002 3.83E-06

B+ 0.030822 0.12925 0.26483 0.28674 0.25907 0.029288 9.25E-06

B 0.034455 0.23596 0.42085 0.2459 0.062462 0.000374 1.26E-11

C 1.31E-07 6.07E-05 0.004069 0.059457 0.61531 0.32107 2.74E-05

D 9.74E-11 1.01E-07 1.86E-05 0.000871 0.088468 0.87833 0.03231

F 0 0 0 0 0 0 1

Table D.7.2: Stressed Transition Matrix for Year 2011-Positive Shock

2011 A+ A B+ B C D F

A+ 0.80818 0.030546 0.025136 0.020817 0.03131 0.039561 0.044451

A 0.16035 0.25204 0.27504 0.1871 0.11542 0.010058 4.64E-06

B+ 0.029313 0.12543 0.2615 0.28779 0.26516 0.030796 1.02E-05

B 0.015371 0.15494 0.39249 0.32018 0.1158 0.001222 1.22E-10

C 8.44E-08 4.33E-05 0.003184 0.050713 0.59489 0.35113 3.88E-05

D 9.98E-11 1.03E-07 1.89E-05 0.000882 0.08906 0.878 0.032041

F 0 0 0 0 0 0 1
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Table D.7.3: Stressed Transition Matrix for Year 2012-Positive Shock

2012 A+ A B+ B C D F

A+ 0.80405 0.030972 0.025529 0.021177 0.031916 0.040474 0.045878

A 0.15635 0.24961 0.27559 0.18953 0.11841 0.010509 5.01E-06

B+ 0.028726 0.12391 0.26015 0.28817 0.26761 0.031417 1.06E-05

B 0.010811 0.12716 0.37061 0.34536 0.14416 0.001904 2.93E-10

C 7.06E-08 3.77E-05 0.002882 0.047503 0.58611 0.36343 4.46E-05

D 1.01E-10 1.04E-07 1.90E-05 0.000887 0.089297 0.87786 0.031935

F 0 0 0 0 0 0 1

Table D.7.4: Stressed Transition Matrix for Year 2013-Positive Shock

2013 A+ A B+ B C D F

A+ 0.80239 0.031142 0.025687 0.021321 0.03216 0.040842 0.046459

A 0.15477 0.24862 0.27579 0.1905 0.11962 0.010695 5.16E-06

B+ 0.028495 0.12331 0.25961 0.28832 0.26859 0.031668 1.08E-05

B 0.009347 0.11694 0.3605 0.35427 0.15668 0.002262 4.13E-10

C 6.57E-08 3.57E-05 0.002768 0.046264 0.5825 0.36839 4.71E-05

D 1.01E-10 1.04E-07 1.91E-05 0.000889 0.089392 0.87781 0.031892

F 0 0 0 0 0 0 1

Table D.7.5: Stressed Transition Matrix for Year 2014-Positive Shock

2014 A+ A B+ B C D F

A+ 0.80172 0.03121 0.02575 0.021379 0.032258 0.04099 0.046693

A 0.15414 0.24823 0.27586 0.19089 0.12011 0.01077 5.23E-06

B+ 0.028402 0.12307 0.25939 0.28838 0.26898 0.031769 1.09E-05

B 0.008812 0.113 0.35627 0.35763 0.16187 0.002422 4.74E-10

C 6.38E-08 3.49E-05 0.002724 0.045775 0.58104 0.37038 4.81E-05

D 1.01E-10 1.04E-07 1.91E-05 0.000889 0.089431 0.87779 0.031875

F 0 0 0 0 0 0 1
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Appendix D.8

The stressed transition matrices under negative shock to the factor over the period 2010 to

2014, under ”ceteris paribus” scenario are reported in Table D.8.1-D.8.5.

Table D.8.1: Stressed Transition Matrix for Year 2010-Negative Shock

2010 A+ A B+ B C D F

A+ 0.78337 0.033009 0.027433 0.02293 0.034906 0.045048 0.053301

A 0.13796 0.23731 0.27722 0.201 0.13355 0.012949 7.23E-06

B+ 0.026028 0.11673 0.25344 0.28973 0.27949 0.034565 1.29E-05

B 0.001553 0.038547 0.22147 0.39143 0.33424 0.012753 1.56E-08

C 2.93E-08 1.91E-05 0.001753 0.034145 0.53935 0.42465 8.53E-05

D 1.06E-10 1.08E-07 1.96E-05 0.000909 0.090452 0.8772 0.031422

F 0 0 0 0 0 0 1

Table D.8.2: Stressed Transition Matrix for Year 2011-Negative Shock

2011 A+ A B+ B C D F

A+ 0.79422 0.03196 0.026449 0.02202 0.033348 0.042649 0.049351

A 0.14728 0.24378 0.27659 0.19513 0.12558 0.011632 5.98E-06

B+ 0.027396 0.12042 0.25695 0.28899 0.27334 0.032906 1.17E-05

B 0.004454 0.075093 0.30364 0.38559 0.22621 0.005011 2.10E-09

C 4.63E-08 2.72E-05 0.002274 0.040623 0.56436 0.39266 6.11E-05

D 1.03E-10 1.06E-07 1.93E-05 0.000897 0.089853 0.87754 0.031686

F 0 0 0 0 0 0 1
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Table D.8.3: Stressed Transition Matrix for Year 2012-Negative Shock

2012 A+ A B+ B C D F

A+ 0.79847 0.031537 0.026055 0.021658 0.032732 0.041709 0.047837

A 0.15112 0.2463 0.27621 0.19275 0.12248 0.011139 5.55E-06

B+ 0.02796 0.12191 0.25833 0.28865 0.27088 0.032261 1.12E-05

B 0.006587 0.095175 0.33445 0.37201 0.18842 0.003348 9.14E-10

C 5.55E-08 3.13E-05 0.002519 0.043469 0.57388 0.38004 5.34E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000893 0.089615 0.87768 0.031792

F 0 0 0 0 0 0 1

Table D.8.4: Stressed Transition Matrix for Year 2013-Negative Shock

2013 A+ A B+ B C D F

A+ 0.80016 0.031368 0.025897 0.021513 0.032486 0.041336 0.047243

A 0.15268 0.2473 0.27603 0.19178 0.12125 0.010947 5.38E-06

B+ 0.028188 0.12251 0.25888 0.28851 0.2699 0.032005 1.10E-05

B 0.007667 0.10414 0.346 0.36497 0.17439 0.002835 6.52E-10

C 5.96E-08 3.31E-05 0.002623 0.044651 0.57761 0.37503 5.06E-05

D 1.02E-10 1.05E-07 1.92E-05 0.000891 0.089519 0.87774 0.031835

F 0 0 0 0 0 0 1

Table D.8.5: Stressed Transition Matrix for Year 2014-Negative Shock

2014 A+ A B+ B C D F

A+ 0.80083 0.0313 0.025834 0.021456 0.032388 0.041188 0.047006

A 0.1533 0.2477 0.27596 0.1914 0.12076 0.01087 5.31E-06

B+ 0.02828 0.12275 0.2591 0.28845 0.26951 0.031904 1.10E-05

B 0.00814 0.10788 0.35047 0.36191 0.16895 0.002651 5.69E-10

C 6.14E-08 3.39E-05 0.002666 0.04513 0.57908 0.37304 4.95E-05

D 1.02E-10 1.04E-07 1.91E-05 0.00089 0.089481 0.87776 0.031852

F 0 0 0 0 0 0 1
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Chapter 3 Appendix

Appendix E

In Appendix E.1., the elements of matrix P which is the expectation of matrix Pt and

Appendix E.2. the elements of matrix P (1) which is the expectation of matrix P
(1)
t = PtPt−1

are provided.

E.1. Elements of Matrix P

We have:

y∗i,t = βlft + δl + σlui,t,

where ui,t ∼ N(0, 1) and ft ∼ N(0, 1) are independent. If yi,t−1 = l, then y∗i,t ∼ N(δl, σ
2
l +β2

l ).

We have that:

pkl(θ) = Φ

(
ck+1 − δl√
σ2
l + β2

l

)
− Φ

(
ck − δl√
σ2
l + β2

l

)
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E.2. Elements of Matrix P (1)

P (1) = E[P (ft; θ).P (ft−1; θ)],

E[P (ρft−1 +
√

1− ρ2 ηt; θ)].P (ft−1; θ)],

Where ft−1 and ηt are independent, ηt ∼ N(0, 1) and ft−1 ∼ N(0, 1). Thus:

= Eft−1 Eηt

[
P (ρft−1 +

√
1− ρ2 ηt; θ).P (ft−1; θ)|ft−1

]
,

= Eft−1

[
Eηt

[
P (ρft−1 +

√
1− ρ2 ηt; θ)|ft−1

]
.P (ft−1; θ)

]
,

= Eft−1

[
A.B

]
,

Where matrix A has components as follows:

akl,t = P
[
ck < y∗i,t < ck+1| yi,t−1 = l, ft

]
= P

[
ck < δl + βlft + σlui,t < ck+1| ft

]
= P

[
ck < δl + βlft−1 + βl

√
1− ρ2 ηt + σlui,t < ck+1| ηt, ft−1

]
akl,(ft−1; θ) = Eηt

[
p

(1)
kl,t|ft−1

]
= Φ

(
ck+1 − δl − βlρft−1√
σ2
l + β2

l (1− ρ2)

)
− Φ

(
ck − δl − βlρft−1√
σ2
l + β2

l (1− ρ2)

)

Matrix B has elements as follows:

pkl,t−1 = pkl(ft−1; θ) = Φ

(
ck+1 − δl − βlft−1

σl

)
− Φ

(
ck − δl − βlft−1

σl

)
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Hence Eft−1(A.B) =
∫
ABφ(ft−1)dft where φ(ft−1) is the density of standard normal. There-

fore,

pkl(1; θ, ρ) =

∫ K∑
j=1

ak,j(f ; θ) pj,l(f ; θ)φ(f)df

=

∫ K∑
j=1

[
Φ

(
ck+1 − δj − βjρf√
σ2
j + β2

j (1− ρ2)

)
− Φ

(
ck − δj − βjρf√
σ2
j + β2

j (1− ρ2)

)]

∗
[
Φ

(
cj+1 − δl − βlf

σl

)
− Φ

(
cj − δl − βlf

σl

)]
∗ φ(f)df
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Appendix F

The proof of Proposition 1 is given in Appendix F.1. and The proof of Proposition 2 is given

in Appendix F.2.

F.1. Proof of Proposition 1

We know that the following identifying functions are available:

(1)
ck − δl√
σ2
l + β2

l

∀ k = 1, ..., K − 1,

l = 1, ..., K,

therefore parameter ρ is not identifiable. Moreover, parameters σ2
l cannot be distinguished

from β2
l . Let us denote their sum by γl:

γl =
√
σ2
l + β2

l

There are K(K − 1) identifying functions (1), that we would like to use to identify (K − 1)

values of ck, K values of δl and K values of γl, i.e. 3K − 1 unknowns. We follow Gagliardini

and Gouriéroux (2013) and add the identifying constraints:

c1 = 0, γ1 = 1

Next, we proceed as follows:

(a) K = 1, we identify δl
γl

. Given that γ1 = 1, we get δ1 identified.

(b) For l = 1, we have γ1 = 1, hence we identify ck− δ1, given (a). Therefore, all thresholds

ck, k = 1, ..., K − 1 are identified.

(c) We have:

ck − δl
γl

=
ck
γl
− δl
γl

From (a), we identify c1
γl

From (b), we identify γl, l = 1, ..., K.

From (c), we identify δl, l = 1, ..., K
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F.2. Proof of Proposition 2

We have the following identifying functions:

(1)
ck − δl√

σ2
l + β2

l (1− ρ2)

(2)
εβlρ√

σ2
l + β2

l (1− ρ2)

(3)
ck − δl
σl

(4)
εβl
σl

We define

γl =
√
σ2
l + β2

l (1− ρ2)

and has the identifying constraints:

γ1 = 1, c1 = 0,

Then we proceed as follows:

(a) For K = 1, given c1 = 0

From equation (1) we identify δl
γl

(b) For K = 1, given c1 = 0

From equation (3) we identify δl
σl

(c) Given that γ1 = 1 and c1 = 0 parameter δ1 is identified.

(d) It follows that parameter σ1 is identified.

(e) For l = 1, from equation (1) we have

ck − δ1

γ1

= ck

hence ck, k = 1, ..., K − 1 are identified.

(f) From equation (1) We have

ck
γl
− δl
γl
,
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and by (a), ratios ck
γl

are identified. (g) From (f) and (e), parameters γl, l = 1, ..., K are

identified.

(h) From (a) and (g), parameters δl, l = 1, ..., K are identified.

(i) From (b) and (h), parameters σl, l = 1, ..., K are identified.

(j) From equation (4) and (i), parameters εβl, l = 1, ..., K are identified.

(k) We get the ratios εβlρ
γl

and given (g) we identify εβlρ, l = 1, ..., K

(l) From (j) and (k), we identify parameter ρ.
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Appendix G

In Appendix G, the list of regularity conditions for the asymptotic analysis is provided. In

addition to assumptions in the text, the below regularity conditions are given to derive the

large sample properties of the estimators. Moreover, these regularity conditions need to be

satisfied to provide the validity of the proposition 1, 2 and 3.

G.1. Regularity Conditions

RC.1: The parameter sets θ ⊂ Rq, α ⊂ Rq and Θ ⊂ Rp are compact. The true parameters

θ0 and α0 are interior points of sets θ, α and Θ, respectively.

RC.2: The innovations are independent and identically distributed over i and t, that is,

ui,t
i.i.d∼ N (0, 1).

RC.3: The conditional composite log-likelihood function

Lcc,n,T (α) =
K∑
k=1

K∑
l=1

T∑
t=2

nkl,t log pkl(c, δ, γ)

is continuous in α.

RC.4: The true but unknown parameter value α0 is identified.

RC.5: Eα0 [ log pkl(c, δ, γ)] exists.

RC.6: The conditional composite log-likelihood function is such that ( 1
n
) Lcc,n,T (α) converges

almost surely to Eα0 [ log pkl(c, δ, γ)] uniformly in α ∈ Θ.

RC.7: The conditional composite log-likelihood function Lcc,n,t(α) is twice continuously

differentiable in an open neighborhood of α0.

RC.8: A composite likelihood estimator α̂n,T of α is a unique solution to

Lcc,n,T (α) =
K∑
k=1

K∑
l=1

T∑
t=2

nkl,t log pkl(c, δ, γ)

RC.9: The matrix

J0 = −
K∑
k=1

K∑
l=1

pl0 pkl(α0)
∂2log pkl(α0)

∂α∂α′

exists and is nonsingular.
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Property 1. The assumption RC.1. and RC.3. ensure the existence of a composite

maximum estimator α̂n,T . It is obtained by maximizing the Lcc,n,T (α) or equivalently by

maximizing ( 1
nT

Lcc,n,T (α)). Moreover, based on assumption RC.6. then the solution α̂n,T

converges to the solution to the limit problem

lim
n,T→∞

1

nT

K∑
k=1

K∑
l=1

T∑
t=2

[
nkl,t log pkl(c, δ, γ)

]
Now, properties of the Kullback information measure together with the identification con-

straints on α0 (see assumption RC.4.) imply that the solution to the limit problem is unique

and equal to α0. Thus, α̂n,T converges almost surly to α0.
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